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We consider a Markovian stochastic fluid flow model in which the fluid level has
a lower bound zero and a positive upper bound. The behavior of the process at the
boundaries is modeled by parameters that are different than those in the interior
and allow for modeling a range of desired behaviors at the boundaries. We illustrate
this with examples. We establish formulas for several time-dependent performance
measures of significance to a number of applied probability models. These results
are achieved with techniques applied within the fluid flow model directly. This leads
to useful physical interpretations, which are presented.

1. INTRODUCTION

We consider a Markovian stochastic fluid flow model, in which the rate of change of
a fluid level depends on the state of an underlying Markov chain. As far as the authors
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are aware, such a model was first proposed by Anick, Mitra and Sondhi [6] as a means
of studying the occupancy process of a buffer in a data network fed by a number of
sources that, at any given time, could be turned on or off. The essence of the model
was to approximate the packet arrival process as the input of a fluid modulated by the
number of transmitting sources. Similarly, the processing of packets was modeled as
a draining of the fluid, at a constant rate.

Since [6], the use of stochastic fluid models has become widespread. They have
become highly successful in modeling a number of different aspects of the behavior
of telecommunication networks and computer systems [13,23,24]. It has also quickly
become evident that these models have tremendous application potential in many
other areas, including risk processes in insurance [2,18], manufacturing systems [16],
hydro-power generation [9], as well as environmental problems, such as modeling of
coral reef resilience [15].

To study this model, Ramaswami [17], da Silva Soares and Latouche [21,22],
Ahn and Ramaswami [4], and Ahn, Jeon, and Ramaswami [3] used matrix-analytic
methods, which we also apply here. Alternative methods were used by Anick et al. [6],
Rogers [20] and Asmussen [7]. These studies produced results suitable for calculating
stationary distributions, which has been one area of interest among researchers. Our
recent goal has been to develop methods applicable for the calculation of various
performance measures of the time taken to traverse sample paths, which is another
area of interest. In [10], we derived results for several such measures of the fluid
flow model without an upper bound. In [11,12] we described and analyzed several
algorithms that can be used to calculate measures for the model in [10]. As we will
see, these results are also useful for the calculation of the measures of the model
introduced here.

In practice, it will usually be the case that a buffer has an upper boundary.
Moreover, the unbounded model might not provide a good approximation for such
systems. This has motivated us to consider a bounded model. In this article we focus
on time-related performance measures, which are of crucial importance to any pro-
cess involving a control. Ahn et al. [3] and da Silva Soares and Latouche [22] have
considered a related bounded model and established results for the stationary dis-
tribution, whereas Ahn, Badescu, and Ramaswami [2] reported results for certain
time-dependent performance measures. Here, we consider a bounded model with gen-
eral behavior at the barriers and report results for several time-dependent performance
measures not considered in [2].

Before introducing our model, we first define the unbounded process. We use the
notation R* and R to denote the set of nonnegative real numbers and the set of real
numbers, respectively. The traditional unbounded Markovian fluid flow model is a
two-dimensional continuous-time Markov process {(M (¢), ¢(¢)) : t € R"}, where we
have the following.

e The level is denoted by M(t) € R.
e The phase is denoted by ¢(¢) € S, where S is some finite set.
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e & is partitioned in the manner S = Sy U §; U S,, where the sets S, Sy, and
S, are such that the net rate of input to the infinite fluid buffer, denoted by
c;i when ¢(¢) is in state i, is ¢; = 0 if i € Sy, ¢; > 0if i € Sy, and ¢; < O if
ieds,.

e The phase process {¢(¢) :t € R*} is an irreducible Markov chain with
infinitesimal generator T.

Let C; be the diagonal matrix with [C;]; = ¢; forall i € S; and let C, be the diagonal
matrix with [C,]; = —c¢; foralli € S,.
We partition the generator T according to S = Sy U S§; U S; so that

Too Tor To
T=|Tw T Ti
Ty To Txn

The process (M (t), ¢(t)) has the convenient property of being fluid-level homoge-
neous.

This is not the case for the bounded process (1\~4 (1), (1)), which is defined for
M (t) € [0,b] and ¢(t) € S. To construct this process, we first assume

e thaton lexfgls within the interval (0, b), the transition structure of the bounded
process (M (2), ¢(t)) is identical to that of the process (M (¢), ¢(1)).

As in [2,3,22], one can construct a bounded model by assuming that ¢; = 0 for all
i € S, when the fluid level is zero and that ¢; = O for all i € S; when the fluid level
is b. However, we want to be able to model a wider range of tzehaviog. We achieve
this with El}e introduction of matrixes f’, f’, T, and T and sets Sp and Sy, so that the
process (M (2), ¢(t)) satisfies the following assumptions:

e Once the fluid level reaches b, and does so in some phase i € Sy, the phase
process immediately leaves phase / and moves to some phasej € So U S, with
probability given by the (i, j)th entry of the stochastic matrix P. The net input
rate is assumed tobec; = Oforalli € 80 From phases in 80, only transitions
to phases in SO U S, are allowed. The rate of such transitions is governed
by the conservative generator T. Once the phase process enters set S, the
bounded process (M (¢), ¢(t)) behaves in an manner equivalent to (M (¢), ¢(t))
again.

e Similarly, once the fluid level reaches zero, and does so in some phase k € S;,
the phase process immediately leaves phase k and moves to some phase £ €
So U S with probability given by the (k, £)th entry of the stochastic matrix
P. The net input rate is assumed tobec; = 0foralli € So From phases in So,
only transitions to phases in S() U S are allowed. The rate of such transitions
is governed by the conservative generator T. Once the phase process enters the
set Sy, the process (M (¢), ¢ (1)) behaves in a manner equivalent to (M (¢), ¢(t)).
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We partition the matrix P representing the transition S; — So U S, and the matrix P
representing the transition S, — Sy U S so that

A A

P= [Py Pio]. P= [f’zo IV’zl]-

Similarly, we let
T = ['i‘()() Toz] s T = [TOO TOI] .

In the bounded fluid model in [2,3,22], it is assumed that ¢; = 0 wheneveri € S;
and M(t) =b ori €S, and M(¢t) = 0. This behavior can be incorporated into our
model at the upper boundary by defining 30 =Sy U S and letting 1310, partitioned
according to Sp U Sy, be

Po=[0 1],

with an analogous modification applied to the lower boundary. This behavior is a
special case of the absorbing barrier described below.

Our model allows us to achieve a range of desired behaviors. Some of these
behaviors include the following:

e Absorbing barrier This occurs when a process remains at a barrier for a
period of time. To achieve this at the upper boundary, we force an immediate
transition from S; to 30 at the boundary. To implement this, we let f’lo be a
strictly stochastic matrix.

o Immediate reflection barrier This is where the process must immediately
reflect away from the barrier. There is no possibility of remaining at the barrier
while the dynamics of the process alter (such as during a period of overflow
of a finite buffer). To implement this at the upper boundary, we prevent the
process remaining on the barrier by forcing an immediate transition from S,
to S, at the boundary. To apply this at the upper boundary, we let So = and
can simply make Py a strictly stochastic matrix.

The article is structured as follows. Section 2, which relates to the unbounded
model only, contains preliminary results. These results are essential for the calculation
of the matrixes introduced in the subsequent section. Specifically, we establish the
expressions for the Laplace—Stieltjes transforms of the times taken to drain/fill the
(unbounded) buffer to a given level. In Section 3 we define two matrixes, which are
essential for the subsequent derivation of the results for the bounded model. These
matrixes are used in the derivation of the Laplace—Stieltjes transforms of the time
taken to traverse sample paths corresponding to four different types of behavior, as
defined in Section 4. The results of Section 3 are relevant to both the bounded and
unbounded models.

We treat the bounded model explicitly in Sections 4-6. The proofs of the main
results for this model, in the form of the Laplace—Stieltjes transforms, are achieved
by appropriate conditioning, in which sample paths are partitioned into parts corre-
sponding to the four types of behavior defined in Section 4. In Section 4 we establish
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the results for the first-return times to the initial level. Section 5 contains the results
for the draining/filling times. The formulas for the sojourn times in specified sets are
given in Section 6. We illustrate the results of this article with numerical examples in
Section 7, in which we calculate the probability densities by inverting the Laplace—
Stieltjes transforms using the method of Abate and Whitt [1]. This is followed by
concluding remarks in Section 8.

2. THE UNBOUNDED MODEL

This section contains preliminary results. Here, and throughout, we assume that
Re(s) > 0. We consider the unbounded process (M (t), ¢(¢)) and introduce matrixes
G* (s) and ICI"(s), which record the Laplace—Stieltjes transforms of the time taken
to drain the buffer from the initial level z 4+ x to level z and to fill the buffer from
z to 7 + x, respectively. Without loss of generality, due to the upward and downward
homogeneity of the process, we may assume that z = 0. We establish expressions for
these two matrixes in Theorem 1. These matrixes are applied in the derivation of the
expressions for the two matrixes in Section 3 as presented in Theorem 2.

LetO(z) = inf{r > 0 : M(¢) = z} be the first passage time to level z in the process
(M (1), ¢(t)). Fori,j € S USy, x > 0, let G"(s) be the matrix such that

[G*(5)]; = E[e™?@:6(0) < 00, 9(B(0)) =j | M(0) = x,0(0) =i]. (1)

(G ()] is the Laplace—Stieltjes transform of the time taken, starting from level x in
phase i, for the process (M (¢), ¢(t)) to first rAeach level 0 and do so in phase j.
Similarly, for i,j € §; U S, x > 0, let H*(s) be the matrix such that

[H(5)]y = E[e™™;0(x) < 00, 9(0(x) =j | M(©0) =0,0(0) =il.  (2)

(A ()] is the Laplace—Stieltjes transform of the time taken, starting from level 0 in
phase i, for the process (M (t), ¢(t)) to first reach level x and do so in phase j.

Note that sample paths contributing to G"(s) can end only in some phase in
S,, whereas sample paths contributing to H* (s) can end only in some phase in S;.
Consequently, the matrixes G*(s) and H*(s) can be partitioned according to S; U S,

so that
(A;X(S)ZI:O (A;sz(s)], ﬁ"(s)z[lﬁl(s) 0]
0 G0 H () 0

We are interested in expressions for (A;XA(S) and IEI"(s) and establish these in
Theorem 1. First, we introduce two matrixeis W (s) and E(s).
Following [10], for i € 51, € S;, let W(s) be the matrix such that

[W(s)]; = Ele™"@;0(z) < 00,0(0(2)) =j | M(0) = z,9(0) = il. A3

[\il(s)],j is the Laplace—Stieltjes transform of the times taken by sample paths that start
in phase i € Sy at level z and first return to level z in phase j € S,.
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Similarly, fori € S, j € S, let é(s) be the matrix such that
[E($)]; = E[e";0(z2) < 00,90(0(2)) = | M(0) = z,¢(0) = il. @)

(& ()] is the Laplace—Stieltjes transform of the times taken by sample paths that start
in phase i € S, at level z and first return to level z in phase j € S;.

We now state the main result of this section. This result follows from the results
for an associated model in Ahn and Ramaswami [5, Thm. 2]. We prove this result by
an argument within the fluid model itself, by using the direct techniques developed
in [10].

THEOREM 1: For x > 0, the matrixes G* (s) and H* (s), partitioned according to S; U

S, are given by
A 0 G (s) 0 \’I\I(s)eB(S)x
G = = o |
0 G3,(s) 0 e’

) = [flﬁ(s) 0] - [ - 0] ,
Hi (s) 0 E(s)er@r 0
where the matrixes A(s) and B(s) are given by
AG) =7 [ (T = 5D + &) = Tio(Too — sD ™ (Tor + T2 B}
B($) = C;' [ (T22 = D) + Ta¥(5) = Tao(Too — s~ (T2 + Tor¥(s)} | .

The proof is given in Appendix A.

3. TWO MATRIXES

We begin this section with definitions of G"*«"(s) and H* (s) and derive the results
needed for calculating these matrixes. Then in Section 4 we analyze the bounded
model by partitioning sample paths into appropriate sections.

Fori,je SUS,and 0 < x <y, let (A}”(s) be the matrix such that

[G*(9)]; = E[e™?@:0(0) < 0(y) , p(0(0)) =j | M(0) = x,0(0) = i]. (5)

[G"*y (5)];; is the Laplace—Stieltjes transform of the time taken, starting from level x in

phase i, for the process (M (¢), ¢(t)) to first reach level 0 and do so in phase j while

avoiding the upper taboo level y. In addition, we define G (s) = limy_, -+ G (s).
Similarly, fori,j € S;US, and 0 < x < y, let 1§ (s) be the matrix such that

[HY ()] = Ele™";0(0) < 0(0), p(0() =j | M(0) = x,0(0) =il. (6)

In addition, we define I:I”(s) =limy_, + H*Y (s).
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Sample paths contributing to G*¥(s) can end only in some phase in S, whereas
sample paths contributing to H*(s) can end only in some phase in Si. Consequently,
the matrixes G*(s) and H*”(s) can be partitioned according to §; U S, so that

. 0 G2 . H7 () 0
XY () — 12 H (5) = | w11 )
e [0 G;‘g(s)}’ © [Hzﬁs) 0

THEOREM 2: Fors #0,0 <x <y,
- -1
X, N X,y _rNx e y—x I Hy(S)
(6 (s) HY ()] = [65s) ()] |:Gy(s) 1 ] _ -

The above is also true for s = 0 when the process {(M(1), (1)) : t € R"} is transient.

ProOF: For all s with Re(s) > 0, the following minor modification of a result in [10]
(achieved by changing probabilities to the Laplace—Stieltjes transforms), and also
derived independently in [19], gives expressions for G*¥(s) and H*(s) in terms of
the matrixes (A}y(s), I:Iy(s), G* (s), and I:Iy"‘(s), which in turn can be calculated using
Theorem 1:

I W)

[Gx’}’(s) HX,}’(S)] [G}(S) I

] =[G*(s) H*(s)] )

. If the process {(M(@), () : t € R"} is null-recurrent, then, by [10], matrixes
G”(0) and H”(0) are both stochastic, and so the inverse

|:I ﬂy(O):|_1
GO I

does not exist. However, if the process is transient, then, by [10], either G (s) or £ (s)
is substochastic, and so the inversq exists.

Suppose that s #= 0. Then GY(s)e < éy(O)e <e and I:Iy(s)e < I:Iy(O)e <e,
where e is a column of 1s of an appropriate size, and so the inverse exists. Hence, the
result follows. |

Fors = 0, the matrixes G* (s)and Hy (s) can also be calculated when the process
(M (1), ¢(t)) is null-recurrent. This can be achieved as follows. Construct a sequence
of transient processes {(M (1) ©, (1))}, € > 0, with generators 7€ converging uni-
formly to 7, the generator of (M (¢), ¢ (t)). For each process {(M(1)©, ¢ (1) ©)}, let the
matrix [QA"’VV (5)© ey (5)©] be defined (and partitioned) in the way analogous to the
definition of the matrix [QAW (s) Hry (s)] for the process (M(t), ¢(t)). Then apply
the result below with s = 0.
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LEMMA 1: For any sequence of processes {(M(1)©, p(t)©)} with generators T
converging uniformly to T, the generator of (M (t), ¢(t)), we have

lir(r)1+[§';”(s)(€) HY ()] = [G™(s) H™ (5)]. ©

The proof is given in Appendix B.

4. RETURN JOURNEY TO THE INITIAL LEVEL

We now analyze the bounded model. In this analysis, we use the familiar technique
of decomposing sample paths into sections with lower or upper taboos [2,10,19,
22]. Specifically, we partition sample paths into the following four different types of
behavior, which are illustrated in Figures 1-4.

1. The fluid level, starting at level ¢ in some phase i € Sy, first moves to level
d > c in some phase j € S| while avoiding the lower taboo level ¢ (Fig. 1).

2. The fluid level, starting at level ¢ in some phase i € Sy, first returns to level ¢
in some phase j € S, while avoiding the upper taboo level d > ¢ (Fig. 2).

3. The fluid level, starting at level d in some phase i € S;, first moves to level
¢ < d in some phase j € S, while avoiding the upper taboo level d (Fig. 3).

4. The fluid level, starting at level d in some phase i € S;, first returns to level d
in some phase j € S| while avoiding the lower taboo level ¢ < d (Fig. 4).

Observe that the matrixes HY“(s), G ~“(s), G& ““~“(s), and HY, “~“(s)
record the Laplace—Stieltjes transforms of the time taken to traverse sample paths
of the types illustrated in Figures 1-4, respectively.

fluid level

time

FiGURE 1. Behaviour of type 1.
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d

°

>

o

=

3

Cc L

time

FIGURE 2. Behaviour of type 2.

d

°

>

o

=

3

C

time

FIGURE 3. Behaviour of type 3.

Because sample paths in the bounded models can be partitioned into parts cor-
responding to these four types of behavior, we are able to simplify the analysis.
In particular, the expressions for the Laplace—Stieltjes transform of the time taken
to traverse sample paths in the bounded model can be established now that the
Laplace-Stieltjes transforms corresponding to the four types of behavior are known.
. Consider the bounded process (M (1), ¢(?)) and introduce matrixes 7 .(s) and
E,(s) recording the Laplace—Stieltjes transforms of the time taken to return to the
initial level. In Theorem 3 we establish expressions for these matrixes.

Let 0(z) = inf{r > 0: A7I(t) =z} be the first passage time to level z in the
bounded process (M(z), ¢(t)). Forz € [0,b),i € S; andj € S;, let ¥, (s) be the matrix
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fluid level

time

FIGURE 4. Behaviour of type 4.

such that
[W.(5)]; = Ele™9:8(2) < 00, 0(@(2) =j | M(0) = 2,9(0) = i] (10)

and let W, (s) = lim,_.,- W,(s). Similarly, for z € (0,b],i € S», and j € Sy, let E,(s)
be the matrix such that

[E.(9)]5 = Ele™79:;8(2) < 00, 9(@(2)) = | M(0) = 2,0(0) = i] (11)
and let Ef:?)(s) = lim,_, o+ E;(s).

Theorem 3 gives expressions for \I’Tz(s) and E~Z(s), in terms of matrixes that can
be calculated using Theorem 2.

THEOREM 3: The matrix \E(s) is given by
V.(s) = Gy () + HYY “ () W(9)G5, ™" (), (12)
where
W(s) = [P1o(sT — Too) ' Toz + Pr2]
x (1 —Hy "7 (5)[P1o(sT — Too) ' Top + ProD "
The matrix E~Z(s) is given by
E.(s) = H5{(s) + G () W(s) Y (s), (13)
where

W(s) = [Pao(sT — Too) ' To1 + P 1A — G5 (5)[Pag(sT — Too) ™' Toy 4 Py~
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PrROOF: We prove the expression for \I’\l;(s) and the expression for fE\;(s) follow by
symmetry. Consider two alternatives for the return journey to the initial level z. The
first alternative is that the bounded process (A~4 (1), p(1)), starting from level z in phase
i € &y, first returns to level z in finite time and does so in phase j € S, while avoiding
the upper taboo level b. This type of behavior is illustrated in Figure 2. The Laplace—
Stieltjes transform of the time taken for such a journey is the (i,j)th entry of the
matrix

Gl (s). (14)

The second alternative is that the bounded process (]VI (1), (1)), starting from
level z in phase i € Sy, first reaches level b in some phase in S; and then returns to
level z in finite time and does so in phase j € S;. The corresponding Laplace—Stieltjes
transform of the time taken for such journey can be obtained by multiplying the
matrixes recording transforms, corresponding to the following stages of this journey.

e In the first stage, starting from level z in phase i € Sj, the process must first
reach level b in some phase k € S; while avoiding a lower taboo level z. This
type of behavior is illustrated in Figure 1. The Laplace—Stieltjes transform of
the time taken to do so is the (i, k)th entry of the matrix

05 (s). (15)

e In the second stage, starting from level b in phase k, either the process enters
the set S, instantly; that is, a phase change from & to some £ € S, occurs.
The probability of this alternative is given by the (k, £)th entry of the matrix
f’lz. Since this transition is instanteneous (elapsed time is zero), the corre-
sponding Laplace—Stieltjes transform is the (k, £)th entry of the matrix Py, as
well. Alternatively, a phase change from k to some phase in 3’0 occurs, after
which the process spends some finite time in the set 30 and then enters the
set S, in phase £. By an argument analogous to step 3 in the proof of [10,
Lemma 1], the corresponding Laplace—Stieltjes transform of this alternative
is the (k, £)th entry of the matrix Plo(sI — Too) 1T02 Hence, the Laplace—
Stieltjes transform of the time taken to first enter the set S, and do so in phase
£ (corresponding to the second stage of the journey) is the (k, £)th entry of
the matrix

Pyo(sI — Too) " Ton + Pio. (16)

The probability matrix P>, which appears in this expression, is the contri-
bution to the Laplace—Stieltjes transform from the paths in which no time
elapses.

e In the third stage, the process could return to level b in some phase in S
while avoiding the lower taboo level z, which is a type of behavior illustrated
in Figure 4. The corresponding Laplace—Stieltjes transform is the appropriate
entry of the matrix Hb “b=2(s). Then the process could possibly spend some
time on level b before entering set S,. The corresponding Laplace—Stieltjes
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transform was given in the second stage as the appropriate entry of the matrix
f’lo(sl — Too)_l'foz + f’lz. The process can do this any number of times,
including none. Hence, the Laplace—Stieltjes transform of the time taken
during the third stage of the journey, ending in some phase £ € S, is the
(¢£)th entry of the matrix

[o¢]
Z(I:Iglfz-bfz(s) [f)lO(SI — T00)71T02 + f)lz])m- (17)

m=0

Because T is irreducible, the fluid can reach level O starting from any phase
in level b, which implies that the sum in (17) converges for Re(s) > 0, and
can be written as

(I — Hy "5 (9)[Pro (T — Tog) ™' T + Pra]) ™" (18)

e In the fourth stage, starting from level b in phase £, the process first reaches
level z in finite time and does so in phase j while avoiding the upper taboo
level b. This type of behavior is illustrated in Figure 3. The Laplace—Stieltjes
transform of the time taken during the fourth stage of the journey is the (¢ , j)th
entry of the matrix

Go ¥ 7(s). (19)

By (15)—(19), the Laplace—Stieltjes transform of the second alternative is the (i, j)th
entry of the following matrix:

I:I?’lb_z(s) [f’lo(ﬂ — Too) " T + 1312]
Arb—zb—2 ;N1 PR 5 V7! ab—zbz
x (I —Hy; $[P1o(sI —Too) ™ Tox +P12]) Gy ™ 7(s).  (20)
The sum of matrixes (14) and (20) gives the result. |

COROLLARY 1: The matrixes \I”Vb(s) and E‘:)(s) are given by

W,(s) = [PioGI—Too) ' Tor + Pial,
Eo(s) = [Pao(sT — Too) ' To1 + Pail.

PROOF: It follows from their definitions that HJ,(s) = I, G5 (s) = I, HY(s) = 0,
and G?f (s) = 0. The result follows by inserting these into (12) and (13). |

5. DRAINING/FILLING TIMES

In this section we consider the bounded process (M (1), (t)) and introduce matrixes
G (s) and H?*(s) recording the Laplace-Stieltjes transforms of the time taken to
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drain the buffer from level z + x to z and fill the buffer from level z to level z + x,
respectively. Throughout this section we assume that z € [0, b] and x € [0,b — z]. We
establish expressions for these matrixes in Theorem 4. We begin with definitions of
G*(s) and H*(s). ~

Forz €[0,b),0 <x <b—z and i,j € S| US,, let G (s) be the matrix such
that

[GT(5)]; = Ele™9:8(2) < 00, 9(@(2) =j | M(0) = 2+ x,9(0) =i]. (21)

In addition, we define &TO(S) = lim,_, o+ CE;T"(S) and é\bTO(s) = lim,,)- ( é;TO(s).
Similarly, for z € [0,b), 0 <x <b—z, and i,j € S| US,, let H#¥(s) be the
matrix such that

[HF ()] = Ele™":8(c +x) < 00, 9@ +x) =j | M(0) = 2,9(0) = il.
—_ — — (22
In addition, we define H?0(s) = lim,_, o+ H2*(s) and H0(s) = lim,_,,- H#0(s).
We establish expressions for G2¥(s) and H*(s) below. Expressions for the
matrixes appearing in them have been established in Theorems 2 and 3.

THEOREM 4: The matrixes é?‘/x (s) and ITI\ZTX(S), partitioned according to §; U S, are
given by

Frw=|® WO = WO 0
0 GX(s) H"(s) 0

where

G (s) = W, ()GL(s) forz+x € [0,b],

A —_ _1 A~
[I ()W (s)] G (s) forz+x e (0,b],
| forz4+x=0,

G5 () =

H () = E.(0)H () forz € [0,b],

N _~ -1 .
~ I-G% (& HY* €[0,b
Hi‘lx(s) — [ 12 (S) Z(S):I 11 (S) forZ [ )
I forz =b.

PROOF: We prove the expression for G (s), the expression for }ﬁx(s) follows by
symmetry. First, suppose that the bounded process (M (), ¢(t)) starts from level z +
x € [z,b]inphasei € S;. The Laplace-Stieltjes transform of the time taken to hit level

z in finite time and do so in phase j € S», is the (i, j)th entry of the matrix Gzl‘;(s) and
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can be calculated by multiplying transforms corresponding to the following stages of
this journey:

e In the first stage, the process first returns to level z + x in finite time and does
so in some phase k € S,. The Laplace—Stieltjes transform of the time taken

to do so is the (i, k)th entry of the matrix @;(s).

e In the second stage, starting from level z + x in phase k € S;, the process
first hits level z in finite time and does so in phase j. The Laplace—Stieltjes

z|x

transform of the time taken to do so is the (k, j)th entry of the matrix G3, (s).
Consequently, the formula for Gzl‘;(s) follows.

Now, suppose that the bounded process (M(¢), ¢(¢)) starts from level (z + x) €
(z,b) in phase i € S;. The Laplace-Stieltjes transform of the time taken to first hit

level z in finite time and do so in phase j € S; is the (i, j)th entry of the matrix G;'; (s),
with the following stages of this journey:

e In the first stage, the process can first return to level z + x in finite time in
some phase in k € &) while avoiding a lower taboo level z, which is the type
of behavior illustrated in Figure 4. If this occurs then, starting from level z + x
in phase k € Sy, it must first return to level z 4 x in finite time and in some
phase £ € ;. It can do so any number of times, including none. The Laplace—
Stieltjes transform of time corresponding to the first stage is the (i, £)th entry
of the matrix Y o (I:I;’lx(s)i;:(s))m. For Re(s) > 0, the series converges
by the same argument that we used in the proof of Theorem 3 and the matrix
can be written as (I — H ()W, 1, (s)) .

e In the second stage, starting from level z + x in phase ¢, the process must
first hit level z in phase j while avoiding the upper taboo level z + x, which is
the type of behavior illustrated in Figure 3. The Laplace—Stieltjes transform
of time corresponding to the second stage is the (¢, j)th entry of the matrix
G35 (s).

Consequently, the formula for Gg'; (s) follows. The proof for the case z +x = b is
very similar, and when z + x = 0, it follows similarly to that of Corollary 1. We omit
the details. ]

6. SOJOURNTIMES IN SPECIFIED SETS

In this section we consider the bounded process (]\71 (1), ¢(2)) and introduce the matrix
W (s) recording the Laplace—Stieltjes transforms of the time that the process spends
above some level y during its return journey to the initial level z. We establish the
expression for this matrix in Theorem 5. First, we define ¥ (s).
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For 0 <z <y < b, let U” be the random variable capturing the time spent, by
the process (M(t), ¢(t)) starting from level z, above level y before first returning to
level z; that is,

0(z)
U = f IM(@t) > y)dt. (23)
=0

Fori e S;andj € Sy, let \IF;E(S) be the matrix such that
[‘E(S)]ij = E[e™V; U < 00,0(0(2) = jIM(0) = z,¢(0) = il. (24)

[\IE(S)],:]- is the Laplace—Stieltjes transform of the time spent by the process
(M (1), ¢(t)) above level y before the process first returns to level z and does so
in phase J, starting from level z in phase i. Additionally, we introduce the notation
—lim,_, ¢+ d/ds \IIV(s)
In Theorem 5 we give an expression for \I’Tz(s). These two results are obtained by
arguments similar to those in the proofs of results in [10, Sect. 5], with appropriate
modifications.

THEOREM 5: The matrix \’I\’Z(S) is given by
T = GO A O T (1- B 0F0) 65770,

PrOOF: Note that G37%(0) is a constant with respect to the transform variable s. Its
inclusion in the formula is justified as follows. Assume that starting from level z < y
in phase i € S; at time 0, the bounded process (M (¢), ¢(¢)) first returns to level z in
phase j € S;. Suppose that the process spends no time above level y on this sample
path, and so y is the upper taboo level. This type of behavior is illustrated in Figure 2.
The probability of this event is the (i, j)th entry of the matrix

G 7H0). (25)

Hence, the probability matrix GO) *(0) is the contribution to the total Laplace—
Stieltjes transform from the paths in which no time is spent above level y.

Alternatively, assume that the process spends some time above level y. Then, the
following three stages must occur:

o In the first stage, the process must first reach level y and do so in some phase
k € &) while avoiding a lower taboo level z, which is the type of behavior
illustrated in Figure 1. The probability of this is [I:I?‘,y “H0) )ik

e In the second stage, starting from level y in phase k, the process must return
to level y after spending some time above level y and then can hit level y
again, and do so any number of times, including none. By using an argument
analogous to that in the proof of [10, Thm. 5] and assuming that the second
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stage of the process ends in some phase £ € Sy, we have that the Laplace—
Stieltjes transform of the time spent above level y during the second stage is
the (k, £)th entry of the matrix

G0 Y (B 0%R)" = He (1- B 0%e) .

m=0

e In the third stage, starting from level y in phase ¢, the process must first hit
level z and do so in phase j while avoiding the upper taboo level y. This type
of behavior is illustrated in Figure 3. The probability of this is [G3, ™ (0)];.

Consequently, the Laplace—Stieltjes transform of the second alternative is the (i, j)th
entry of the matrix

e~ s e N A

10 (1- B 0%6) 65770 (26)
Because @(s) is the sum of (25) and (26), the result follows. |
7. EXAMPLES

In this section we consider three different examples, in which the unbounded process
has upward drift, has downward drift, and is null-recurrent, respectively. We present
these examples to explore the various behaviors that this model can handle on the
boundaries—in this case, specifically the upper boundary. In so doing, particularly
when considering time-based performance measures, we note that the unbounded
model—although being easier to analyze—can provide very inaccurate results.

Let ¥ (1);; be the probability density of first return to the initial level being at time
t and in phase j € S,, assuming that the process starts in phase i € S in level z = 0;
that is,

[Bo(s)]y = / Y (1) di.
0

As ‘IA’;(S) can be efficiently calculated using the results given in this article, we can
apply the method of Abate and Whitt [1] for the numerical inversion of Laplace
transforms in order to obtain ¥ (t); from W,(s), for t > 0.

Below, we compute the value of v (¢);; in three simple examples. For simplicity,
in all these examples we let S; = {1}, S, = {2}, ¢; =1, ¢, = —1, and the upper
boundary b = 10. For comparison, we also compute the analogous density v (#);; for
the unbounded process (M (¢), ¢(t)), using Algorithm 4 for ¥(s) in [12]. A significant
difference between the values for the two densities illustrates the unsurprising fact
that using the latter model as an approximation of the former model for processes in
which the upper boundary exists is not an accurate approach.
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In all of these examples, we also examine how changes in the parameters P and
T affect the shape of the probability density ¥ (¢);;. The purpose of this is to illustrate
that by having such parameters, one can model a wide range of behaviors.

Example 1: Let
-1 1
T= [1.5 —1.5} '
The unbounded process (M (1), ¢(t)) with generator T is transient with an upward

drift [10]. We construct three different bounded processes (]VI (1), ¢(1)). Their behavior
is defined by the following parameters:

(a) P =[1,0], T = [—-10, 10] (absorbing)
(b) P =[1,0], T = [-3,3] (absorbing)
() P=

[0, 1] (immediate reflection)

The results are given in Figures 5 and 6. Note, as expected, the very significant
difference for the probability densities v (¢) ;» between the bounded and the unbounded

probability density at time t

time t

FIGURE 5. Probability density 1 (), for the unbounded model in Example 1.
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probability density at time t

0 Ca—
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
time t

FIGURE 6. Probability densities ¥ (), for the bounded models in Example 1:
(a) dashed line, (b) thick solid line, (c) solid line.

models. The probability, assuming the process starts in phase 1 in level 0, of the first
return to level 0 (and dOiIlg so in phase 2), for the unbounded and bounded models
are [W];, = 0.6667 and [W,],, = 1, respectively.

The probability densities for the bounded models (a)—(c) vary as well. In
model (c), the process reflects from the upper boundary immediately upon reach-
ing it. In model (b) the process stays on the upper boundary longer than in model
(a). Consequently, the mode in model (c) has higher density than the modes in
model (a) or (b) and the mode in model (a) has higher density than the mode in
model (b).

Example 2: Consider the scenario in Example 1, but let T be given instead by

—-1.1 1.1
o[ 1)
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The unbounded process (M (7), ¢(7)) is again transient — this time with a down-
ward drift [10]. We construct two different bounded processes (M (1), ¢(t)) with
parameters

(a
(b

=[1,0], T = [—0.01,0.01] (absorbing)

) P
) P= [0, 1] (immediate reflection)

The results are given in Figures 7 and 8. Note again the significant difference for the
probability densities ¥ (¢);, between the bounded and the unbounded models, even
though the unbounded process has a downward drift. The probability densities for the
bounded models (a) and (b) vary in the expected way as well.

Example 3: Let

=7 1)

The unbounded process (M(¢), ¢(¢)) is null-recurrent, with no drift. As discussed
after Theorem 2 in Section 3, this raises the possibility of not being able to calculate
certain quantities. However, as we wish to numerically invert the Laplace—Stieltjes
transforms to determine a probability density function, this is not a problem, as we

0.7

0.6 u

probability density at time t

time ¢t

FIGURE 7. Probability density (), for the unbounded model in Example 2.
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probability density at time t

. . . . . ! T
0 100 200 300 400 500 600 700 800 900 1000
time t

FIGURE 8. Probability densities 1 (¢);, for the bounded models in Example 2:
(a) dashed line, (b) solid line.

0.5

0.45

0.4

0.35

0.3

0.25

0.2

probability density at time t

time t

FIGURE 9. Probability density ¥ (¢)1, for the unbounded model in Example 3.
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probability density at time t
N
o

0 100 200 300 400 500 600 700 800 900 1000
time t

FIGURE 10. Probability densities ¥ (¢);, for the bounded models in Example 3:
(a) dashed line, (b) solid line.

never calculate the transform at s = 0. We construct two different bounded processes
(M (1), (t)) with parameters

(@ P=1[1,0], T =[-001,0.01]
(b) P=10,1]

The results are given in Figures 9 and 10. Yet again, the significant difference for the
probability densities ¥ (¢);, for the bounded and the unbounded models is clearly
visible. The probability densities for the bounded models (a) and (b) vary more
significantly as well.

8. CONCLUSION

We have considered a fluid buffer with an upper and lower boundary. In order to
model this buffer, we have constructed a Markovian stochastic fluid flow model in
which the fluid level has a lower bound zero and a positive upper bound and in which
the behavior of the process at the boundaries is modeled by a number of parameters.
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We have established expressions for several performance measures for this model,
all of which correspond to the time taken to traverse sample paths. These include
formulas for hitting times on the initial level, draining/filling times, and sojourn times
in specified sets. Via simple examples, we have shown that we can calculate the prob-
ability densities of the required performance measures for all generators, regardless
of whether they represent transient or null-recurrent unbounded processes. We have
also illustrated the fact that the parameters of the bounded model, particularly at the
boundaries, allow for modeling a range of behaviors.

All of the results have been obtained by using techniques applied within the
fluid flow model, and useful physical interpretations have been given. We have also
considered the unbounded model and extended our previous results in [10] to obtain
preliminary results, essential in the treatment of the bounded model.

We extend these ideas in our treatment of a multilayer Markovian fluid model
with a wide range of barrier behaviors in [8].
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APPENDIX A
Proof of Theorem 1

We apply the method used in the proof of [10, Lemma 1] and prove the formula for H*(s5). As
in [10], the formula for G*(s) follows by symmetry.

By using an argument similar to the one used in the proof of [10, Lemma 1], we have that

I:I)I’ 1 (s) must be of the form A where the generator A(s) is defined by

d .
A = —H} () . (A1)

Assume that the process (M (¢), (7)) starts from level O in phase i € S; and is observed

until it first reaches level x > 0. The only events that occur with probability greater than o(x)
are the following:

1. The phase process either remains in phase i until the fluid level moves from O to x or
makes a single transition from i to some phase j # i € S; at some level « in (0, x] and
remains in phase j until the fluid level reaches x.
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By [10], the corresponding Laplace—Stieltjes transform is the (i, )th or the (i, /)th
entry of an 51 x s1 matrix Hj (s) such that

d -
—Hi(s)| =C7' Ty —sD). (A2)
dx =0

. The phase process makes a transition from i to some phase in Sy at some level u in

(0,x], spends some time in the set Sp, then makes a transition from the set Sp to some
phase j € S1, and remains in phase j until the fluid level reaches x.

By [10], the corresponding Laplace—Stieltjes transform is the (i,j)th entry of an
$1 X §1 matrix I:I’z‘ (s) such that

d - _ _
—H(©)|  =—C{Tip(Too —sD™'Tor. (A3)
x=0

. The phase process

e makes a single transition from i to some phase k € S at some level u in (0, x]
e first returns to level # and does so in phase j

e remains in phase j until the fluid level moves from u to x
To calculate the Laplace—Stieltjes transform ﬁg‘ (s) of the time taken to do this, observe
the following:
e By the argument in [10], the probability density that the phase process leaves state
i at level u € (0,x], and hence does so at time u/c;, is (r;/ci)e %W/ where
Ai = —[Tli.
e The probability that on leaving the phase i, the transition i — k occurs, where k
is some phase in Sy, is given by [T /A
e The Laplace—Stieltjes transform of the time taken, starting from level u in phase
k at time 0, to first return to level u# and do so in phase j, is given by [@(s)]kj.

e The probability that the phase process remains in phase j as the fluid level moves
from u to x, which takes time (x — u)/c;, is given by e =0/
The Laplace—Stieltjes transform corresponding to this case is an s; X s1 matrix such
that

X
A 1 N
[H%(s)]ij = Z/ e*S((u/Ci)Jr(X*M)/C;‘)Cief)»,-(u/c,')[le]ike*)»j((xfu)/c,-)[E(S)]kj du.
0 i
k

In a manner similar to steps 1-3 in the proof of [10, Lemma 1], we obtain

d - 1 N
SOl = —[TREO;, (Ad)
X x=0 Ci
and so
d ~x -1 s
aTH3(S) =C| TRE(®). (AS)
X x=0
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4. The phase process
e makes a single transition from i to some phase ¢ € Sy at some level u in (0, x]
e remains in the set Sy for some finite time, which ends with a transition to some
phase k € S»
e first returns to level u and does so in phase j
e remains in phase j until the fluid level moves from u to x
We repeat the argument used in step 3, modified by replacing the initial single transi-
tion S| — Sy (with probability matrix T12) with the sequence S — Sp---Sp —
Sy (with probability density matrix TloeTOO’ To2). The Laplace—Stieltjes transform
corresponding to this case is an s1 X s matrix such that

X o0

N 1

)y =Y / / ¢SO/ ED) — g WIE T 10 [T T L
0k 0 JO Ci

x e H(O=01%) g1 & (5)]y; du.

In a manner similar to step 3, we obtain

d - 1 o _ 2
SIOL| = Mo [ et amn g, (A6)
and so
d . 1 -1 A
TH)| = —C7"Tio(Too —sD ™ T2 Bs). A7)
X x=0

Summarizing, by (A1)-(A7) we have

Ay = Ly
() = 11(s))xzo

d - N N N
=% (Hj (s) + H5(s) + H3(s) + Hj(5)) o

= C7'[(T11 = sD) 4+ T12&(s) — T10(Too — sD " H{To1 + T E()}].  (A8)

Hence, the formula for I:I)I‘ 1 (s) follows.
Next, we observe that in order to reach level x in phase j € Sy, starting from level 0 in
phase i € Sy, the following must occur:

e The process must first return to level 0 in some phase i € 8. The Laplace—Stieltjes
transform of the time taken to do so is E(s).

e Then, starting from level O in phase i €8, the process must first reach level x in
phase j € Sy. The corresponding Laplace—Stieltjes transform of this event is Hf, (s).

The matrix I:I§ 1 (s) is obtained by multiplying these two matrixes. Finally, we note that,
starting from level 0, the process can first reach level x > 0 only in some phase in S;. Hence,
the results follows.
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APPENDIX B
Proof of Lemma 1

We show that lim,_, o+ C;)lczy (5)© = é)lczy (s). The proof for the remaining block matrixes is
analogous.

Let () be the total number of transitions S| — S (peaks) that have occurred in the phase
process during time interval [0, 7]. Given a number of peaks i, we define the matrix g(i)*” (s)
such that, for k € Sy and £ € Sy, the (k, £)th entry is given by

B ()ke = Ele™;0(0) < 00, 6(0) < 6(»), 9(6(0))
=0,B0(0) =i|M©O) =x,¢0) = kl. (B1)

The physical interpretation of [g(i)* (s)]x¢ is similar to [QAfzy (8)1ke, with an additional condi-

tion that there are exactly i peaks in a sample path contributing to [QAT’Z’V (s)]xe for the process
(M (1), ¢(t)). We therefore have

oo

G () =) 2y (). (B2)

i=1
In a similar manner, we define (i) (s)(€ for each process (M (1)(©, ¢(1)(€)), so that

oo

FHONREDI{ORIONS (B3)

i=1

Following [10], let

011(s) = CTI[(TH —sI) — T1o(Too — sD) ™' Tor1,
On(s) = CEI[(Tzz —sI) — Tao(Too — sI) ™' Tpa),
O12(s) = Cfl[Tu — Ti0(Too — s~ Toa],
021(s) = Cfl[Tzl — To0(Too — s~ Ty .
In a similar way, we define Q11(s)©, 012(s)©, 021(5)©, and Q2 (s)© for each process

M@DE, p(1)©). The physical interpretations of the above matrixes are given in [10].
By conditioning on the first level of decrease, we have

y—x

2 (s) = / eQn(S)quz(s)esz(S)(u+X) du, (B4)
u=0

g,(l)xy)’(s)(é) — /-y—x te](S)(e)quz(s)(é)esz(S)(E)(u-Fx) du, (B5)

u=!
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and
g+ D™ (s)

y—x u+x
= / , o) / | RO ERETITS) dw (B6)
u=

w=l
8+ D)™ ()

y—x . u+x . .
:/ . tel(S)( )”le(s)(e)/ . esz(S)( )WQZI(S)(E)g,(i)eru*W,y(s)(G) dw du. (B7)
u=

w=

The uniform convergence of T®© implies by [14, Thm. 14.3c] that, for all i > 1,

lim g()™ () = 2Gy™ (s). (BS)
e—0t
Let S,(,f )(s) =y, 80" (5)(©). The sequence {S,Sf ) (s)}, m > 1, is nondecreasing and conver-

gent to QATQV (5)© as m — oo and, hence, by [14, Thm. 14.5], uniformly convergent to QATQV (5)©,
Consequently, by [14, Sect. 14.3],

i i ©(g)y = 1 i (€)
i Jim S0 = Jim i, 76 @)

and so
Jim G5 = G156, (B10)



