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ABSTRACT

High-performing cost-efficient organic electronics will play an important role in
shaping the future of flexible electronic devices. Applications for such technology
range from smart device screens to sensors and photovoltaics. Precise optical con-
trol over polymer structure has recently been reported, with applications in opti-
cal film patterning for cost-efficient organic device fabrication. This process was
demonstrated within the archetypal poly(3-hexylthiophene) (P3HT) and 2,3,5,6-
tetrafluoro-7,7,8,8-tetracyanoquinodimethane (FATCNQ) polymer/dopant system,
wherein optical control over solubility was performed using light at a specific wave-
length. However, the underlying mechanism responsible for the solubility change
is yet to be fully elucidated. The work presented in this dissertation aims to pro-
vide insight into a number of related physical and electronic properties within this

polymer/dopant system by means of computational investigation.

Density functional theory is used to investigate how structural and environmen-
tal properties of the P3HT /FATCNQ system affect charge transfer. A simplified
oligomer /dopant complex is constructed, and the impacts of oligothiophene chain
length and substitution are investigated. An oligomer close to the P3HT conjuga-
tion length, with methyl side chains, is found to best replicate experimental results.
A dielectric medium is introduced to simulate the effects of the surrounding PSHT
chains that are present in the experimental system. The surrounding environment
is shown to be intrinsic to realistic charge transfer, as quantitative charge transfer
is achieved.

The initial hypothesis for the optical solubility control process suggested a photo-
induced charge back-transfer reaction from dopant to polymer, resulting in the latter
returning to its neutral, and hence soluble, state. Excited-state density functional
theory calculations on the aforementioned optimal model system reveal that the
complex does display excitations with charge transfer character near the optical
de-doping wavelength. However, constrained density functional theory calculations
reveal that the optimised charge-neutral state is unstable, and the charge-separated
state is thermodynamically favoured. These calculations illuminate important elec-
tronic characteristics of the system, and suggest that a photo-induced charge transfer
mechanism is not responsible for the solubility change.

Diffusion processes can dictate physical and electronic properties in doped poly-

mer systems. Density functional theory calculations are used in this work to explain
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experimental measurements of atomic motions in P3HT doped with methyl-ester-
substituted FATCNQ. Calculations quantitatively confirm the assignment of exper-
imental measurements of a diffusive process in the system to the methyl rotation
on the FATCNQ analogue. A set of calculations replicating the hopping of the
FATCNQ analogue along the P3HT backbone, a hypothesis for the second exper-
imentally measured process, demonstrates that neither the energy barrier nor the
diffusion coefficient for this calculated process are on the order of the experimental
results, and hence an alternative process may be responsible for the experimental
observations.

Finally, the thermodynamics of the photo-induced solubility change are investi-
gated using classical and quantum techniques. Steered molecular dynamics simula-
tions demonstrate that charge distribution influences the free energy of separation of
polymer and dopant. However, these simulations do not account for quantum relax-
ation or dynamic charge distributions. Density functional theory calculations, which
do account for these properties, yield the free energy change for separation using
a continuum solvent model. The explicit solvent contribution to the free energy of
species separation is extracted from alchemical free energy perturbation simulations.
Applying this contribution to the quantum calculations in place of the continuum
model contribution yields a free energy change for separation that is in excellent
agreement with experimental measurements.
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1 INTRODUCTION

Intense interest in the properties of organic electronic devices has motivated a large
body of research to be conducted in recent years. In contrast to their silicon counter-
parts, organic electronic devices have the potential for cheaper large-scale produc-
tion. Organic transistors, light-emitting diodes (OLEDs) and photovoltaics (OPVs)
are all examples of organic electronic devices with considerable commercial potential.
While organic field-effect transistors (OFETs) have exceeded silicon performance,!
in general silicon-based devices remain superior in terms of electron transport effi-
ciency.? However, their production remains costly due to the high precision required
for effective device performance. Moreover, a great deal of waste is generated dur-
ing the production process. Organic electronic devices, on the other hand, have the

possibility to be produced using cheaper techniques such as solution processing.

Enhanced flexibility is an intrinsic feature that, although lacking particularly
in crystalline silicon-based devices, organic electronic devices can deliver. OLED
technologies are already being incorporated into smart device screens,® and OPVs
continue to show promise as alternative energy sources in places that their silicon
counterparts cannot be used. Beyond display and power generation applications,
flexible organic electronics also have applications in biology as chemical sensors
and electrodes to stimulate cells.* Furthermore, recent studies indicate the vast
potential for stretchable organic electronic devices, in which elasticity could yield

longer product lifetimes as well as improved diversity of applications.®%

While the field of organic electronic device development shows enormous promise,
key challenges remain in the conceptualisation and subsequent development of these
devices. In particular, the electronic properties of these organic systems are often
poorly understood, and device improvement is often made on a trial-and-error ba-
sis. With a greater understanding of the electronic mechanisms involved in charge
transport and morphology, better design principles will allow for optimising of de-
vice properties and perhaps increase production efficiencies. This work investigates
charge transfer in an archetypal polymer-based system using computational tech-
niques, and seeks to clarify the experimentally observed physical manipulation of

the system using light.



2 1.1. ORGANIC ELECTRONICS

1.1  ORGANIC ELECTRONICS
1.1.1 SEMICONDUCTING POLYMERS

The organic component of organic electronic devices comprises either organic poly-
mers or small organic molecules. In either case, the material must possess semicon-
ducting properties. For OPVs and transistors, polymers are often chosen because of
their ability to form a smoother film. This work focuses on organic polymers.

Semiconducting properties arise within organic polymers as a result of their
conjugated backbone. Alternating single and double carbon-carbon bonds in an
extended 7w-system allows for electron migration along conjugated sections of this
backbone. It is this conjugated m-system that gives rise to the characteristic opto-
electronic properties of these polymers and allows them to absorb and emit light
in the visible region. The conjugated backbone also allows for transport of charge
throughout the system, provided sufficient structural order is present. 7-7 stacking
within polymer films can provide a high level of structural order, which is often
desirable for an efficient and defect-free device. However, such stacking can be chal-
lenging to achieve as a result of torsional flexibility within the polymer, and can
result in charge traps.’

For the purpose of solution processing of polymer films, solubility of the polymer
in common solvents is desirable. Solubility within a chosen solvent can be improved
by modifying the side chains connected to the conjugated backbone.® However, in
the case of linear alkyl side chains, while increasing their length improves solubility
in some solvents, it also decreases charge transport in mixtures pertinent for OPVs.?
Other properties of the semiconducting polymer are also affected by side chains. Mei
and Bao provide a comprehensive review in ref 8. As well as modifications to side
chain properties, the backbone of the polymer may also be constructed as a homo- or
copolymer. In the latter, different chain units are alternated as a means to improve

charge transport or solubility. %!

1.1.2 MOLECULAR DOPING

An important consideration for the conductive properties of organic semiconductors
is the Fermi level. The Fermi level lies between the valence and conduction band in
inorganic semiconductors, and between the occupied and virtual orbitals in organic
semiconductors, and provides a virtual energy level that would be 50 % occupied at
thermal equilibrium. This energy depends on the proportion of electrons (negative
charges) and holes (positive charges) in the system. A common technique employed
to improve charge transport is to introduce dopants, which change the Fermi en-
ergy level and make the system more conducive to charge transport. Doping of
semiconducting polymers was first performed by Shirakawa et al. Halogen atoms
such as chlorine and iodine were introduced into a polyacetylene film and charge
transport efficiencies were observed to increase seven orders of magnitude.!? Using

ultraviolet photoelectron spectroscopy, lithium atoms have been observed to raise



CHAPTER 1. INTRODUCTION 3

Ey Ey Ey
"""""""""""" EF
E,  TTTTTThTmmmmTTTTTTTTTTY Ee
““““““““““““ EF
En
Eo Eo Eo
n-doped polymer Undoped polymer p-doped polymer

Figure 1.1: Typical energy level diagram for doped and undoped organic semicon-
ductors. Molecular doping improves electron transport efficiency by modifying the
proportion of electrons to holes in the polymer system and hence changing the Fermi
energy level, Er. Occupied and virtual orbitals are denoted Eg and Ey, respectively,
and Fx and Ep are the states introduced by acceptor or donor dopant.

the Fermi level in an organic semiconductor system, resulting in improved charge
transport.'®> A more common approach in recent times has been to include small
organic molecules instead of halogen or metal atoms, as the latter tend to diffuse
out of the polymer film due to their small size.!3

Small organic dopant molecules tend to be strongly electron donating or ac-
cepting. The latter introduce holes in the occupied energy levels of the polymer
system, which lowers the energy of the Fermi level (Figure 1.1). Electron donating
dopants introduce electrons above the occupied energy levels of the polymer, which
increases the Fermi level. In both cases, the generation of free charges increases
charge transport efficiency within the polymer system by changing the proportion
of electrons to holes. Optimal dopants are chosen such that their molecular orbitals
align favourably with those of the polymer, or equivalently such that their electron
affinity (EA) is greater than the ionization potential of the polymer (IP) for p-type
dopants (vice versa for n-type dopants).!* In the case of electron accepting molecules
(p-type dopants), this requires the lowest unoccupied molecular orbital (LUMO) of
the dopant to lie below the highest occupied molecular orbital (HOMO) of the poly-
mer. The system is thus susceptible to charge transfer from polymer to dopant
under a p-type doping regime. Such a process generates a hole on the polymer and
the dopant possesses the extra electron. If the charge pair can overcome Coulombic
attraction, these charges can separate and move throughout the system, generating
a current.

1.1.3 DEVICE FABRICATION

One of the most attractive aspects of organic electronic devices is the ease of produc-
tion. Solution processing of organic electronics has the potential to vastly improve
production efficiency and hence appreciably reduce the cost of production when
compared to silicon-based devices. Although wasteful in terms of material, spin

coating is commonly used in research as a time-efficient means to produce polymer
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Figure 1.2: Photolithographic process for patterning a silicon wafer. A similar
process can be applied in which an organic polymer layer is placed on a substrate
and patterned instead of the wafer.

films. As a more commercially geared option, inkjet printing uses the solvated poly-
mer as “ink” and prints droplets of this ink onto a substrate. The solvent is then
evaporated to yield a smooth polymer film.!® This process generates minimal waste
while achieving the desired film properties in an efficient manner.

In the case of doped polymer films, variation in how the dopant is introduced
can result in vastly different properties of the resulting thin film. The organic
semiconductor and dopant can be layered sequentially onto a substrate, or mixed
together and deposited as a bulk heterojunction wherein polymer/dopant contact
is present throughout the film, and not just at an interface.'® The latter allows
for improved polymer/dopant interactions as a result of increased surface area of
the dopant, and hence is used preferentially. However, where the polymer itself
may assemble into a highly ordered system, forming a film from a polymer/dopant
mixture can result in disruption of crystallinity of the polymer by the dopant. Recent
work by Kang et al. demonstrated improved order in their system by introducing
the dopant via diffusion after first forming the polymer film.!7

Inkjet printing is a promising technique for producing thin polymer films, but
limitations are still present. In particular, patterning polymer films on a sufficiently
small scale for organic devices remains a challenge. Some silicon-based devices are
produced from wafers of pure crystalline silicon cut down to a specific size using pho-
tolithography (Figure 1.2). This process generates waste, and requires considerable
precision in order to produce consistent chips.

Organic electronic devices can also be produced using photolithography, albeit
with modified solvents and photoresists. This process involves creating a film of
the required polymer, applying a resist layer as in Figure 1.2, irradiation through
a mask in order to generate a pattern, and using an appropriate solvent to remove
the resist and etch the polymer film beneath. The resist is then removed to yield a
patterned polymer film. Although techniques based on this approach have been used
with some success, ®?° the same problems remain as with silicon device production:
high cost, potentially harsh solvents and wasted materials. Furthermore, the organic

layer is sensitive to production conditions and can be damaged by the process.
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1.1.4 STRUCTURAL CONTROL AND STABILITY IN ORGANIC DEVICES

As already discussed, the structure of the polymer film in an organic electronic de-
vice, and hence its charge transport performance, can depend on a great number of
factors. Polymer crystallinity is often synonymous with efficient charge transport,
as increased order within the system provides uninterrupted paths for charge migra-
tion. Processing conditions such as temperature and solvent have been modified in
order to control crystallinity within a fullerene-based organic system used in pho-

21723 and charge transport efficiency has been shown to increase

tovoltaic devices,
in some polymer/dopant systems for a given dopant concentration with decreasing
temperature.?* Alternatively, properties of the polymer and dopant may be modified
in order to improve structural or electronic properties.?® Optimal dopant concen-
trations are also a consideration for structural control, as doping beyond a certain
concentration can begin to disaggregate the polymer as a result of disrupted 7-7
stacking. 26

One aspect of organic electronic devices that is largely overlooked in publications
is the long-term stability of these devices. In general, polymer/dopant mixtures are

sensitive to oxygen degradation either by exposure to air or water,?"

and so long-
term stability tests are pertinent. There is some evidence to suggest that degradation
in OLEDs is the result of unavoidable impurities introduced during the production
process.?? Perhaps more easy to control is the issue of dopant diffusion. The previ-
ously discussed halogen and metal atom dopants have been largely abandoned due
to their propensity to diffuse out of the polymer within moderate timescales. Small
organic molecules are bulkier, and hence diffuse less readily. However, diffusion is
still possible on moderate timescales. For example, in spite of its aromaticity, which
results in 7-interactions with organic semiconducting polymers, popular electron
acceptor 2,3,5,6-tetrafluoro-7,7,8 8-tetracyano-quinodimethane (FATCNQ) diffuses

3031 However, modifying the functional groups

out of some organic molecular films.
of popular dopants may allow for control over long-term device stability to dopant

diffusion.

1.2 STRUCTURE DYNAMICS AND OPTOELECTRONICS OF DONOR-
ACCEPTOR SYSTEMS

1.2.1  AGGREGATION IN THE P3HT /FATCNQ SYSTEM

The work discussed thus far pertains to broad aspects of doped organic polymers
for the purposes of organic electronic devices. In particular, fabrication methods
and structural control have been discussed. In the following sections a partic-
ular polymer/dopant system will be considered. This system comprises poly(3-
hexylthiophene) (P3HT) and the FATCNQ dopant (Figure 1.3), both of which have
been studied in detail over the last two decades. This system is of particular interest
due to developments in the last year which highlight novel solubility properties.
There has been some discussion of the doping mechanism of FATCNQ with
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Energy

P3HT F4TCNQ

Figure 1.3: Structures of P3HT (left) and FATCNQ (center), and a sketch of the
molecular orbital energy levels (in eV) of polymer and dopant (right).

various polymers. A previous study by Salzmann et al. showed that interactions
between pentacene and FATCNQ result in a bound hybrid complex, wherein par-
tial charge transfer occurs.?? Such a doping scheme has also been noted elsewhere
for similar systems.®® Additionally, Méndez et al. observed partial charge trans-
fer between quarterthiophene and FATCNQ. However, they also found that integer
charge transfer occurs when quarterthiophene is replaced with P3HT.3* Numerous
groups have reported integer charge transfer between P3HT and FATCNQ by ob-
serving FATCNQ anion peaks in ultraviolet-visible and near infrared spectra of the
doped system.?33¢ This property is of interest as it has the potential to lead to im-
proved charge mobility, if the charges can overcome Coulombic attraction. Indeed,
the charge transport efficiency of P3HT has been observed to increase substantially
upon introduction of F4ATCNQ.2437

In a novel study on P3HT /FATCNQ mixtures, Jacobs et al. demonstrated pho-
tophysical control over aggregation in a doped polymer thin film.3® The team ob-
served that mixing FATCNQ with P3HT in solution resulted in aggregation of the
polymer as it precipitated out of solution. Irradiation of this aggregated system
using 405 nm light saw the polymer dissolve back into solution. Based on the
observation of this phenomenon at a very specific wavelength of light, the team pro-
posed that a photo-induced charge transfer reaction was taking place. As already
mentioned, P3HT and FATCNQ undergo spontaneous integer charge transfer upon
mixing, giving FATCNQ~, and a hole localized over four thiophene units in P3HT.3
At sufficient dopant concentrations, these charged species are insoluble in solvents
used for P3HT. It was then postulated that photo-excitation at 405 nm excites the
FATCNQ anion, causing it to transfer the excess electron back onto P3HT. The
two species are then neutral and hence the polymer may dissolve back into solu-
tion. This technique, irrespective of mechanism, is an example of using electronic
modifications (i.e. the charge transfer process through introduction of a dopant) to
modify physical properties (i.e. solubility and morphology of the polymer).

This technique has broad applications in industrial production of organic elec-
tronic devices using lithography. The limitations highlighted regarding photolithog-
raphy do not apply to this system, as the dopant may be removed from the polymer



CHAPTER 1. INTRODUCTION 7

— —
Polymer film
Immerse in dopant UV irradiation
in solution to yield at 400 nm
doped film through mask
Undoped polymer l
Doped polymer e
Solvent
Patterned doped Remove from
e Mask polymer film solvent

Figure 1.4: Lithographic patterning of an FATCNQ-doped P3HT film using the
photo-induced solubility change reported by Jacobs et al.8

using only a laser and a solvent to wash away the dissolved polymer. It has also
recently been suggested that the removed dopant can be re-used, leading to less
waste produced.’ A schematic of the optical de-doping process is shown in Figure
1.4. Sub-diffraction-limit control over features has already been demonstrated using
this technique.! It is also possible that analogous processes may occur in different
polymer/dopant mixtures. A thorough understanding of the mechanism is hence
of fundamental importance. The work presented in Chapter 4 seeks to provide in-
sight into the mechanism of photo-induced solubility control using computational
techniques.

1.2.2  THEORETICAL STUDIES OF THE P3HT /FATCNQ SYSTEM

While experimental studies hint at interesting electronic processes, it is often not
possible to elucidate electronic mechanisms or quantify the electronic properties of
a given system without the aid of computer modelling. Density functional theory
(DFT) calculations, for example, have been used to investigate a number of aspects
of the P3HT /FATCNQ system.

The recent experimental and computational paper by Méndez et al. stud-
ied the charge transfer mechanism between P3HT and FATCNQ upon mixing of
the two species.?* Consistent with previous studies,*>3% the team observed integer
charge transfer for FATCNQ-doped P3HT as a result of favourable alignment of the
P3HT HOMO and FATCNQ LUMO,*%43 but a partial charge transfer complex for
FATCNQ-doped quarterthiophene. This work highlighted a key property for charge
transport efficiency: chain structure. It also brought to light limitations in a great
number of DFT studies on P3HT-based systems, as the polymer chain is generally
represented by quarterthiophene.

Gao et al. used quarterthiophene to represent P3HT in their DFT studies on
planarity in P3HT as a result of charge transfer with FATCNQ.* Likewise, Zhu
et al. investigated charge transfer in the P3HT /FATCNQ system by modelling the
quarterthiophene/FATCNQ complex.?® This latter work has been cited a number
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of times, and yet in light of Méndez’s work the results do not present a realistic
description of charge transfer in the polymer system. In order to overcome size
limitations when studying P3HT, DFT extrapolation schemes on short oligomers
have been shown to reproduce a number of properties of PSHT in a semi-quantitative
manner. % However, experimental properties of P3HT, particularly those related
to doping with small molecules, tend to arise from short conjugated segments of
the backbone and hence modelling the entire polymer is unnecessary and time-
consuming. Furthermore, while explicit modelling of hexyl chains on P3HT yields
a more physically realistic model, computational work by Chou et al. indicated
that energy levels in the methyl-substituted polythiophene differ only slightly from
P3HT itself.#” This suggests that charge transfer in P3HT-doped FATCNQ could be
modelled using a methyl-substituted thiophene oligomer as an accurate simplified
system.

While a number of DFT studies on P3HT-based systems simplify the PSHT
polymer to a short oligothiophene, 44454849 Jittle emphasis has been placed on the
accuracy of this simplification. Furthermore, consistency between computational
methods, i.e. basis set, functional and the inclusion of solvent effects, is not present
among these studies. In this work, the process of interest is the charge transfer that
occurs between polymer and dopant, and the subsequent photo-induced control over
morphology. A systematic investigation into the necessary oligothiophene length for
realistic modelling of the integer charge transfer doping mechanism is performed,
and the importance of side chains is also considered. Because the surrounding
P3HT chains are likely to affect charge transfer, implicit solvent is also considered.
Finally, an investigation into density functional performance is included to highlight
the importance of technical details. Details of this study may be found in Chapter
3.

1.2.3  INTERMOLECULAR INTERACTIONS IN THE P3HT /FATCNQ SYSTEM

Charge transfer reactions are of fundamental importance in organic semiconduc-
tors, as charge transfer between polymer and dopant results in free charges that
can migrate through the system, generating a current. As such, it is important
to understand the charge transfer mechanism within these systems. The work by
Jacobs et al. demonstrated that mixing FATCNQ with P3HT results in aggregation
of the P3HT and the polymer precipitates out of solution.3® Previous studies have
also observed this increase in polymer crystallinity upon doping.?* It is likely that
this aggregation, and resulting considerable decrease in polymer solubility, is a di-
rect result of the integer charge transfer process, but the role of charge transfer in
aggregation of this system has yet to be quantified and characterised.

In a recent study by Sweetnam et al. it was found that the strong attractive in-
termolecular interactions in polymer /fullerene systems are unrelated to ground state
charge transfer, and instead arise from van der Waals interactions.®® This observa-

tion is somewhat counter-intuitive, as one would expect even the partial charge
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transfer that occurs in the system to result in Coulombic attraction between the
charges. It is of interest to ascertain whether this behaviour is a property common
to polymer/organic dopant systems, or characteristic of fullerene as a dopant. Given
the integer charge transfer that occurs upon mixing in the FATCNQ-doped P3HT
system, it is anticipated that electrostatic interactions play an important role in
aggregation.

DFT calculations have been used to probe quantum properties of the P3HT /F4-
TCNQ system, but they cannot provide completely realistic insight into the solu-
bility change upon photo-excitation due to the infeasibility of explicitly modelling
the surrounding solvent. Classical molecular dynamics (MD) simulations, in which
solvent molecules are classically and explicitly modelled, are a promising technique
for quantifying the free energy of this process. A number of properties of the PSHT
polymer have been investigated using classical MD simulations, including the impact
of cyano-substitution on stacking distance,®® hole mobility®® and solvatochromic
shift as a result of solvent-polymer interactions.®® MD studies have also been used
to investigate properties of P3HT mixed with fullerene and a related derivative.?*>5
However, a surprising absence of this technique is present in the literature for study-
ing the thermodynamics of the P3BHT /FATCNQ system. As such, this work presents
a novel approach to studying free energy changes purely as a result of changing the
charge distribution in this system using classical MD simulations. A mixture of
DFT calculations and free energy perturbation simulations is also used to quantify
the free energy cost for separating the dopant from the polymer while accounting
for dynamic charge distributions and quantum relaxation. Details of this work may
be found in Chapter 6.

1.2.4  STABILITY IN THE P3HT/FATCNQ SYSTEM

Details of the PSHT/FATCNQ system discussed so far present the exciting pos-
sibility of controlling polymer morphology using electronic properties. However,
consideration must also be given to the stability of the resulting system. More
specifically, the diffusion rate of the dopant through the polymer film and poten-
tially into neighbouring layers may impede device longevity in any application of the
photo-induced structure control technique. FATCNQ as a dopant has been shown to
diffuse readily in metal-organic systems,*? and organic molecular systems,?® ® par-
ticularly at high temperatures.®® This is a concern given its widespread popularity
in polymer/dopant systems.

Another property of FATCNQ that can hinder production of FATCNQ-doped
polymers is its poor solubility in solvents commonly used for polymers. As a means
to address this problem, Li et al. recently presented a number of F4ATCNQ-based
dopants with modified functional groups in place of the cyano groups,%° some of
which are shown in Figure 1.5. By substituting cyano groups with methyl-ester
groups, the resulting dopants were more soluble in popular polymer solvents. These

dopants are also potentially less prone to diffusion. A decrease in diffusion is hy-
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Figure 1.5: FATCNQ (left) and the monoester-substituted (centre) and diester-
substituted variants (right).

pothesised in particular for the diester substituted dopant, which has been shown
to undergo a dimerisation reaction prior to doping the polymer, resulting in a much
bulkier structure. However, it is possible that the added bulk of the methyl group
on the monoester-substituted dopant can also improve its stability to diffusion due
to unfavourable interactions between polymer side chains and the methyl group on
the dopant.

DFT calculations are once again exploited in this work in order to quantify the
energy barrier to translation of dopant molecules along the PSHT polymer backbone.
Such a methodology is not found in the literature for doped organic semiconductor
systems, and yet has the potential to provide at least a qualitative insight into sta-
bility of polymer/dopant systems with respect to dopant diffusion. The monoester-
substituted analogue of FATCNQ is compared with FATCNQ itself and the energy
barrier to translation, and hence translational diffusion, is quantified. Details of this
work are presented in Chapter 5.



2 COMPUTATIONAL METHODS

2.1 DENSITY FUNCTIONAL THEORY

2.1.1 TECHNICAL DETAILS

Density functional theory is a powerful technique for accurately modelling static
properties of a molecular system in an efficient manner. Electronic properties of a
molecular system play an important role in determining both structural properties
and reactivity of the system. While experimental observations can provide some
insight into these characteristics, many questions cannot be answered experimen-
tally. In order to understand the experimental observations, computational studies
are often required.

Finding the true minimum energy of a specific geometry of a molecule requires
the formidable task of solving the 3/ N-dimensional electronic Schrodinger equation
(Equation 2.1), where N is the number of electrons within the system. Within
this equation, the electronic state of the system is described by the electronic wave
function, ¥, and the Hamiltonian, H, comprises five energetic components: electron
kinetic, nuclear kinetic, electronic-nuclear interaction, electron-electron interaction

and nucleus-nucleus interaction energies, respectively, as shown in Equation 2.2.6!

Hy = B (2.1)
hg N h2 M M N Z[€2
H=— o — ) Vi
2m. ; Y 2myg ; g ; ; dmery;
N-1 N 9 M-1 M 9
€ Z[ZJe
2.2
+ Z Amegr; * Z 4dmegrry )
i=1 j>i I=1 J>1I

Lower case subscripts refer to electronic contributions, while upper case subscripts
refer to nuclear contributions. Z; and mj refer to the valency and mass of a nucleus,
respectively, m, is the mass of an electron, r is the separation between electrons or
nuclei and ¢; is the vacuum permittivity.

The Born-Oppenheimer approximation notes that nuclei are more massive than
electrons and hence move much slower, which in this instance means that the

Schrédinger equation can now be solved in two parts: first the electronic motion is
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considered, and then the electron-nuclear interactions. Furthermore, nucleus-nucleus
interaction energy can be considered constant on the timescale of interest. A Hartree
product is often used to simplify the problem, by splitting the total wave function
into a product of one-electron wave functions, i.e. 1 = 11(r)s(7)...10hn(r). How-
ever, solving this many-body problem remains insurmountable for large molecules.

Seminal work by Hohenberg and Kohn proved two theorems which define the
field of density functional theory, and make it possible to find a solution to the
Schrodinger equation for large multi-atom systems. The first states that there is a
unique functional of electron density that corresponds to the ground state energy
obtained from the Schrédinger equation. 52 This reduces the problem to one of finding
a three-dimensional electron density. The second theorem of Hohenberg and Kohn
proves that the electron density that minimises the energy functional is the true
solution to the Schrodinger equation. Unfortunately, although it certainly exists,
the form of the density functional is unknown.

In the absence of the true density functional, Kohn-Sham theory instead replaces
the potential of the real system with an effective potential for a system of non-
interacting electrons with the same density. All electrons in the system are described
using separate Kohn-Sham orbitals. The electron density in this system, subject to
the effective potential, is then equivalent to the electron density of the real system
upon solving the Kohn-Sham equations®!

R,

- %V + Vipl + Valp] + Vxclpl|i(r) = ehi(r). (2.3)
V[p] describes the component of the energy functional that is known, while Vi|[p]
is the Hartree potential, and describes the interactions between a given electron
and the electron density that arises from all other electrons in the system. The
nature of this potential is such that it also includes an erroneous interaction energy
of the electron with itself, which is accounted for in the Vxc[p] potential. As well
as this correction, the potential also describes electron exchange, which reproduces
the change in wave function sign upon interchange of two electrons, and electron
correlation, which describes many-body electronic interactions within the system.
This potential is an approximation as a result of not knowing the true energy density
functional.

The Kohn-Sham equations are solved self-consistently, as Vg and Vx¢ depend on
the electron density, p(r), which depends on the Kohn-Sham orbitals. 5!

occ

plr) = 3 i (r)ui(r) (24

2.1.2 DENSITY FUNCTIONALS

The accuracy of any results obtained from density functional theory calculations

depend on how the exchange correlation term of the Kohn-Sham equations is de-
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scribed. Practically, there are a number of ways in which this term is approximated.
The simplest approximation is to use a continuous function to define the functional
at each point in the system based upon the exact functional found in a uniform
electron gas, which is known. This is called the local density approximation (LDA).
Improvements on this approximation can be made by including the gradient and
Laplacian of the electron density, denoted the generalized gradient approximation
(GGA) and meta-GGA, respectively.

The Hartree-Fock exchange (HF) potential is an exact description of electron
exchange and is given by

VHE (p i/ /d / , z¢;,(| 7)oy (1) (2.5)

Hybrid functionals approximate the exchange correlation functional by mixing in a

portion of exact exchange, E''F, with LDA or GGA functionals.

By far the most commonly used functional in the literature, the Becke three-
parameter Lee-Yang-Parr® (B3LYP) functional, is an example of a hybrid func-
tional, and its exchange-correlation potential is

VB3LYP v}]{.é)A + o (VHF VLDA)

+ OéQ(VGGA VLDA) (VGGA VLDA) (26)

The subscripts X and C correspond to the exchange and correlation functionals,
respectively, while the a values are scaling constants chosen to provide optimal
parameters for a range of sample systems. The BSLYP functional is hence classified
as empirical, and its performance for a given system will depend on how close the
system is to the test suite for which these a parameters were optimised. Note also
that here ViE9 and V94 are the Becke88 exchange functional® and Lee-Yang-Parr

correlation functional,% respectively.

One aspect that a great number of LDA, GGA and hybrid functionals fail to cap-
ture is the van der Waals interactions in dispersion bound systems.® This is a result
of their inability to accurately describe long-range electron correlation. As a means
to combat this, a number of dispersion correction schemes have been implemented
into computational quantum chemistry packages as the DFT-D method.5"% This
method makes an adjustment to the total energy of the system by adding a disper-
sion energy term. In this work, Grimme’s D2 dispersion correction is included,®’
as it has previously been used successfully for a small P3HT /F4ATCNQ complex.?®
The dispersion energy term is of the form

ij
e, (2.7)
i=1 j=i+l 6fdamp(Rij)
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where sg is a scaling factor unique to the chosen functional, N, is the number of
atoms in the system, Cg’ is the dispersion coefficient for the atom pair ij, R is the

interatomic distance and fgamp is the damping function. This function is of the form

1
Jaamp (Rij) = 1 + e—d(Rij/R:—1)’ (2.8)

where R, is the sum of atomic radii and d is a coefficient that determines the steep-
ness of the damping function. For the B3LYP functional, s = 1.05 and d = 20.
For the majority of the work presented in this dissertation, the BSLYP functional
is used with this dispersion correction scheme, and denoted B3LYP-D.

As a result of their consistent performance, recent focus has shifted to range-
corrected methods. Range-correction is applied as a way to reproduce the r ! scaling
of Coulombic interactions at large distances, and is accomplished by splitting the
the description of these interactions into short-range and long-range components
using the standard error function®

1 1—erf(wr) erf(wr)

- = . 2.9
r r * r (2.9)

The functional can then incorporate a small portion of HF exchange at short range,
and 100 % HF at long range. The w value determines the decay to zero of the short-
range component, which scales with 1/w. In certain software packages it is possible
to tune w for the chosen system, resulting in substantially improved performance,
as the optimal value is highly system dependent.”® ™ The long-range-corrected ex-

change correlation functional, ViEEC, can be written as

Vi = Ve + (1 — Cur) Ve saa + CurVaihe + Vihirs (2.10)

where the superscripts SR and LR correspond to short and long range components
of the functional, and Cyxp corresponds to a coefficient that determines the % HF
included at short range. Recent work by Rohrdanz et al. considered the long-range-
corrected version of the hybrid Perdew-Burke-Ernzerhof functional (LRC-wPBEh)
and found Cxr = 0.2 to be optimal.™ This value of Cxy is used when performing
calculations with the LRC-wPBEh functional throughout this dissertation.

2.1.3 BASIS SETS

The Kohn-Sham orbitals used to solve for the minimised energy of the system are
described using basis functions, ¢. Gaussian type orbitals™ (GTOs) are often used
to describe these basis functions, and in normalised Cartesian coordinates these take
the form™

96\ (8a) H k{11! v A :
. .. k _ ot YR i o 12+y2+z2 2'11
gb(‘ray?'zvaalh]a ) T (22)'(2])'(2]{})' ry ze , ( )
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where « controls the width of the GTO and ¢, 7 and k control the shape of the
orbital.

Electrons on any atom type can be described by s, p, d, ... functions, formed
when ¢, j and k all equal zero (s-function), one of them is equal to one (p-function),
two of them are equal to one (d-function), and so on. The collection of all of these
basis functions is called a basis set. Improvements to accuracy can be made by using
a double, triple, quadruple, ... { basis set, where each level includes an additional
set of equivalent orbitals on a given atom. Including these extra functions allows
for accurate description of directionality within bonds. Further improvement can
be made by including polarisation functions, in which higher angular momentum
functions are added.

Diffuse functions are necessary when the property of interest involves the tail of
the orbital, far from the nucleus. GTOs decay too rapidly away from the nucleus to
accurately describe this tail, and hence diffuse functions are added. These functions
are beneficial when electron density within the system is spatially extended, such as
in the case of anions.

In order to avoid unnecessary calculations on core electrons, whose properties
do not have a significant impact on the chemistry of the system, these orbitals are
described using optimised but constant exponents. This results in a contracted basis
set. There are numerous ways in which basis sets may be contracted, giving rise to

Pople,”™ Dunning”® and Ahlrichs basis sets,”” among others.

In the majority of this work, the Pople-type basis set 6-31G(d) is used. This
basis set is a split-valence double-zeta basis set, meaning higher angular momentum
basis functions are added to all atoms and additional basis functions are added to
valence orbitals only. It includes six GTO basis functions on core electrons, three on
inner valence electrons and one on outer valence electrons. Polarisation functions
(denoted “(d)” and here representing d-functions) are added to non-hydrogen atoms
to improve directionality in bonds. p-functions are not included on hydrogen atoms
due to the added computational cost, and the fact that the hydrogen atoms play
a minimal role in the properties of interest in this work. Later calculations in this
work also include diffuse functions (denoted “+”) in order to improve the long-range
description of electron density.

2.1.4 CONSTRAINED DENSITY FUNCTIONAL THEORY

In aregular DFT calculation, the optimal electron density is found in a given external
potential, V[p], which was discussed above as the “known” potential (Equation 2.3).
Alternative ground states of the system can be found in the presence of different
external potentials. Constrained density functional theory™ (CDFT) calculations
allow for the optimal electron density to be found subject to constraints on location

of electron density or spin. The electron density, p(r), is weighted by a spatially
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varying function, w{(r), to enforce the constraint

Z/wL rYdr = Ny, (2.12)

where o refers to the spin state (« or ) and N, is the number of electrons in the
system. A Lagrange multiplier can then be implemented in order to minimise the

energy of the system, Wp, V1], subject to this density constraint, i.e.

Wip,Vi] = Elp] + Vi, Z/wL r)dr — NL> (2.13)

Here E|p] is the electronic energy of the unconstrained system, and V, is the La-
grange multiplier. It is then possible to obtain a modified version of the Kohn-Sham
equations, which can be solved to give the optimised electron density (and hence

geometry) subject to the constraint:

2
[ o vl 4 )+ Vil + Vg )] () = ) (2.14)

In this work, CDF'T is used to apply a charge constraint on FATCNQ within the
dimer complex. In order to elucidate the energy and geometry differences between
ground state and the state in which each of the molecules in the dimer complex
is neutral (which will be referred to as the “charge-neutral state” for brevity), a
constraint of zero charge is applied to FATCNQ, with an implicit constraint also
applied to the oligomer. To evaluate the metastability of this charge-neutral state,

various fractional charges between zero and one are applied to FATCNQ.

2.1.5 EXCITED STATES: TIME-DEPENDENT DENSITY FUNCTIONAL THEORY

Time-dependent density functional theory (TDDFT) is a technique capable of pro-
viding moderately accurate excitation energies in a highly efficient manner. Prop-
erties of a system interacting with a field that varies with time, for example repre-
senting light-matter interactions, can be investigated by solving the time-dependent

version of the Kohn-Sham equations™

2
= SV Vel ]+ Valps 6+ Vielps ] atr 0) = in 2200

Ovi(t)

o (2.15)

Here Vxc[p; t] also contains information about the history of the density, and ground-
state exchange correlation functionals may be used for this term.

This methodology is made possible as a result of a theorem by Runge and
Gross,® which states that there is a one-to-one mapping between the time-dependent
potential Ve [p; t] and the electron density, p(r,t). By solving the Kohn-Sham equa-

tions for the time-dependent system, excitation energies may be extracted. For a
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more in-depth derivation and discussion of excited state methods, the reader is re-
ferred to a comprehensive review by Dreuw and Head-Gordon. !

It is important to note that TDDF'T has some shortcomings, not least of which is
its limited ability to accurately describe charge transfer interactions when standard
density functionals are used.®?#3 This has been attributed to the poor asymptotic
behaviour of the exchange-correlation potential, which does not decay with r=1 in
standard functionals as required. Using a range-corrected functional is one possi-
ble solution to this problem.®! Because the excited states of interest in Chapter 4
are indeed charge transfer excitations, both the common B3LYP functional and the
optimally tuned, range corrected LRC-wPBEh functionals are used for all calcula-
tions. In this way, the anticipated poor behaviour of the BSLYP functional can be

accounted for.

EXCITED STATE GEOMETRY OPTIMISATION

Single-point TDDF'T calculations use the electron density of the given geometry, and
do not modify the nuclear positions of the system. However, the state of interest
may display different structural or electronic properties upon relaxation. In this
case an excited state geometry optimisation can be performed.

The electron density obtained from ground state DFT calculations is a linear
combination of Kohn-Sham orbitals. In order to relax the system into an excited
state, the system is progressively relaxed to each excited state, and then the vector
contributions of each excited state are projected out to yield the optimised electron
density of the excited state of interest.

In this work, an excited state geometry optimisation is performed on an excited
state of the dimer complex. The property of interest in this state is the charge
distribution, which is obtained using Mulliken charge analysis.

NATURAL TRANSITION ORBITALS

Natural transition orbitals® (NTOs) are used to visualise and quantify excitations.
These provide a more accurate description of the change in electron density upon
excitation than inspection of molecular orbitals.®6 A TDDFT calculation yields a
transition density matrix, T, with elements describing coupling between ground, g,
and excited, ek, states. A unitary transform® is applied to to all occupied, Ny,
and virtual, Ny, orbitals:

<¢17¢27"'7¢N0> = (¢17¢27~~a¢N0)Ua (216)

(@ @y oes ) = (01, ¥, s Ui, )V, (2.17)

and the vectors U and V are solved for using

TT u; = Nug, i =1, ..., Ny, (2.18)
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T'Tv; = Nu;,i=1,..., N, (2.19)

The X eigenvalues represent the importance of a given particle-hole contribution to
the overall transition. In this context, the hole and particle refer to the “before”
and “after” electron densities, such that considering a hole to particle transition pro-
vides insight into where the electron density has moved during the excitation. This
methodology can hence provide a clearer picture as to the qualitative characteristics
of a transition. The nature of possible charge transfer excitations is evaluated in
Chapter 4 using this method.

2.1.6 SOLVENT MODELS

All aspects of DFT discussed so far provide insight into gas-phase properties of the
modelled system. However, the presence of solvent can dramatically affect bond
lengths, charge distributions and structural conformations. An efficient way to in-
clude solvent effects is by introducing a dielectric medium, with dielectric constant,
¢, equal to that of the required solvent, around the solute by means of an electric
field.

In all continuum solvent models, a cavity in the dielectric medium is constructed
around the solute, and the interaction of the solute charge distribution with the
dielectric medium affects the charge distribution and dipole of the solute. Polarisable
continuum models (PCMs) create this cavity by summing the space generated by
scaled van der Waals radii on each atom. The surface of the cavity is divided into
fragments, and the charge distribution on the solute is mapped onto this collection

of fragments, with the charge on each section quantified by o(r,)®

dreo(rs) = (e — 1) F(ry), (2.20)

where F' represents the electric field.
PCMs differ in the linear equations used to map the charge distribution of the
solute onto the surface of the cavity. In all cases these equations take the form

Kq = Ry, (2.21)

where q represents the cavity surface charges and v represents the charges on the
solute. K and R take different forms depending on the specific model, but generally
one or both involve contributions from a matrix S of Coulomb interactions, a matrix
D containing information about the electric field and a matrix A containing surface
areas of the discrete fragments of the cavity. The form of the screening factor, f,
also differs between models.

In this work, two PCMs are used: the more simplistic conductor-like PCM

(CPCM),® and the more computationally intensive integral equation formalism
PCM (IEFPCM). %! The matrices K and R and the screening factor, f., for CPCM
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and IEFPCM, respectively, are%?

e—1

K=SR=—-f1,f = (2.22)

fc 1 e—1
K=S-2DAS,R=—f(1— —DA), f = . 2.2
5= PASR I o ) J e+ 1 (2:23)

Excitation of an implicitly solvated system results in a change in charge distri-
bution, as the electrons are affected by the excitation potential. However, the nuclei
of the system remain unaffected. This results in the solute no longer being in equi-
librium with the surrounding medium. Linear response TDDFT may be applied to
a PCM system, within which solute-solvent interactions are described by Coulomb
interactions only. This method is widely used due to its ability to efficiently repro-
duce excited state properties of solvated systems, wherein the solvent properties are
modelled using a PCM, to within a fraction of an eV of results obtained with higher
cost wave function methods.?*?* This technique is applicable in systems where ex-
cited states do not exhibit specific interactions with solvent molecules. The dielectric
constant is given by the optical, rather than static, dielectric constant in order to
capture non-equilibrium effects, which provides a reasonable approximation to the
behaviour of the solvent upon excitation. The linear equations from Equation 2.21

used to describe the cavity charges then become®

K. g™ =R__v(p"), (2.24)

where €, is the optical dielectric constant of the solvent. The charge distribution
fast,LR
i

excitation, and pi* is the transition surface charge density for state 1.

now corresponds to the distribution of state ¢ subject to a fast response to

2.1.7 THERMODYNAMIC CORRECTION

Typical quantum calculations on a small molecular system using DFT provide only
the electronic energy of the system, and do not consider molecular contributions
from translational, rotational and vibrational energies. These contributions can
be quantified in order to provide a correction to the free energy due to the finite
temperature. Statistical mechanics allows for the definition of a partition function,
(@, which contains information about all energy levels within the ensemble. From
this partition function, the potential energy, enthalpy, entropy and Gibbs free energy

of a given system can be defined using the following equations ™

OdlogQ@
_ 2
U= kT ( = )NV (2.25)

)

H=U+PV (2.26)
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Aﬁzﬁﬂ%Q+hﬁ<%£p> (2.27)
N,V

G=H-TS. (2.28)

The ensemble partition function can be simplified to the molecular partition func-
tion, ¢, and the aforementioned energy contributions are assumed to be independent
of each other such that ¢ is the product of partition functions for each component.
Chapter 10 in ref 74 provides a detailed explanation of the derivation of partition
functions. Quantum chemistry packages evaluate thermodynamic corrections us-
ing frequency calculations, and in this work the methodology used in Q-Chem is
applied.? Frequency calculations are used in Chapter 6 to obtain the entropic, en-

thalpic and free energy contributions to the separation of a two-component system.

2.2 MOLECULAR DYNAMICS
2.2.1 EQUILIBRIUM SIMULATIONS

The previous section of this chapter highlighted how the quantum properties of a
molecular system can be investigated using Kohn-Sham density functional theory.
Unfortunately, these methods are far too computationally expensive to be applied
to a condensed-phase system containing thousands or tens of thousands of atoms.
Many important and interesting dynamic properties are the result of larger-scale in-
teractions. Classical molecular dynamics simulations provide a means to study some
of these interesting properties in an efficient manner by disregarding the quantum
properties of a system and describing the entire system using classical mechanics.
Classical molecular dynamics simulations solve Newton’s equations of motion for
a system of N particles. The mass of a nucleus is large enough that it may be treated
classically, the electrons are described using point charges, and all bonded and non-
bonded interactions are modelled using potentials. The position and momentum of
every atom in the system is recorded at each discrete time step of the simulation.

These quantities are then updated by solving Newton’s second equation, 7

v
dr — di?

where r is the coordinates of the given atom, and V' is the potential energy at those

(2.29)

coordinates.

The force on each atom is a combination of bonded and non-bonded interac-
tions (Equation 2.30). A force field is used to set the parameters associated with
bonded potentials between standard atom types. Such a methodology allows for the
flexibility of bonds to be reproduced.

‘/total = Viaonded + ‘/non—bonded (230)
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Vbonded - Vbond + Vangle + Vdihedral + V;mproper (231)

V;lonfbonded = ‘/electrostatic + V;/anderWaals (232>

In this work, the OPLS all-atom (OPLS-AA) force field is used,”® as it has been
found to be accurate for organic semiconductors.” The torsional potentials in this
force field were parametrised against Hartree-Fock quantum calculations, and bond
and angle potentials were adapted from the Amber all-atom force field. %

Within the OPLS-AA force field, bond and angle potentials (Viona and Vangle)
are modelled using the following two equations:

Vbond = Kr(r - Teq)Q (233)

Vangle = Ko (0 — 0cq)?, (2.34)

where K, and K, are force constants. For most of the polymer and all of the
FATCNQ dihedral interactions, a dihedral potential of the following form is used:

5
Vidihedral = Z A, cos" (), (2.35)

n=1
where the A; terms are constants and ¢ is the dihedral angle. For the inter-monomer
torsion potential, the following expression is used:

8
‘/dihedral = Z Cn COSn(¢) (236>
n=0

The parametrisation of this potential is based on quantum calculations.®! Fi-
nally, a harmonic torsional potential was applied to maintain thiophene unit pla-
narity, in accordance with the OPLS-AA force field:

Viihedral = Kp[1 + dcos(ng)]. (2.37)

In this work, proper dihedral angles are described using Equations 2.35 and 2.36,
while improper dihedral angles are described using Equation 2.37.

Long-range van der Waals interactions is described using a Lennard Jones (LJ)
potential in the OPLS-AA force field

05\ 12
‘/vanderWaals = 4€ij <_> -

rij

..\ 6
<@> ] : (2.38)
Tij
and electrostatic interactions may be added to model charge interactions

44,
471'607“1']‘ )

(2.39)

‘/electrostatic =
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Here €;; and o;; are energy and distance constants characteristic of the 7, j pairwise
interaction, and here are taken from the OPLS-AA force field. The charges on
particle ¢ and j are represented by ¢; and g;, respectively, and r;; is the distance

between the ¢ and j particles.

In principle, the non-bonded pairwise force interactions for each pair of particles
in the system must be evaluated in order to realistically update the position of each
atom. In practice, simplifications can be made. Dispersion interactions are subject
to a cut-off, r., such that for pairs whose inter-atom distance exceeds this cut-off, no
pairwise force is calculated. To avoid discontinuities at this cut-off point, a shifting

function can be, and in this work is, applied.

Periodic boundary conditions are often used in MD simulations, because they
remove the problem of edge effects, i.e. atoms in the system bumping into the edges
of the simulation box. This is particularly important for small systems in which
the surface area to volume ratio is quite large. They do this by requiring that if a
particle passes through a wall of the box, it appears immediately directly on the other
side of the simulation box (Figure 2.1). Where periodic boundary conditions are
included, only nearest-image interactions are computed for short-range non-bonded
interactions, that is, an atom only interacts with the closer of the particles, even if
that particle is a periodic image of a particle in the true system. However, the long-
range electrostatic interactions are generally computed using Ewald summation,
which allow for accurate reproduction of these interactions for an infinite periodic
system since electrostatic interactions cannot be cut off without an infinite error to
the thermodynamics of the system.

In this work the particle-particle particle-mesh (PPPM) method %2 is used rather
than Ewald summation. This method uses fast Fourier transform to evaluate the
long-range electrostatic interactions, which are described using a periodic function

and evaluated on a lattice.

The thermodynamic conditions of the system must also be specified. In this
work, NPT simulations are performed, within which the number of particles, N,
the pressure, P and the temperature T are all constant. A Nosé-Hoover barostat
and thermostat are used, respectively, to enforce the latter two constraints. 03104
This is done by including an additional fictitious coordinate with an effective mass
within the system, one for the thermostat and one for the barostat. These coor-
dinates undergo the equations of motion so that the system is consistent with the
thermodynamic ensemble. Unless otherwise specified, all simulations presented in
this work are performed in an isothermal-isobaric ensemble at an average temper-
ature of 298 K and an average pressure of 0 atm. The latter constraint is, for all
intents and purposes, equivalent to standard conditions of 1 atm, since the pressure
fluctuations in molecular simulations are typically much larger than 1 atm. In this
work the simulation timestep is set to 1 fs. The temperature is relaxed over 100 fs

and the pressure is relaxed over 1000 fs.
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Figure 2.1: The true simulation box (shaded) is surrounded by periodic images
of the same box in all directions. Short-range pairwise interactions are calculated
between nearest-neighbour pairs, irrespective of whether the nearest neighbour is a

periodic image, while long-range electrostatic interactions are evaluated using the
PPPM method.

2.2.2 STEERED MOLECULAR DYNAMICS

It is sometimes of interest to study free energy changes along a reaction pathway.
In this instance the efficiency of sampling of the trajectory of the system along this
pathway to obtain the free energy can be substantially increased by using steered
MD (SMD) simulations. !> SMD simulations allow for the introduction of a steering
force, which guides a simulation along the pathway of interest. When combined

with Jarzynski’s equality '°6

e PAE — (7AW, (2.40)

where 8 = 1/kgT, this technique is particularly powerful, as it makes it possible
to obtain the equilibrium free energy of a process, AF, by averaging the work, W,

obtained from a number of non-equilibrium simulations. 107108

The steering force is introduced by means of a harmonic spring potential. This

potential constrains the reaction coordinate, £(r), to be close to an external param-

eter A by adding the following potential to the Hamiltonian: '°7
k 2
i) = Sle) - A2 (241

A is then varied over the course of the simulation, and the potential of mean force
(PMF), ®()\;), can be estimated.'® The PMF is equal to AF in Equation 2.40. The
PMF of a process provides a free energy profile of the system with respect to the
changing value of A\, and by extension the reaction coordinate £(r).

In Equation 2.40 the exponential of the work from a number of simulations is
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averaged. However, the exponential average can give poor statistical error, and
as such a common practice is to approximate it when obtaining the PMF with a

cumulant expansion

52

5 — (W2 — (W) + ... (2.42)

log(e™") = —B(W) +

The second order cumulant expansion,

Yar = MZ 2M—1[MZ (%éwﬂ (243)

has been demonstrated to provide smaller statistical error for simulations with a
small number of trajectories. %" Both the second order cumulant expansion and the
exponential average will be considered in this work.

In Chapter 6 SMD simulations are used to investigate the free energy change for
separation of FATCNQ dopant from P3HT polymer in chloroform. In these simula-
tions, the reaction coordinate, £(r), is the physical coordinates of the centre of mass
of the FATCNQ molecule within the simulation box. For simplicity, the FATCNQ
molecule is pulled, using the harmonic spring potential, from a separation of 30 A
to a separation of 5 A from the centre of mass of the eight-unit 3-hexylthiophene,
(3HT)g, molecule used to represent P3HT. In these simulations A represents the
centre-of-mass (COM) separation of the (3HT)g and FATCNQ molecules.

Exponential averaging is also applied in order to approximate the free energy of
the process, AF)y,

M
AFy = ——log [ ! Ze‘ﬁwll (2.44)

i=1

along the PMF energy profile.

2.2.3 ALCHEMICAL FREE ENERGY PERTURBATION THEORY

109 allow for the free energy

Alchemical free energy perturbation (FEP) simulations
of a process to be determined by estimating the energy change along an unphysical
path in which atoms are created, destroyed or modified along the path. While it is
possible to estimate the free energy of a process by taking an exponential average
of the difference in energies of the end points. The accuracy of the result tends
to be quite poor, particularly if the two states differ substantially in configuration.
The free energy of the process relates to the difference in potential energy of the
system calculated in its initial state configuration only. If states 0 and 1 (initial and
final) differ substantially in configuration, the two are said to have poor phase space
overlap and the resulting free energy does not well approximate the true free energy
difference between the two states.

Phase space overlap can be improved by considering a series of n—2 intermediate

states between the initial and final states that do not necessarily make chemical sense



CHAPTER 2. COMPUTATIONAL METHODS 25

and differ in configuration only slightly from one another. Because free energy is
a state function, the total free energy change for the process, AFj;, can then be
related to the sum of the sequential changes in potential energy, AU, ;+1, where 7 is

an intermediate state between states 0 and 197

n—1
AFyy = —ksT Y log(e #40ir) . (2.45)
i=1
The similarity between sequential states now ensures that the change in potential

energy is small between steps.

This methodology is applied in molecular dynamics simulations by introducing a
coupling parameter A\, which is used to move the simulation between the n states of
the system. The progression through these states may correspond to, for example,
a change in non-bonded interaction potentials or atomic charges.

Care must be taken when scaling interaction potentials to or from zero, as sin-
gularities in the mathematical description of these potentials necessarily occur at
this point. To circumvent the system exploding, a “soft” potential may be used
to describe non-bonded interactions. The aforementioned Lennard-Jones potential

with the additional Coulombic term can be corrected to a “soft” potential as follows:

1 1
Vaon—bonded = A4€; { _ }
Vo -ap+ @) fow-ar+ )]

4 A" 4 . (2.46)
4’/’1’60\/040(1 — A2+

The additional parameters ary and a¢ are scaling factors only, and are set to the
recommended values of 0.5 and 10.0, respectively, in this work. A value of n = 1
is also used in this work. The A\ coupling parameter may be scaled between 1 and
0. When A = 1, the potential behaves like the original potential, which is the sum
of Equations 2.38 and 2.39. For A = 0, the non-bonded interactions are switched
off entirely, and for values between these end-points the potential scales smoothly
(Figure 2.2).

In order to obtain realistic results from FEP simulations, a number of aspects of
the simulations must be considered. Firstly, the process studied using FEP should
be reversible, such that the free energy of the forward reaction is equal in magni-
tude and opposite in sign to the reverse reaction. This ensures that the system is
in equilibrium and thus that the equilibrium free energy is being calculated. Sec-
ondly, two key parameters must be chosen: the number of intermediate states, and
the simulation time in each of these intermediate states. In scaling A between two
states, the number of intermediate states determines the step size, A\, of the simu-

lation. The full simulation time in each state is denoted ¢,. This quantity must be
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Figure 2.2: Non-bonded soft interaction potential for various values of A, with
oij = 3.5 A and ¢;; = 0.03 keal /mol.

sufficiently large so as to allow the system to re-equilibrate in the new state, as well
as to provide ample sampling time of the potential energy of that state. The size of
AX must be chosen such that neighbouring states are sufficiently similar, i.e. good
phase space overlap must be achieved.

In this work, FEP simulations are used to estimate the solvent contribution to
the free energy change for separation of FATCNQ from P3HT in chloroform. Four
separate processes were considered in both explicit solvent and vacuum, and the free
energies of each process were summed to provide the overall solvent contribution to
the free energy of separating FATCNQ from (3HT)g, while accounting for the system
changing from charge separated to charge neutral.

All simulations with explicit solvent were performed under the same conditions,
and using the same system size, as the SMD simulations described above. Vacuum
simulations were performed at constant volume. The change in Gibbs free energy

for all FEP simulations was obtained using

)]
AGOJ = —kBT log :
i=0 <V>>\z

In this case, \; represents the intermediate states. As before, the positions of (3HT)g

(2.47)

and FATCNQ were specified using harmonic springs to set the centre of mass. All
simulations were performed using LAMMPS and a locally modified version of the
FEP package. This modification was necessary to ensure that charges could be
modified by atom-ID, rather than by atom-type, as implemented.
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ABSTRACT

The archetypal polymer/dopant system comprising poly-(3-hexylthiophene) (P3HT)
and 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (FATCNQ) has been
widely studied, both experimentally and computationally. However, factors affecting
the charge transfer mechanism between the two species remain poorly understood.
In particular, integer charge transfer occurs between P3HT and FATCNQ, while
only partial charge transfer occurs between quarterthiophene and FATCNQ. This
work uses density functional theory to demonstrate that charge transfer and spec-
tral properties within the system are highly sensitive to both polymer structure and
the surrounding environment. A systematic study of the length and substitution of
the chain used to represent P3HT in an oligomer/FATCNQ dimer complex is per-
formed. An eight-unit-oligomer-based complex is found to better reproduce exper-
imental spectral and electronic properties than a quarterthiophene-based complex
as a result of better agreement with the conjugation length of P3HT. An increase in
charge transfer upon methyl substitution of the oligomer reveals that the polymer
side chains play an integral role in the charge transfer process between polymer and
dopant. A dielectric medium is introduced to account for the experimental envi-
ronment of the charge transfer unit and near-integer charge transfer is achieved,
highlighting the importance of environment in the integer charge transfer process.
Density functional impact on charge transfer is also considered and the amount of
Hartree-Fock exact exchange is observed to dramatically affect electronic proper-
ties. The optimally-tuned range-corrected PBEh functional (LRC-wPBEb) is found
to provide the most realistic description of the experimental system, in terms of
both spectral and charge transfer properties. This study illustrates how a number
of physical characteristics of the P3HT /FATCNQ system make it conducive to inte-
ger charge transfer, as well as the disparity in experimental accuracy that can occur
without careful consideration of the chosen density functional.

3.1 INTRODUCTION

Organic electronic devices possess a number of attractive characteristics over tradi-
tional silicon devices. Reduced production costs and improved device flexibility are
two key drivers in organic electronics research.'® Applications for this technology

111,112 3 as well as in device

exist within organic solar cells and organic transistors, !
displays, which have already been commercialised.
Introducing molecular dopants into certain organic polymer systems has been
demonstrated to improve the semiconducting properties of the polymer,'* which
is desirable for improved electronic behaviour. The addition of these dopants can
be used to tune device properties through appropriate alignment of molecular or-
bitals. 1 Charge transfer occurs between polymer and dopant if the orbitals have
suitable relative energies, resulting in charge separation. The magnitude of charge

separation can be highly system dependent, and hence a solid understanding of the
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electronics of the system of interest is crucial. Upon doping, a free charge is present
on the polymer, which can migrate, resulting in the generation of current. The rate
of this charge migration is a further consideration, and one that remains the subject

of ongoing research.36:116

Morphology of polymer/dopant mixtures is known to play an important role in
device efficiency and charge generation, and manipulation of morphology is para-
mount to efficient device production.??3%116:117 Recent experimental and compu-
tational work by Di Nuzzo et al. demonstrated that charge transfer within a
copolymer/dopant system depends strongly on intermolecular separation between
the two species.!*® This highlights the importance of polymer structure control,
as manipulation of polymer morphology could lead to improved charge generation
and mobility within the system. The dopant itself has also been observed to affect
the morphology of the polymer. A number of studies on the archetypal poly(3-
hexylthiophene) (P3HT) and 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane
(FATCNQ) polymer/dopant system have observed increased rigidity and planarity
in the polymer backbone upon introduction of the dopant, demonstrating that
charge transfer between the species has a measurable impact on polymer morphol-
ogy. 2644119 Recent pioneering work by Jacobs et al. demonstrated highly specific
light-induced polymer solubility control in this same system.3® The team showed
that irradiation of FATCNQ-doped P3HT at 405 nm results in a reduction in poly-
mer rigidity and subsequent dissolution of the polymer into solvent. It is likely
that charge transfer between polymer and dopant plays a key role in this solubility
change, but the mechanism of this light-induced reaction has yet to be clarified.

The key focus for this work is the nature of the charge transfer reaction that oc-
curs between PSHT and FATCNQ upon mixing. Experimental studies have shown
that integer charge transfer occurs between polymer and dopant,3* 3% but the major-
ity of DFT studies on this system have achieved only partial charge transfer. 4445120
Spectral properties have also been poorly reproduced in these studies due to sim-
plifications in the structures modelled. A common simplification in DFT models
of P3HT-based systems is the replacement of the polymer with a quarterthiophene
molecule. Integer charge transfer has been demonstrated to occur over a small
number of thiophene units in FATCNQ-doped P3HT.3*3 However, by studying
FATCNQ nitrile shifts in Fourier transform infra-red spectra and FATCNQ an-
ion peaks in ultraviolet/visible absorption spectroscopy, Méndez et al. recently
found that in fact only partial charge transfer occurs between FATCNQ and quar-
terthiophene. This result in particular highlights the importance of chain length and
substitution in the charge transfer process, neither of which have previously been
investigated computationally for this system.

In order to glean insight into factors that influence charge transfer between PSHT
and FATCNQ), this work presents a systematic investigation into the common sim-
plifications of the structure of PSHT for quantum calculations. The impact of chain
length and substitution on charge transfer in a FATCNQ/oligothiophene complex
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are considered, and an appropriate model for the P3HT polymer is described and
justified based on both ground-state charge transfer and spectral properties. In seek-
ing to further increase ground-state charge transfer, the surrounding environment of
the system is introduced by means of a dielectric medium. Finally, the dependence
of system properties on density functional is also reported, and results reveal the
extent to which the choice of functional can impact agreement with experiment.

3.2 COMPUTATIONAL DETAILS

All ground-state geometries were obtained by optimising initial guesses generated
in GaussView 5.'2! Geometries were visualised using Avogadro.!?? Excited state
energies for all systems were obtained using time-dependent DFT (TDDFT) and
simulated absorption spectra were generated by convolution with a Gaussian of
width 0.1 eV using Gabedit software.'?3 All calculations were performed using Q-
Chem 4.3.%% The 6-31G(d) basis set was used in all cases, unless otherwise noted.
Charge transfer was quantified as the charge on FATCNQ as obtained using charges
from the electrostatic potential on a grid (CHELPG)!?* population analysis.

3.2.1 POLYMER STRUCTURE DEPENDENCE

Three dimer complexes were prepared: thiophene chains of four, eight and twelve
units were constructed and an F4ATCNQ molecule was placed with its centre-of-mass
over the central bond in each chain. Such placement of the FATCN(Q molecule has
previously been found to be the lowest energy geometry.*> These complexes are de-
noted T4, T8 and T12 dimer. Three additional complexes with methyl substitution
(M dimer) instead of hydrogen substitution were considered. Isolated oligomers from
each dimer complex were also optimised.

Each complex was optimised using the optimally-tuned range-corrected PBEh
(LRC-wPBEh) functional.™ The tuning procedure recently used by Zheng et al.'?
for an organic polymer/dopant complex was used to tune this functional for the

model M8 dimer complex

J(w) = (EHOMO + IP)Z + (ELUMO + EA)2 (31)

HOMO and LUMO energies are compared with the ionization potential (IP) and
electron affinity (EA) of the complex and the difference between these values is
minimised by minimising J(w). The optimal value for w was found for the M8 dimer
complex to be w = 0.065 bohr™! (see Appendix A, Table A.1). For comparison,
each calculation was also repeated with the widely used Becke three parameter Lee-
Yang-Parr (B3LYP) functional.%® Grimme’s D2 dispersion correction®” was applied
to all BBLYP calculations (denoted B3LYP-D), as it has been demonstrated to
improve ground-state properties in organic systems.*> These results may be found

in Appendix A.
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Figure 3.1: Structures of FATCNQ (left) and the oligothiophenes (right) used in
this study.

3.2.2 DIELECTRIC DEPENDENCE

Implicit solvent was introduced in select calculations using the conductor-like polar-
isable continuum model (CPCM),%® and the integral equation formalised polarisable
continuum model (IEFPCM) %! as a way to represent the surrounding P3HT chains
that are present in the experimental system. The IEFPCM results were essentially
identical to those of the CPCM model (see Appendix A, Figure A.5 and Table A.2),
and hence this latter model was used for all calculations presented here due to its
improved efficiency.

3.2.3 DENSITY FUNCTIONAL DEPENDENCE

The performance of a number of density functionals was investigated for the M8
dimer system. The ground-state geometry of this dimer and its isolated components
was optimised using five functionals that varied in the amount of Hartree-Fock (HF)
exchange included. These functionals were BP86, 4126 B3LYP,% PBEO, 2712 BHH-
LYP,'2? and M06-HF.3° Three functionals within which % HF varies with distance
were also considered, and these were wB97XD 3! CAM-B3LYP %2 and tuned LRC-
wPBEL™. The latter was tuned to the M8 dimer complex, with w = 0.065 bohr~!.

7

Grimme’s D2 dispersion correction®” was applied in all cases except for wB97XD

and LRC-wPBEh, both of which already account for dispersion interactions.

3.3 RESULTS AND DISCUSSION

3.3.1 POLYMER STRUCTURE DEPENDENCE

P3HT is often replaced with a short oligothiophene in DFT calculations. Experi-
mental work by Pingel et al. studied the infra-red spectra of FATCNQ mixed with
polymers comprising 3-hexylthiophene substituted occasionally with tetrafluoroben-
zene in order to control the 3-hexylthiophene conjugation length. Based on C=N
stretches in F4ATCNQ and the molar ratio of hexlythiophene units to FATCNQ, the
team concluded that each FATCNQ molecule undergoes charge transfer with one
quarterthiophene unit within the polymer.?® The majority of previous computa-
tional studies of PSHT systems have simplified the polymer to a four unit thiophene

44,45,49,133,134 However, the conjugation length for P3HT has been estimated to

chain.
be greater than seven units,®> which suggests that a four-unit chain may be insuf-

ficient for modelling the electronic properties of P3HT-based systems using DFT.
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Moreover, the aforementioned experimental and computational studies by Méndez
et al. showed that only partial charge transfer occurs between quarterthiophene
and FATCNQ.3* The validity of reducing the polymer to a short oligomer chain is
examined in this work.

Another common simplification in DFT studies of P3HT is the replacement of
the hexyl side-chains with hydrogens. This method has been justified because the
hexyl chains impact solubility, but not electronic behaviour.?6:!37 The simplified
structure has been used in the past to efficiently model many P3HT-based poly-
mer /dopant systems. 445120 However, some studies have used methyl substitution

49,138 and

rather than hydrogen substitution when considering P3HT-based systems,
it is possible that improved agreement with experiment may be obtained with such
a model. While the impact of methyl substitution on isolated polythiophene has
been investigated computationally,*”!3 no direct comparison has yet been exam-
ined for the P3HT /FATCNQ system. The performance of methyl versus hydrogen

substitution in the dimer complex is addressed in the following results.

GROUND-STATE PROPERTIES

Asseen in Table 3.1, increasing the oligothiophene chain length was found to increase
HOMO and LUMO energies of the complex, but decrease the HOMO-LUMO gap.
Experimental studies of conjugated polymers have noted that this decrease in energy
gap is a result of the increased conjugation length of the oligomer. !4

A greater degree of ground-state charge transfer indicates a more physically re-
alistic model for the P3HT /FATCNQ system. The magnitude of charge transferred
between oligothiophene and FATCNQ in the ground state was also found to increase
with increasing chain length (Table 3.2). However, no substantial difference is ob-
served when increasing from eight to twelve units. This suggests that a twelve-unit
chain is unnecessarily long for modelling P3HT in the polymer/dopant system, and
that an eight-unit chain provides a more realistic description of the conjugation
length in P3HT.

Experimental studies have demonstrated crystalline regions of polymer in the
presence of sufficient doping concentrations of FATCNQ,? and hence it may be
concluded that the presence of dopant results in an increase in planarity of the
local polymer backbone. In this work, inter-thiophene torsion angles increased for
the terminal thiophene units as chain length and substitution increased, but did not
exceed 30 degrees (M12 dimer). This twisting is likely due to long-range interactions
between terminal thiophene units, the dopant and other parts of the chain, as a
result of the long-range interactions modelled by the range-corrected functional. As
the purpose of this work was to model one conjugation unit, the lack of significant
twisting within the oligomer is promising, and suggests that all complexes provide
a reasonable approximation to one conjugation unit in the experimental system.
Modelling a much longer oligomer is likely to induce greater inter-thiophene twisting

for the terminal thiophene units as a result of exceeding the conjugation length of
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Table 3.1: Frontier molecular orbital energy levels for all complexes

HOMO (eV) LUMO (eV) Egap (eV)
Chain length H sub. CHjz sub. H sub. CHjsub. H sub. CHj sub.
4 —6.48 —6.23 -3.73 -3.59 2.75 2.64
8 -5.96 -5.74 -3.57 -3.43 2.39 2.31
12 -5.80 -5.52 -3.57 -3.40 2.23 2.12

Table 3.2: Charge transfer (e) in all complexes

Chain length H sub. CHj sub.

4 0.37 0.44
8 0.44 0.54
12 0.45 0.55

the polymer. Likewise, modelling hexyl side chains on any of the oligomers studied
in this work will induce greater twisting due to disruptive interactions between hexyl
chains and the charge transfer unit of the complex.

Methyl substitution of the thiophene oligomers further increases both the HOMO
and LUMO energies and ground-state charge transfer, and further decreases the
HOMO-LUMO gap. The increase in ground-state charge transfer shows that methyl
substitution is a necessary component of the model, as it provides a more physically
realistic description of the experimental system, in which integer charge transfer

occurs.

SIMULATED ABSORPTION SPECTRA

Simulated absorption spectra for each of the oligothiophenes in isolation show that
increasing chain length leads to progressively lower energy excitations (Table 3.3).
All calculations were performed using the w = 0.065 bohr™! value that was found
to be optimal for the M8 dimer, for consistency. It is evident that the four-unit
oligothiophenes vastly overestimate P3HT excitation energies, while the eight and
twelve unit chains slightly over- and under-estimate, respectively. This is consistent
with the previous assertion that the conjugation length for P3HT lies somewhere
near eight thiophene units. Methyl substitution can be seen to only slightly increase
excitation energies.

Spectra for each methyl-substituted oligomer-based complex (Figure 3.2) reveal
that, like in the isolated oligothiophene case, increasing oligothiophene length red-
shifts the spectra. This phenomenon has previously been observed for a similar
P3HT-based complex,'*! and is a result of increasing conjugation length.!4? It is
evident that the M4 and M12 spectra are substantially blue- and red-shifted, re-
spectively, with respect to the experimental spectrum, while the M8 complex shows

good agreement with the experimental spectrum. This once more supports the asser-
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Table 3.3: Dominant excitation energies in hydrogen and methyl substituted
oligomers of varying length

Thiophene units H sub. (eV) CHg sub. (eV)

4 3.05 3.10

8 2.41 2.43

12 2.21 2.21
P3HT ~ 2.3¢

@Spectra from Jacobs et al.38
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Figure 3.2: Normalised simulated absorption spectra for each methyl-substituted
dimer shown with the normalised absorption spectrum of the PSHT /FATCNQ film
produced by Jacobs et al.'4? Experimental spectrum obtained from sequential doping
of PSHT with FATCNQ in acetonitrile, with a mole ratio of 96:4.

tion that an eight-unit oligomer provides the best description of the P3HT polymer.
Methyl substitution on isolated oligomers was demonstrated to have minimal impact
on excitation energies in isolation (Table 3.3). As such, only the methyl-substituted
oligomer spectra are presented. Note that the BSLYP-D spectra show an identical
trend (Appendix A, Figure A.1).

3.3.2 DIELECTRIC DEPENDENCE

The properties of the surrounding experimental environment and its impact on
the model system can be included in DFT calculations by introducing a dielec-
tric medium. In this study, a dielectric medium was introduced to represent the
P3HT chains that surround the polymer/dopant unit in the experimental system.
Such a model more accurately reproduces the experimental system.

The dielectric medium was introduced by setting the static and optical dielectric
constants of the system to match experimental values for organic semiconducting
polymers. The static dielectric constant, €, for organic polymers is usually reported

in the range of 2-5.144 148 The optical dielectric constant, e, is equal to the square of
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1,149:150 and for regio-regular P3HT the refractive

the refractive index of the materia
index varies between 1.2 and 6.3,'4° as a result of the wavelength dependency. In a
preliminary investigation, the M8 dimer complex was modelled using the B3LYP-D
functional with € equal to 3.0, 4.0 and 5.0 (with €., = 3.0) and €., equal to 2.0, 3.0,
4.0 and 5.0 (with € = 3.0). Increasing € increased the ground-state charge transfer,
but €., did not greatly impact the excitation energies of the system (Appendix A,
Table A.3 and Figure A.6). A value of 3.0 for each constant was chosen, as these
values are close to experimental values.

With the growing popularity of optimally-tuned range-corrected functionals, the
issue of tuning a system in a dielectric medium has arisen, with claims that such
tuning yields unrealistically small values for w.” However, Zheng et al. recently
demonstrated improved agreement with experimental results when using an w tuned
in a polarisable continuum model (PCM) solvent, rather than a vacuum-tuned value
with the dielectric medium, for the LRC-wPBE functional.?’ In light of this finding,
w was tuned for the LRC-wPBEh functional in a dielectric medium for this study,
with € and e, set to 3.0. The value of w considered optimal once J(w) < 3x107°,
which gave w = 0.005 bohr™!.

GROUND-STATE PROPERTIES

The inter-thiophene torsion angle for the terminal thiophene units decreased upon
inclusion of an implicit solvent, from 27 to 15 degrees for the range-corrected func-
tional results. This is due to the screening of favourable interactions between ter-
minal thiophene units, the dopant and other parts of the chain.

The magnitude of ground-state charge transfer for the M8 complex (Table 3.4)
was found to be substantially higher in the dielectric medium than in a vacuum
for both the range-corrected functional and B3LYP, emphasising that environment
plays an important role in charge transfer between P3HT and FATCNQ. Single-point
TDDEFT calculations at the 6-31+G(d) level of theory, performed on the 6-31G(d) ge-
ometry (henceforth denoted 6-31G+(d)/6-31G(d)) also yielded an increase in charge
transfer with respect to 6-31G(d) calculations (henceforth denoted 6-31G(d)/6-
31G(d)). In the dielectric medium the degree of charge transfer approached integer
values for both functionals. Diffuse functions are necessary to accurately describe

151,152 T this sys-

long-range interactions as well as the properties of anionic species.
tem, the FATCNQ molecule has anionic properties as charge transfer increases. The
observed increase in charge transfer with the larger basis set is thus likely a result of
the diffuse functions providing a better description of the system. It should be noted
that the range-corrected functional yields a slightly smaller degree of charge transfer
than B3LYP. This may be due to the fact that B3LYP is known to overestimate

153,154 whereas the range-corrected functional does not. % In

electron delocalisation,
spite of this difference, the B3LYP functional shows strikingly similar behaviour to
that of LRC-wPBE, suggesting that it may also be a viable functional for studying

this system.
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Table 3.4: Ground-state charge transfer (CT) in the M8 dimer with increasing basis
set and in dielectric medium

Basis set Dielectric medium CT (e)
B3LYP-D LRC-wPBEh
6-31G(d)/6-31G(d) 1o 0.65 0.54
yes 0.82 0.76
6-31G-+(d)/6-31G(d) no 0.74 0.60
yes 0.97 0.87

SIMULATED ABSORPTION SPECTRA

TDDEFT calculations were used to obtain simulated absorption spectra for the M8
dimer complex in vacuum and solvent, and using two different basis sets (Figure 3.3;
Appendix A, Figure A.4 for B3LYP-D results). While introducing diffuse functions
into the basis set leaves the spectrum essentially unchanged, the dielectric medium

results in a substantial red-shift of excitation energies.

The observed red-shift in the solvated system is likely to be a result of a num-
ber of factors. Firstly, TDDFT calculations in a dielectric medium are red-shifted
due to the dielectric medium being in equilibrium with the ground state of the sys-
tem.!%® The excitation energies are also affected by the optimal w values, which
differ substantially between vacuum and solvated systems. The smaller dielectric-
tuned w value will result in 100 % Hartree-Fock exact exchange (HF) at a much
larger distance than in the vacuum-tuned w calculations, which is observed to affect
molecular orbital energies of the dimer complex and its constituents. The energy
spacing between molecular orbitals in the dimer is reduced upon the reduction in
w for inclusion of the dielectric medium (Figure 3.4). The dielectric medium on its
own, without w tuning, has only a minimal impact on molecular orbital energies (Ap-
pendix A, Figure A.3). The impact of w and dielectric medium on molecular orbital
energies has been previously observed in organic systems.'?® Because of the reduced
w value, the range-corrected functional performs like a local hybrid with 25 % HF in
implicit solvent. Inspection of Figure A.2 (Appendix A) reveals the range-corrected
spectrum to be comparable with the B3LYP-D (20 % HF) spectrum in the dielectric

medium.

Finally, it is important to note that the change in w and introduction of a di-
electric medium changes the energy-level ordering between the M8 oligomer and
FATCNQ), with the LUMO of the latter lying below the HOMO of the oligomer in
the presence of the dielectric medium (Figure 3.4). The increase in ground-state
charge transfer can be ascribed to this reordering, as efficient electron transfer can
occur between the HOMO of the oligomer and the LUMO of FATCNQ. This reflects
experimental orbital ordering, which give rise to the experimentally observed integer

charge transfer.
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Figure 3.3: Simulated absorption spectra for the M8 dimer complex obtained using
the LRC-wPBEh functional with and without implicit solvent. In all cases the
optimised 6-31G(d) geometry was used from vacuum and implicit solvent ground-
state calculations, with either the 6-31G(d) or 6-314+-G(d) basis set used in TDDFT

calculations.
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Figure 3.4: Calculated molecular orbital energies for the M8 dimer and its isolated
fragments in vacuum (left; w = 0.065 bohr™!) and in a dielectric medium (right;
w = 0.005 bohr™1).
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3.3.3 DENSITY FUNCTIONAL DEPENDENCE

Many previous DFT studies on the P3HT/FATCNQ system have used the com-
mon B3LYP functional, citing reasonable replication of some physical parameters.
However, its performance is not consistent between molecular systems. In partic-
ular it does not perform well for charge-transfer excited states and does not give
consistently accurate reaction energies.®®1*” A number of new functionals have re-
cently shown promise as alternatives. 1% In this work, both the LRC-wPBEh and
B3LYP functionals have been used. A number of recent studies have successfully
used the related LRC-wPBE functional, with 0 % HF at short range, for organic
semiconductor systems. 154161 The hybrid version, LRC-wPBEh with 25 % HF at
short range, was chosen for this work because of the apparent good performance
of hybrid functionals with 20-30 % HF on this system. However, in order to val-
idate the choice of functionals used in this study, a number of alternatives were
investigated.

The amount of Hartree-Fock exact exchange (HF) included in the functional de-
scription can dramatically affect its performance. In this work, five common density
functionals with varying amounts of HF' are considered: BP86, B3LYP, PBEO, BHH-
LYP and M0O6-HF', with 0, 20, 25, 50 and 100 % HF, respectively. These were selected
as they cover the full range of % HF. Three popular range-separated functionals are
also considered, all of which have variable HF: CAM-B3LYP 32, wB97XD ! and
the aforementioned tuned LRC-wPBEh, with w = 0.065 bohr~!. These functionals
possess 19-65 % HF, 22-100 % HF and 25-100 % HF, respectively. Both B3LYP
and PBEO have been widely used for organic systems, 748141162 and the M06-HF
global hybrid functional has been popular in the past for its good performance with
charge transfer states.®® CAM-B3LYP and the wB97XD were chosen because they
have been shown to perform well for conjugated polymer systems. }18:160

The performance of each functional was assessed in three ways: the accuracy
and relative energies of the highest occupied and lowest unoccupied (HOMO and
LUMO) molecular orbital energies of the M8 oligothiophene and FATCNQ respec-
tively; the degree of charge transferred from the M8 oligothiophene to FATCNQ in
the ground state of the dimer complex; and the simulated absorption spectra taken
from TDDFT calculations.

ORBITAL ENERGIES AND CHARGE TRANSFER

The HOMO energy of the M8 oligothiophene chain was found to decrease with
increasing HF (Table 3.5), while the LUMO energy of the FATCNQ molecule was
found to increase with increasing HF. For functionals with less than 50 % HF the
HOMO of the M8 oligothiophene was observed to be higher in energy than the
LUMO of the FATCNQ molecule. This is consistent with expectations based on
experimental results: such ordering of orbitals would lead to efficient charge transfer

from polymer to dopant. Additionally, the experimentally determined HOMO of
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P3HT is greater than the electron affinity of FATCNQ), which is generally accepted
to be approximately equal to the LUMO. 4?13 As expected, given their popularity in
past computational studies of this system, the BSLYP and PBEO functionals provide
good estimates for the M8 oligomer HOMO and FATCNQ LUMO. However, for
functionals with at least 50 % HF the molecular orbitals are reordered, so that the
HOMO of the M8 oligothiophene is lower in energy than the LUMO of FATCNQ.
None of the range-corrected functionals, including the optimally-tuned LRC-wPBEh
functional, reproduce the experimental orbital ordering n vacuo, although the latter
does do so upon inclusion of a dielectric medium (Figure 3.4). This orbital swapping
behaviour has been observed previously for a different organic dimer complex. % For
the M8/F4TCNQ complex the placement of M8 HOMO below FATCNQ LUMO
indicates that the range-corrected functionals, and hybrids with more than 50 %
HF, do not realistically describe the experimental system.

The magnitude of ground-state charge transfer (Table 3.5) was found to decrease
with increasing % HF. This is consistent with the relative orbital energies of the two
dimer components observed for each functional. Even with zero % HF, integer charge
transfer is not observed, which indicates that for this model system at this level
of theory none of the functionals accurately describe the experimentally observed
integer charge transfer. This further highlights the necessity for additional parameter
considerations within the system, such as a dielectric medium.

Given their popularity in studying systems similar to that investigated here,
the poor performance of wB97XD and CAM-B3LYP is somewhat surprising. The
magnitude of charge transfer observed for these functionals is very similar to that
of the M06-HF (100 % HF) and BHHLYP (50 % HF) functionals, respectively.
These data suggest that the dimer is being described by the “long range” component
of the range-corrected functionals, with near-maximum % HF in both cases. The
tuning of w for the LRC-wPBEh functional proved essential for its performance, and
based on the trend in orbital energies and charge transfer observed, this functional
performs as if it has less than 50 % HF for the dimer complex. This suggests that,
unlike the two non-tuned range-corrected functionals, the properties of the dimer
are still described by a large portion of the “short range” component of the exchange

correlation functional.

SIMULATED ABSORPTION SPECTRA

Previous density functional theory studies have found that excitation energies within
oligothiophene are heavily impacted by the choice of functional. 69164 A benchmark-
ing study by Jacquemin et al. found that, in general, hybrid functionals with a small,

but non-zero, amount of HF exchange provide the best TDDFT results for organic

164

systems. °* In this work, increasing the amount of HF was observed to blue-shift the

simulated absorption spectra of the dimer complex (Figure 3.5). This is consistent

156

with previous studies on organic molecules, including thiophene oligomers'® and

arises due to increased orbital spacing with increasing % HF.
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Table 3.5: Ground-state charge transfer (CT) and intermolecular separation for the
dimer complex, and HOMO and LUMO values for individual monomers obtained
using various amounts of HF exchange

Functional % HF  CT (e) Dimer separation (A) M8 HOMO (eV) FATCNQ LUMO (eV)

BP86 0 0.69 3.06 ~4.00 —5.72
B3LYP 20 0.65 3.10 ~4.46 -5.25
PBEO 25 0.63 3.00 ~4.68 ~5.22
BHHLYP 50 0.52 3.03 -5.33 ~4.43
MO06-HF 100 0.35 2.92 -7.37 ~3.40
CAM-B3LYP 1965  0.48 3.04 -5.69 ~4.25
wBITXD 22-100  0.36 3.22 ~6.59 -3.78
LRC-wPBEh 25-100  0.54 3.31 ~5.33 ~4.60
Experimental 1° ~5.00° ~5.25¢

*Wang et al.>®
YP3HT HOMO from cyclic voltammetry, Sun et al.'63
“Negative of FATCNQ electron affinity from IPES measurements, Gao & Kahn*2

The BP86, BSLYP and PBEO functionals give similar spectra that differ only
slightly in excitation energy and blue-shift. For the two functionals with at least 50
% HF, BHHLYP and M06-HF, spectra differ more significantly. Both demonstrate
substantial blue-shifts with respect to the LRC-wPBEh functional, which provides
a good approximation to the experimental spectrum.

The two non-tuned range-corrected functional spectra demonstrate surprising
similarities to that of the BHHLYP functional. Both spectra possess substantial
blue-shifts with respect to the LRC-wPBEh functional spectrum. Previous studies
have demonstrated success when using both of these functionals to calculate excited
states for polythiophene. %’ The poor agreement with experiment for the dimer com-
plex suggests that while conjugated polymer properties can be accurately described
by these functionals, properties of charge transfer dimer complexes cannot.

Figure 3.5 also displays simulated spectra obtained when the chosen functional
is applied to the B3LYP-D optimised ground state. These spectra can be seen to
differ, in some cases quite significantly, from those obtained from the ground state
optimised with the same functional used for the excited-state calculation. This
difference highlights the impact of ground-state geometry on excited state energies.
Table 3.5 shows that the choice of functional also impacts intermolecular separation,
which is then likely to impact molecular orbital energies and hence account for the
observed difference in excitation energies. In particular, the M0O6-HF functional
yields an intermolecular separation that differs by 0.18 A compared with the B3LYP
functional. This large difference in complex structure is a likely cause for the large
difference in simulated absorption spectra obtained for the two geometries using the
MO6-HF functional.

According to the criteria for good performance, which here included relative or-
bital energies, charge transfer and spectral properties, both the B3LYP and PBEO
functionals are deemed appropriate for this system. Likewise, despite incorrect

orbital ordering in the tuned LRC-wPBEh functional in vacuum, the simulated ab-
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Figure 3.5: Simulated absorption spectra for each of the five functionals with vary-
ing % HF (top) and the three range-corrected functionals (bottom). The solid line
represents TDDFT calculation on the ground-state structure optimised with that
functional, and the dashed line represents TDDFT calculation on B3LYP-D opti-
mised ground-state structure.

sorption spectrum matches very well with the experimental spectrum for P3SHT /F4-
TCNQ and the orbital ordering is known to be correct in implicit solvent. As such,
this functional is also shown to be a good choice for studying this system. All other
functionals considered here, however, fail to achieve accuracy in one or more of the
criteria. The variability in performance highlights the importance of choosing an
appropriate functional when studying the FATCNQ-doped P3HT system.

3.4 CONCLUSIONS

This study aimed to provide insight into the charge transfer mechanism between
P3HT and FATCNQ), and in particular how structural and environmental features

impact this mechanism. A model system was constructed and optimised using den-
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sity functional theory, and a number of computational aspects of system design were
considered in order to improve the charge transfer within the system.

When simplifying the P3HT polymer to an oligothiophene, it was shown that
quarterthiophene is too short to accurately represent the PSHT polymer. In partic-
ular, the simulated absorption spectrum is a poor fit for the experimental spectrum
and only a small degree of charge transfer was observed. Additionally, a twelve-unit
thiophene chain does not perform any better than an eight-unit chain in terms of
both ground-state charge transfer and spectral properties. This work has demon-
strated that an eight-unit thiophene chain performs best for the P3HT /FATCNQ
system. Methyl substitution of this chain was found to provide a more realistic
description of the ground-state electronic structure than hydrogen substitution.

Further improvement of the model has been demonstrated by including a di-
electric medium within the system, which represents the experimental environment
of the charge transfer unit. The dielectric medium was demonstrated to increase
the magnitude of ground-state charge transfer substantially, and the introduction
of diffuse functions in the basis set when calculating excited states of this dielec-
tric medium system gives near-integer charge transfer. These results demonstrate
the importance of considering the surrounding medium when modelling the charge
transfer mechanism between PSHT and FATCNQ.

The impact of density functional on model performance was also explored. A
range of popular density functionals with various amounts of Hartree-Fock exact ex-
change (HF) were used to model the dimer comprising FATCNQ and the eight-unit
methyl-substituted thiophene chain. It was observed that functionals with more
than 50 % HF give incorrect ordering of the oligothiophene HOMO and FATCNQ
LUMO, resulting in substantially reduced ground-state charge transfer occurs. Two
commonly used range-corrected functionals were found to perform poorly for this
particular system, but the tuned LRC-wPBEh functional was found to give mod-
erately accurate results. The B3LYP functional was also shown to perform well,
both in terms of ground-state charge transfer and simulated absorption spectrum.
It was hence concluded that the tuned LRC-wPBEh functional is the best choice of
the functionals investigated for modelling the PSHT /FATCNQ system, but that the
B3LYP functional can also provide a good description of the system.

In summary, this work highlights the importance of structural characteristics in
oligothiophene when modelling the P3HT /FATCNQ system, with particular appli-
cation to the spontaneous charge-transfer reaction that occurs upon mixing. By con-
sidering some of these characteristics, as well as the impact of surrounding medium,
a significantly improved understanding of how these features affect charge transfer
was obtained. Application of this understanding to future computational studies on
P3HT /FATCNQ is likely to yield key insights into intrinsic charge-transfer-related
properties within the system.
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ABSTRACT

In a recent study, photo-induced solubility control was demonstrated in poly(3-
hexylthiophene) (P3HT) doped with 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodi-
methane (FATCNQ). Irradiation of the insoluble mixture at 405 nm was shown to
result in dissolution of the polymer, and a photo-induced charge-transfer reaction
from dopant to polymer was hypothesised. In this chapter, compelling compu-
tational evidence is provided against such a mechanism. Based on molecular and
natural transition orbital analysis, time-dependent density functional theory calcula-
tions identify a possible charge-transfer excitation near 405 nm. However, the charge
distribution of this excited state does not show charge neutrality, indicating that at
the very least an energy barrier to spontaneous relaxation into the charge-neutral
state is present. Furthermore, constrained density functional theory calculations
show that the relaxed charge neutral state is not metastable. These results confirm
that even if excitation were to cause charge transfer resulting in neutral dopant and
polymer, the system would immediately relax back to the charge-separated ground
state. It can thus be concluded that the photo-induced charge-transfer mechanism
resulting in solvation of the neutral polymer is unlikely and an alternative mecha-

nism must occur upon irradiation.

4.1 INTRODUCTION

Molecular doping has been demonstrated to vastly improve electronic properties
within organic polymer systems. 17145165166 Gmall molecular dopants, such as 2,3,-
5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (FATCNQ), have proven particu-
larly successful for doping the poly(3-hexylthiophene) (P3HT) polymer.372° These
dopants have frontier molecular orbitals that interact favourably with those of the
semiconducting polymer, %7 allowing charge transfer to occur between the two. The
P3HT /FATCNQ system is of particular interest as F4ATCNQ has been demonstrated
to undergo an integer charge-transfer reaction with the polymer upon mixing, result-
ing in the formation of FATCNQ anions and cationic segments of P3HT chain.3%3
There is some evidence to suggest that such a process results in more efficient charge
transport than if partial charge transfer were to occur and form a charge-transfer
complex. 168

Charge-transfer reactions can heavily impact morphology in organic polymer
systems. A number of studies have observed increased crystallinity upon increasing
dopant concentration in F4ATCNQ-doped P3HT films. 2?54 This has been attributed
to the increased rigidity in P3HT chains upon charge transfer to F4ATCNQ and the
reduced solubility of the polymer as a result of the charge. Additionally, recent
work by Jacobs et al. demonstrated that this increased crystallinity can in fact be
reversed upon irradiation with 405 nm light.3® Upon exposure, the insoluble polymer
dissolves back into solvent, giving rise to a novel technique for polymer structure

control, with applications in device fabrication.
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Figure 4.1: Top left: structure of the M8 oligomer used to represent P3HT. Bottom
left: structure of FATCNQ. Right: normalised experimental absorption spectrum of
P3HT sequentially doped with FATCNQ in acetonitrile in a 96:4 polymer:dopant
mole ratio. '*3 The wavelength associated with photo-induced de-doping is indicated.

The mechanism of this solubility change has yet to be fully characterised. An
early hypothesis published the Moulé group suggested a photo-induced charge-
transfer reaction, wherein which excitation at 405 nm causes the FATCN(Q anion
to transfer its extra electron back onto the polymer, resulting in neutral and hence
soluble polymer.3® This mechanism is plausible as the FATCNQ anion does indeed
absorb near this wavelength. %172 However, in a recent study that combined exper-
imental studies with computational work presented here, it was been demonstrated
that an alternative mechanism takes place. Excitation is shown to result in a chemi-
cal reaction between FATCNQ and the tetrahydrofuran (THF') solvent, which shifts
the equilibrium between FATCNQ and its anion, resulting in charge transfer from
the anion back onto the polymer and subsequent dissolution of the polymer.4°

This work presents a more comprehensive discussion of the computational evi-
dence presented in the recent publication by Fuzell et al. against a simple photo-
induced charge-transfer reaction being responsible for the change in solubility of
the polymer under irradiation. Time-dependent density functional theory calcula-
tions are used to probe the properties of excited states in a model polymer/dopant
system, and a combination of molecular and natural transition orbital analysis re-
veals that possible charge-transfer excitations from dopant to polymer do occur near
405 nm. Constrained density functional theory calculations are then applied to the
complex in order to investigate the stability of the charge-neutral state, and con-
clusions are drawn regarding the feasibility of de-doping occurring as the result of a
photo-induced charge-transfer reaction.

4.2 COMPUTATIONAL DETAILS

The P3HT/FATCNQ system was simplified to a dimer complex comprising one
eight-unit methyl-substituted thiophene chain and one FATCNQ molecule placed
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over the central oligothiophene bond. Previous work (Chapter 3) has shown that
this complex sufficiently replicates ground- and excited-state properties of the exper-
imental system. The geometry of this structure was optimised from an initial guess
generated in GaussView 5.'2! Molecular orbital plots were visualised in VMD, '™ and
the charge transfer in the ground state was quantified by taking the sum of the Mul-
liken charges on the FATCNQ molecule. A dielectric medium with static dielectric
constant,e, set to 3.0, was introduced in some calculations, using the conductor-
like polarisable continuum model (CPCM),8%1717 {0 represent the excess P3HT
chains that surround the charge-transfer complex in solution. Where a dielectric
medium was included in time-dependent density functional theory (TDDFT) cal-
culations, the optical dielectric constant, €., was set to 3.0. Both the static and
optical dielectric constants replicate the experimental quantities for organic semi-
conductors, 1447149

The 6-31G(d) basis set was used in all cases, and for comparison both the
B3LYP® and optimally-tuned range-corrected LRC-wPBEh™ functionals were
used. For the range-corrected functional, w = 0.065 bohr™! and w = 0.005 bohr™!
in vacuum and dielectric medium, respectively. These values for w were optimised
using combined ionization potential and electron affinity tuning, as used by Zheng
et al.'?> See Appendix A, Table A.1 for details of the parameters obtained with the
optimal w. Grimme’s D2 dispersion correction was applied to all BSLYP calculations
(B3LYP-D).57

TDDFT was applied to the optimised complex in order to obtain excitation en-
ergies and excited state charge populations. An excited state geometry optimisation
was also performed using this technique. Simulated absorption spectra were gener-
ated by convolution with a Gaussian of width 0.1 eV using Gabedit software.'?* Nat-
ural transition orbital®® plots were visualised using Molden (isodensity = 0.01).176
Charge transfer in each excited state was quantified using the sum of Mulliken
charges on FATCNQ for the excitation.

To obtain the neutral state of the dimer complex, constrained density functional
theory™ was applied using the B3LYP-D functional with and without implicit sol-
vent. The charge on the FATCNQ fragment was constrained using Becke population
constraints, with the spin on both fragments set to zero. All calculations were per-
formed on Q-Chem 4.3.%

4.3 RESULTS AND DISCUSSION

4.3.1 EXCITED-STATE PROPERTIES

NATURAL TRANSITION ORBITAL ANALYSIS

Time-dependent DFT (TDDFT) calculations were performed on the M8 dimer com-
plex and the simulated absorption spectra for both the BSLYP-D and LRC-wPBEh
functionals with and without solvent are shown in Figure 4.2. In this study, implicit

solvent was used to represent the P3HT that surround the charge-transfer complex
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Figure 4.2: Simulated absorption spectra for the BSLYP-D and LRC-wPBEh func-
tionals in vacuum and implicit solvent

in the experimental system. The resulting excitation energies with intensity > 0.1
a.u. were extracted. Natural transition orbitals (NTOs) were used to visualise the
movement of electron density upon excitation. NTOs are a unitary transform of the
various Kohn-Sham (KS) orbitals involved in a transition, and provide qualitative
information regarding the location of the particle (electron) and hole in a transition.
Excitation can then be considered as the movement of electron density from the hole
state to the particle state, and thus a description of the change in electron density
during excitation can be elucidated. This data is tabulated in Figure 4.3.

If a photo-induced charge-transfer reaction does occur in the P3HT /FATCNQ
system, an orbital transition involving electron density moving from dopant to
oligomer will be observed. Experimental studies suggest that such an excitation
occurs close to 405 nm, or 3.1 eV (Figure 4.1). Criteria for a charge-transfer tran-
sition in the computational model hence include a reduction in electron density on
FATCNQ and an increase in the M8 oligomer; a decreased charge on the FATCNQ
molecule; and an excitation energy close to 3 eV. Inspection of Figure 4.3 reveals a
number of excitations across each system that match these criteria.

It appears that a handful of states correspond to a decrease in electron density on
the FATCNQ molecule, and most of these have excitation energies close to 405 nm,
or 3 eV. The 17th and 22nd excited states in the B3LYP-D/vacuum system both
appear to exhibit back-transfer of charge from FATCNQ onto P3HT, although the
former excitation has less charge-transfer character. Likewise, in the corresponding
solvated system the 16th, 20th and 22nd excited states appear to match the criteria,
with the 16th and 20th states also having less dominant charge-transfer character.
This transition is also present in the LRC-wPBEh functional systems, occurring as
the 21st excited state in the vacuum system and the 20th and 22nd excited states in
the solvated system. It should be noted that TDDFT calculations are notorious for
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Table 4.1: Calculated excitations proposed to correspond to experimental photo-
induced charge-transfer excitations, with Mulliken charge change on FATCNQ (pos-
itive indicates a decrease in electron density), orbital transition responsible for ex-
citation and corresponding percentage molecular orbital contribution

Functional  Solvent Exc. energy (¢V) Ag (e) Transition % contribution

B3LYP-D No 3.33 0.10 H—L+3 53
Yes 3.19 0.28 H—L+3 86
LRC-wPBEh  Yes 3.17 0.25 H—L+3 71

producing spurious transitions. Here a large number of excited states with near-zero
intensity are observed as a result of this behaviour, which is why the excited states
of interest appear as such high numbered transitions.

MOLECULAR ORBITAL ANALYSIS

Inspection of each excitation revealed the Kohn-Sham (KS) orbital transitions re-
sponsible for the excitation. A number of KS orbital transitions may contribute to
one excitation, and hence the qualitative information gleaned about an excitation
is a little more ambiguous than that obtained from NTOs. Nonetheless, molecular
orbitals are regularly used in the literature to derive a description of electron density
movement upon excitation.*»4%14! In this work, they are used in conjunction with
NTOs to provide an elementary understanding of the movement of electron density
upon excitation of the complex. The transition that contributed the most to each
excitation is tabulated in Figure 4.4. In some cases, the dominant KS orbital tran-
sition accounted for less than 50 % of the total transition (See Appendix B, Table
B.1 for contributions).

The dominant orbitals for each transition in all four systems are qualitatively
consistent for the most part. In particular, given the consistency of dominant tran-
sitions irrespective of functional and dielectric medium, it is possible to conclude
that the first five excited states arise from HOMO—LUMO, HOMO-1—-LUMO,
HOMO—LUMO+1, HOMO-3—LUMO and HOMO-4—LUMO excitations, respec-
tively. Furthermore, orbital shape is qualitatively consistent irrespective of func-
tional and solvent. Of particular note is the fact that the HOMO and LUMO are
both entirely delocalised over the dimer complex, rather than being localised on one
molecule or the other. Most transitions involve electron density changes across the
entire molecule, rather than from one molecule to the other.

Analysis of the Mulliken charge population on the FATCN(Q molecule for each
vertical excitation was used to quantify the degree of charge transfer in the corre-
sponding excited state. This value was compared with the ground-state charge to
give the change in charge on FATCNQ during excitation. These values are recorded
for each transition in Figure 4.4, where a negative value indicates a decrease in charge
density on FATCNQ. Considering the degree of change in charge on FATCNQ as a

criterion for a photo-induced charge-transfer excitation, the 22nd excited state in
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Figure 4.3: Dominant natural transition orbitals for excited states corresponding to

excitations with intensity > 0.1 a.u. for the M8 dimer. Excitation energies and
singlet transition number are also listed.
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both B3LYP-D systems and the 22nd excited state in the LRC-wPBEh system with
implicit solvent are potential candidates. In each of these three cases the excited
state corresponds to a HOMO—LUMO+-3 transition. For the LRC-wPBEh/vacuum
system the peak displaying the expected behaviour for photo-induced charge back-
transfer, i.e. the 21st excited state, is actually the result of an almost even mixing of
the HOMO-1—-LUMO+2 and the HOMO—LUMO+3 transition. The charge den-
sity is essentially the same between ground and excited states for this excitation,
suggesting that it is not a charge-transfer excitation. Interestingly, no excitation
in the range-corrected vacuum system matches the photo-induced charge-transfer
criteria, which highlights the importance of the dielectric medium for modelling
experimental charge transfer behaviour.

With respect to the proposed charge-transfer mechanism, it is of key importance
to note that while a decrease in charge density on FATCNQ does occur for each of
the transitions listed in Table 4.1, the vertical excited state in each instance is not
charge neutral. To investigate how the charge separation in the excited state changes
as the geometry is allowed to relax to its equilibrium state, an excited-state geome-
try optimisation was performed on the 22nd excited state in the B3LYP-D/solvent
system. The resulting geometry was not charge neutral, and in fact relaxation of
the excited state yielded a greater charge density on FATCNQ compared with ver-
tical excitation (Table 4.2). This result shows that the 22nd excited state is not
charge-neutral and that relaxation to a charge-neutral state may be blocked by an
energy barrier. This behaviour is likely to be consistent between the two functionals
in the presence of implicit solvent due to the similarity in TDDFT results between
the two and the similar amount of Hartree-Fock exact exchange at short range as a
result of the small w value in the tuned functional.

The B3LYP-D functional, in spite of its documented problems with accurately

156,158 oives surprisingly comparable results to the

describing charge-transfer states,
range-corrected functional, both in terms of excitation energies and nature of the
natural transition orbitals. A smaller degree of charge transfer occurs in the excited
state of interest for the vacuum system compared with the solvent system (Table
4.1), which highlights the necessity of considering the environment of the system.
However, in terms of excitation energy of the BSLYP functional compared with the
range-corrected functional, the results are essentially the same in solvent. This fact
suggests that, as BSLYP is known to perform poorly for charge-transfer excitations,
the excited states of interest may not be charge-transfer excited states in the truest
sense. In particular, the electron density is delocalised over the complex in the
initial state and localised on the oligomer in the final state. This incomplete charge

transfer may account for the good performance of the BSLYP-D functional.

4.3.2 CHARGE-NEUTRAL STATE

To establish whether the charge-neutral state of the dimer complex is metastable

with respect to relaxation into the ground charge-separated state, a series of con-
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Figure 4.4: Dominant molecular orbital transitions for excited states corresponding
to excitations with intensity > 0.1 a.u. for the M8 dimer, as well as the change in
electron density on FATCNQ (e). A negative value indicates a decrease in electron
density. Excitation energies and singlet transition number are also listed.
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Table 4.2: Ground, excited and neutral state properties for the M8 dimer complex
calculated at the B3LYP-D/6-31G(d) level of theory in implicit solvent (e = 3.0)

State Separation (A) Charge (e)
Ground 3.1 0.75
22nd exc. (vertical) 3.1 0.47
22nd exc. (relaxed) 3.5 0.80
Neutral 3.2 0.0

strained DFT calculations were performed for the B3LYP-D complex in vacuum.
Charge constraints ranging from zero to one electron constrained on the FATCNQ
molecule, at 0.25e intervals, were applied. The ground charge-separated state corre-
sponds to roughly half an electron on the FATCNQ molecule in vacuum, and around
0.75e in implicit solvent.

The geometry of the charge-neutral state was compared with that of the op-
timised excited-state geometry and the ground-state geometry. The excited-state
geometry showed an increase in intermolecular separation of 0.4 A compared with
the ground state, and 0.3 A compared with the charge-neutral state (Table 4.2).
The substantial difference in geometries between excited and neutral states suggest
the presence of a considerable energy barrier to relaxation from excited to neutral
states.

The energy difference between the charge-neutral state and each of the charge-
constrained states was measured. If the charge-neutral state were metastable, in-
creasing the charge density on FATCNQ from zero would increase the energy of the
system, and an energy barrier to relaxation from neutral to charge-separated states
would be present. However, the results do not indicate the presence of an energy bar-
rier. Energy difference with respect to the charge-neutral state was plotted against
fraction of charge constrained to the FATCNQ molecule (Figure 4.5). The resulting
energy profile shows a smooth curve downwards from the neutral state to the 0.5¢
constraint state, which as previously noted is roughly equivalent to the ground state
of the system for the functional used. The energy difference between neutral and
ground states is around 0.20 eV, or 19 kJ/mol. The integer charge-separated state
is also higher than the charge neutral state by around 0.07 eV (6.7 kJ/mol).

The above calculations were then repeated for the B3LYP-D/solvent system
in order to investigate whether accounting for the surrounding polymer chains
present in the experimental system results in increased stability of the charge neu-
tral state. In this case, the CDFT calculations reveal a minimum energy near 0.75e
on F4TCNQ, which is expected as CPCM solvent has already been demonstrated to
increase ground-state charge transfer. Again, no energy barrier is observed between
charge-neutral and ground states. The energy difference between the ground and
charge-neutral states is 0.33 eV (32 kJ/mol). Because the ground state corresponds
to a greater degree of charge transfer in the solvated system compared with the

vacuum system, the integer-charge-separated state lies only 0.07 eV (6.7 kJ/mol)
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Figure 4.5: Energy difference between charge neutral and charge-separated states
with increasing charge density constrained to FATCNQ for the B3LYP-D /vacuum
and solvent systems.

above the ground state and is 0.26 eV (25 kJ/mol) lower than the charge-neutral
state.

The smooth energy profile observed both in vacuum and in the presence of im-
plicit solvent provide strong evidence against the charge-neutral state being meta-
stable. This result implies that if relaxation of the excited state into the charge-
neutral state does occur as a result of photo-induced charge transfer from dopant
to polymer, the system is unlikely to persist in this neutral state. Given the lack
of an energy barrier between the two states, relaxation is likely to be essentially
instantaneous.

4.4  CONCLUSIONS

The likelihood of a photo-induced charge-transfer reaction between dopant and poly-
mer resulting in a charge-neutral state was evaluated using density functional the-
ory. Comprehensive analysis of the excited states obtained from time-dependent
DFT calculations revealed the presence of a possible charge-transfer state near 3 eV,
which is consistent with the energy of the light used to optically control solubility in
the work by Jacobs et al. Geometry optimisation of this state revealed that it was
not, in fact, charge neutral, suggesting that relaxation of the excited state into the
charge-neutral state is not a likely pathway. Furthermore, a series of constrained
DFT calculations with a varying degree of charge constrained on FATCNQ yielded a
smooth curve with no energy barrier between the charge-neutral and ground charge-
separated state. This result reveals that no energy barrier exists to relaxation to a
charge-separated state.

Physically, this result is of interest for the solubility change mechanism in the
P3HT /FATCNQ system. It was originally hypothesized that a charge-transfer exci-
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tation results in charge-neutral components, which display increased solubility in a
set of given solvents. The calculations performed here suggest that such a mechanism
is unlikely. Firstly, excitation to a charge-neutral state does not appear possible, as
no such excited state was found to exist in the systems studied. Furthermore, the
charge-neutral state into which the system is proposed to transfer is not metastable.
This indicates that, even if the system does enter a charge-neutral state, such a state
would not persist and the system would almost instantaneously relax back into the
charge-separated ground state. It is reasonable to conclude, therefore, that an alter-
native mechanism is responsible for the photo-induced de-doping of FATCNQ from
P3HT at 405 nm.
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ABSTRACT

A limiting factor in the ability of popular p-type dopant 2,3,5,6-tetrafluoro-7,7,8,8-
tetracyano-quinodimethane (F4TCNQ) to dope the poly(3-hexylthiophene) (P3HT)
polymer is the solubility of the dopant in solvents commonly used for P3HT. Re-
cent work has demonstrated improved solubility of the dopant by substitution of
one or more of the cyanide groups with an ester group. It is also anticipated that
diffusion mechanisms of the dopant within the polymer system will be affected by
this substitution, potentially resulting in a more stable doped polymer system. Un-
derstanding how substitution affects diffusion could lead to better dopant design in
future studies. Preliminary experimental studies using quasi-elastic neutron scat-
tering (QENS) have measured two diffusion processes for the substituted dopant,
and this work seeks to interpret the experimental observations and identify the pro-
cesses responsible. Density functional theory calculations are used to investigate the
impact of replacing one cyanide group with a methyl-ester group on FATCNQ, with
particular focus on mobility of the dopant along the polymer backbone as a proxy
for mobility of the dopant in the polymer film. Charge transfer between dopant and
a short methyl-substituted oligothiophene is observed to decrease by 25 % upon sub-
stitution with the ester group as a result of a higher energy LUMO. Energy barriers
to translation along the oligomer backbone by both the FATCNQ and substituted
FATCNQ dopants, and methyl rotation in the substituted dopant, are quantified.
The activation energy for methyl rotation is found to be in very good agreement
with one of the experimentally measured diffusion processes. The charge on both
dopants is observed to vary by as much as 0.2e during translation, highlighting
the importance of considering quantum effects when studying diffusion processes in
doped polymer systems. The energy profiles for translation are essentially the same
for both dopants except for the point at which the methyl group on the substituted
FATCNQ molecule is in close proximity with the methyl groups on the oligomers,
at which point a large energy barrier is present. Analytical equations are used to
describe diffusion coefficients in each of the two systems, and the functional group
substitution of F4ATCNQ is found to approximately halve the diffusion coefficient.
The diffusion coefficients are approximated and found to be two orders of magnitude
smaller than experimental measurements for the second diffusion process, indicating

that an alternative diffusion mechanism is likely to be occurring within the system.

5.1 INTRODUCTION

Organic semiconducting polymers present a viable alternative to inorganic-based
electronics, with the potential for cheaper production and greater diversity of appli-
cations as a result of improved flexibility. The semiconducting properties of organic
polymers can be improved by introducing a dopant, which serves to increase the
number of charge carriers available for conduction within the system.!437-114,115,165

Charge transfer between organic polymer and dopant has been shown to induce
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aggregation and crystalline regions in some polymer/dopant systems.?S However,
the stability of the resulting film can vary. For the purpose of commercial prod-
ucts, degradation of organic devices must be considered.'”!"™® While a number of
degradation pathways can be removed by using careful production techniques and
conditions, '™ diffusion of the device components, including polymer, dopant and
metal components, between layers can lead to a reduction in performance and life-

time of the device. 189181

Early doping studies used halogen atoms such as iodine!? or metals atoms®?

to dope semiconducting polymers. Despite inducing vast improvements in thin-
film conductivities, these dopants readily diffused from the system due to their
small size. Such behaviour is less than ideal if widespread commercial adoption
of the technology is to be realised. Improvements in device stability have been
realised by using small molecules as dopants, such as the strong electron acceptor
2,3,5,6-tetrafluoro-7,7,8 8-tetracyano-quinodimethane (F4ATCNQ), to dope popular
polymers such as poly(3-hexylthiophene) (P3HT).

FATCNQ is a small aromatic molecule, and its increased stability in polymer
films can be attributed to m-stacking with the polymer backbone, as well as its
bulk when compared to atomic dopants. In spite of this increased stability and
considerable popularity as a dopant for organic polymers and organic molecules,
numerous studies have observed diffusion of this dopant in such systems. This
behaviour is exacerbated by higher temperatures. '®? To address this issue, a variety
of alternative dopants displaying similar electron affinities but reduced diffusion rates
have been reported.31:5659 Tt has been demonstrated that increasing the polarity
of the thiophene ring within the polymer, for example by replacing hexyl chains
with ether-based chains, decreases FATCNQ diffusion at elevated temperatures.!83
However, it is also possible that small modifications to the original F4ATCNQ dopant

could equally reduce diffusion.

A systematic investigation by Li et al. recently reported a number of modified
FATCNQ dopants with improved solubility in non-polar solvents.®® The motivation
for this work was to address the problem of poor solubility of F4ATCNQ in solvents
regularly used for solution processing of PSHT. By improving dopant solubility,
solution processing of P3HT /FATCNQ mixtures becomes a plausible way to produce
polymer films on a commercial scale. In the aforementioned study, the solubility of
the FATCNQ dopant was improved by replacing one or more cyano groups with
ester groups. In all cases, the electron affinity of the modified dopant was only
slightly smaller than that of FATCNQ), ensuring that the modified dopants maintain
the ability to p-dope P3HT. However, the addition of ester groups introduces steric
bulk onto the dopant, and removes its planarity. As a result, diffusion of the dopant
in the polymer film is likely to be affected. These modified dopants thus have the
potential to not only display improved solubility, but also a reduced diffusion rate
in P3HT.

Preliminary experimental studies using quasi-elastic neutron scattering (QENS)
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have measured two diffusion processes within methyl-ester mono-substituted F4-
TCNQ (mF4TCNQ). One of these processes, a “fast” process, is hypothesised to
arise due to methyl hydrogen rotation as the energy barrier to rotation is consistent
with literature on such a process. The slower process is thought to be the result of
translation of the dopant along the polymer backbone.

This study presents a preliminary computational investigation into how func-
tional group substitution of FATCNQ impacts dopant mobility. Density functional
theory calculations are used to model the experimental system using a dimer com-
plex representing the polymer/dopant charge transfer unit. Charge transfer is shown
to decrease with substitution of a cyanide group with a methyl-ester group as a result
of less favourable orbital overlap compared with the original dopant. A simplified
sandwich structure is then modelled, with each dopant placed between two short
substituted thiophene chains. Two different inter-chain separations are considered.
The energy barrier to rotation of the substituted dopant methyl group is quantified
and compared with experimental measurements. The energy barrier to translation of
each dopant between the two thiophene chains is also quantified and compared, and
the charge on the dopant is monitored during translation. The impact of functional
group substitution on dopant mobility is elucidated.

5.2 COMPUTATIONAL DETAILS

A dimer complex comprising one dopant molecule placed over the central inter-
thiophene bond in an eight-unit methyl-substituted oligothiophene was constructed.
Previous work by this author has revealed the necessity for methyl side chains on
the thiophene oligomer in order to accurately model electronic properties in the
P3HT /FATCNQ system (see Chapter 3). Furthermore, an eight-unit chain has been
demonstrated to be necessary to model the conjugation length of the polymer. This
length is also sufficient such that the translated dopant will not progress beyond the
end of the oligomer. Hence, eight-unit methyl-substituted thiophene (M8) oligomers
were used to represent P3HT in all calculations. Both FATCNQ and its methyl-
ester-substituted version (mFATCNQ) were considered, with the latter placed such
that its methyl group was on the opposite side to the nearest oligothiophene methyl
group (Figure 5.1). Geometry optimisations were performed in the presence of a
dielectric medium used to represent the P3HT chains that surround the explicitly
modelled molecules in the experimental system. This medium was introduced using

89,174,175 with a dielectric

144-148

the conductor-like polarisable continuum model (CPCM),
constant of 3.0. This value is deemed appropriate for organic semiconductors.
Charge transfer was assessed based on charge distributions using charges from the
electrostatic potential on a grid (CHELPG).'?* Similar calculations were performed
on the isolated dopant molecules and oligomer in the dielectric medium in order to
extract molecular orbital energies.

In order to accurately model the translation of the dopant molecule along the
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polymer backbone, a “sandwich” geometry was constructed, in which the dopant
molecule was placed between two parallel M8 oligomers. The M8 chains were held
fixed at an inter-chain separation of 6.30 A and the mFATCNQ (or FATCNQ)
molecule was allowed to relax. The geometry of both chains was taken from calcula-
tions on the molecule in isolation, because fully relaxed optimisation of the system
resulted in the chains bending around the dopant molecule and would have hence
created a spurious energy barrier to translation. The large system size resulted in
poor convergence of the geometry optimisation in both cases, and so convergence
was considered reached once the energy difference between sequential optimisation
steps fell below 0.01 kJ/mol. For the substituted dopant, two geometries were con-
sidered, in which the mFATCNQ methyl group was either on the same side as the
M8 methyl groups, or on the opposite side (Figure 5.1). The opposite side geometry
was found to be the lower in energy by around 12 kJ/mol, and so was used for
subsequent calculations.

Having established a starting geometry, each dopant was progressively trans-
lated between the two chains to obtain a potential energy profile. Two inter-chain
separations were considered for this translation: 6.30 A and 6.96 A. These values
correspond to twice the optimal M8 /FATCNQ dimer complex separation optimised
using B3LYP with and without Grimme’s D2 dispersion correction,%” respectively.
Using these two separations gave a lower and upper boundary on the energy barriers
to rotation and translation due to van der Waals interactions, while also allowing
for the impact of inter-chain separation on system properties to be examined. The
dopant molecule was placed equidistant from each chain, with its ring over the
central inter-thiophene bond. Charge population was monitored during translation
using Mulliken charge population analysis.

Because of its good performance for ground-state properties of organic semi-
conducting systems, the BSLYP functional® was used with the 6-31G(d) basis set.
Grimme’s D2 dispersion correction was applied in all cases.%” All calculations were
performed using Q-Chem 4.3, and the initial guess for the mF4TCNQ molecule
geometry was generated using GaussView 5.121
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Figure 5.1: Left: structures of the simplified P3HT polymer and the FATCNQ and
mF4TCNQ dopants used in this study. Top right: lowest energy configuration of
the mF4TCNQ molecule in the dimer or sandwich complex maximises the distance
between dopant and oligomer methyl groups (circled). Bottom right: an example of
the “sandwich” structure comprising oligomers and dopant.

5.3  RESULTS AND DISCUSSION

5.3.1 CHARGE TRANSFER

The performance of the original FATCN(Q dopant was compared to that of methyl-
ester-substituted FATCNQ (mF4ATCNQ) by investigating the degree of charge trans-
fer upon mixing. Each dopant was modelled in a dimer complex with an M8
molecule, and the optimised charge distribution was inspected. The substituted
dopant was revealed to induce a smaller degree of charge transfer from the oligoth-
iophene (Table 5.1). This decrease in charge transfer can be attributed to molecular
orbital alignment. Charge transfer occurs efficiently in the P3HT /FATCNQ system
as a result of the lowest unoccupied molecular orbital (LUMO) of FATCNQ being
lower in energy than the highest occupied molecular orbital (HOMO) of P3HT (Fig-
ure 5.2). An electron can then be efficiently transferred from polymer to dopant.
The calculated highest occupied molecular orbital (HOMO) of the M8 oligomer is
found to be —4.52 eV, while cyclic voltammetry measurements suggest it lies close
to —5 eV. 18 Differences between calculated and experimental values are likely the
result of the level of theory used. Nonetheless, calculations qualitatively model the
relative molecular orbital energies of dopants and oligomer. The calculated LUMO
of FATCNQ is 0.41 eV lower in energy than the HOMO of the oligomer and hence
efficient charge transfer occurs between the two. Functional group substitution of

FATCNQ with a methyl-ester group increases its LUMO to an energy that is iden-
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Table 5.1: Calculated and experimental® (in parentheses) LUMO energies and
charge transfer (CT) for the two dopants

LUMO (eV) CT (e)
FATCNQ -4.93 (-5.23)  0.82
mFATCONQ  -4.52 (-5.14)  0.64

A

Energy
A
-

F4TCNQ M8 mF4TCNQ

Figure 5.2: Charge transfer process proceeds more readily for FATCNQ than
mFATCNQ due to the greater energy difference between M8 HOMO and FATCNQ
LUMO energies.

tical to the HOMO of the M8 oligomer. The efficiency of charge transfer between
the two is hence reduced. This observation is consistent with the experimental
observation that substitution decreases the electron affinity of the dopant.®

5.3.2 MF4TCNQ METHYL ROTATION

Methyl rotation in the mF4ATCNQ molecule is a diffusion process that is likely to
occur within the P3HT /mFATCNQ system. In order to quantify the energy barrier
to rotation, DFT calculations were performed. Using the optimised geometry of
the M8 sandwich complex described above, with the two inter-chain separations,
the entirety of the complex was held fixed except for the three hydrogens on the
mF4TCNQ ester methyl group. The hydrogens were allowed to relax subject to a
set of dihedral angle constraints on one of the hydrogen atoms. These constraints
yielded energies for the system with a methyl rotation of 0, 30, 60, 90 and 120
degrees from equilibrium geometry.

From the resulting energies, an activation energy, E,, of methyl rotation was
found to be around 8 kJ/mol for the closer separation and around 11 kJ/mol for the
larger separation (Table 5.2; for plot of this data see Appendix C, Figure C.1). The
difference in energies for the two inter-chain separations highlights the fact that the
proximity of the P3HT chains has a small but significant effect on methyl rotation.
In these calculations, this increase in separation lowers the energy of the ground
state of the system more substantially than that of the transition state, leading to

a greater energy barrier to methyl rotation in the system with larger inter-chain
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Table 5.2: Calculated model parameters for methyl rotation in mF4TCNQ

Inter-chain separation (A) Rotation energy (kJ/mol) Jump length (A)
6.30 7.8 1.8
6.96 10.7 1.8

separation. Because the dopant molecule remains almost entirely fixed in these
calculations, the change in steric repulsion results in a counter-intuitive increase
in energy barrier with increasing separation. These values both match reasonably
well to experimental results, which have measured a “fast” diffusive process with an
energy barrier estimated to be Fx = 9 — 12 kJ/mol.'® Increasing the inter-chain
separation reduces repulsive steric interactions within the system, and hence the
energy of the system.

The jump length associated with this diffusion process is the distance travelled
by the hydrogen atoms between each barrier-crossing event in this process. The

185 which is quite a bit

experimental jump length was estimated to be around 2.5 A
longer than the calculated physical distance a methyl hydrogen would move during
a rotation through zero to 120 degrees (1.8 A linearly, 2.1 A arc length). However,
these calculations were performed at a fairly low level of theory and with necessary
physical constraints on oligomer flexibility. Overall, the DFT calculations provide
evidence that methyl rotation is indeed responsible for the experimentally observed
“fast” process. The energy barrier to rotation is only a little larger than the thermal
energy at room temperature, kg7', and so this process proceeds freely under such

conditions.

5.3.3 DOPANT TRANSLATION

Using the optimised geometry of the sandwich model described above as a starting
point, both dopant molecules were translated along the plane between the two M8
oligomers, through half a thiophene unit in each direction (1.97 A) at the smaller
inter-chain separation of 6.30 A. While the atom positions in the oligomer chains
were once again fixed, in these optimisations the dopant molecule was free to relax,
with one atom fixed so that the molecule remained in the necessary translated
position relative to its optimal geometry.

The energy profile for each dopant molecule reveals an energy barrier roughly
one Angstrom from the optimal geometry in both directions. A local minimum
appears to be present at half a thiophene unit (close to 2 A) translation in either
direction. This corresponds to the point at which the rings of the dopant molecule
are in line with those of the thiophene chains. This stabilisation is likely the result of
-1 stacking. The lower energy barriers in mFATCNQ could be the result of slight
stabilisation from interactions between the methyl oxygen and the fixed hydrogens
on the oligomers, as these overlap at the energy maximum. Such stabilisation is

not present in F4ATCNQ as the nitrogen does not come into close contact with these
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Figure 5.3: Energy profile for the translation of two dopant molecules between planar
M8 oligomers over one thiophene unit for an inter-chain separation of 6.30 A.

same hydrogens and instead sits between thiophene carbons on the oligomers. It
is interesting to note the size of the energy barriers and the energy of the local
minima: both are quite high in energy. In fact, the energy barrier to translation in
both dopants is more than 20 times thermal energy, suggesting that both systems
are very stable to translation. It is possible that these energy barriers are over-
estimated as a result of steric interactions between dopant and oligomers, and that

in the experimental system the inter-chain separation is larger than 6.30 A.

The same calculations were then performed at an inter-chain separation of 6.96 A.
The two inter-chain separations considered in this work aim to replicate the dynamic
and varied nature of inter-polymer separation in the experimental system. In order
to account for the asymmetry in the methyl-substituted thiophene rings, translation
was extended to include one full thiophene ring in each direction from the equi-
librium geometry (3.94 A) The energy profile for this process for both dopants is
displayed in Figure 5.4. The degree of charge transfer was also quantified by con-
sidering the Mulliken population of charge on the dopants. Figure 5.5 displays how
charge transfer varies with dopant position, and it is evident that substantial fluctu-
ation in charge transfer of up to 0.2e occurs during dopant translation. This result
highlights the importance of quantum considerations when modelling diffusion in
polymer/dopant systems and discussing their stability, and suggests that a classical
description of diffusion in this system, with fixed charge distributions, would be
unrealistic.

All energy barriers at the larger inter-chain separation are substantially smaller
than those in Figure 5.3 for the smaller inter-chain separation. This is likely the
result of reduced steric repulsion between dopant and chains. Unlike in the methyl
rotation calculations, in this case the dopant molecule is free to relax between the

chains, and can thus reduce the steric interactions to a greater degree. This results
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Figure 5.4: Energy profile for the translation of two dopant molecules between planar
M8 oligomers over two thiophene units for an inter-chain separation of 6.96 A.
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Figure 5.5: Charge transfer profile for the translation of two dopant molecules be-
tween M8 oligomers over two thiophene units at an inter-chain separation of 6.96 A.
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in a more intuitive change in energy barrier heights. It is evident that inter-chain
separation dramatically affects translation of the dopant throughout the polymer
system. In order to reduce dopant diffusion, it may be possible to design polymers
with shorter stacking distances and hence produce more stable polymer/dopant

mixtures.

Considering first the FATCNQ dopant, it is clear that translation yields a sym-
metric energy profile with two energy barriers. The activation energies for the two
barriers in FATCNQ are 18 and 34 kJ/mol, and the system returns to a global
minimum upon translation through one thiophene unit. Although the energy was
evaluated at the same 13 points as in mF4ATCNQ, because of the symmetry in
FATCNQ), the data points for each direction were combined to give 21 points. The
repeat unit in the energy profile for mFATCNQ involves translation over two thio-
phene units, as shown in Figure 5.4, wherein the energy at +4 A (or +1 thiophene
unit) is equivalent. This is a result of the asymmetry in the dopant molecule and the
thiophene units in the oligomers. This potential energy profile involves four barriers

to translation, with activation energies of 15 (two barriers), 31 and 35 kJ/mol.

It is possible to approximate the impact of functional group substitution on the
diffusion coefficient, D, by considering the activation energies to translation for each
dopant. A naive approach may be to consider just the maximum energy required
for each dopant to traverse two thiophene units and consider each of these to be the
activation energy, Ey, in the Arrhenius relation,

—-F

where Dy is a prefactor that will likely be similar for both systems. Taking a ratio
of diffusion coefficients for FATCNQ versus mFATCNQ, with Fx = 34 kJ/mol for
FATCNQ and Ex = 50 kJ/mol for mFATCNQ), yields a very large value of 640.
However, given the complex nature of the multi-barrier diffusion processes observed
in both systems, such a simplification is unlikely to be a realistic approach. A better
description of the system can be obtained by considering a one-dimensional model
of multi-step diffusion.

Kramers’ theory states that the hopping rate between energy wells, h, can be

calculated using

h = ve Pa/keT (5.2)

where v is the jump attempt frequency and F, is the activation energy. The jump
attempt frequency may be approximated as the effective vibrational frequency for
the dopant molecules in a harmonic potential fit to the energy well of interest:

1 k
= —14/—. 5.3
v 2tV m ( )
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Here k is obtained from the harmonic fit, and m is the mass of the dopant molecule.
In this work, the curvature of the energy wells is essentially equivalent for each well
and for both dopants. Likewise, the mass of the dopants differs only slightly. Hence
it is reasonable to assume that the difference between v in each system is negligible
and will not greatly affect the calculated hopping rate. In order to quantify the
frequency factor, v, energy values for translation between +1 A for FATCNQ were
plotted and a quadratic fit was applied to the data (Appendix C, Figure C.2). From
this fit, v was found to be on the order of 10! s™! using Equation 5.3.

Theoretical methods for estimating the diffusion coefficient in a multiple-barrier
system have recently been reported by Yang et al.'%¢ Here the same methodology
will be applied to FATCNQ (a two-barrier system extending over one thiophene
unit) and mFATCNQ (a four-barrier system extending over two thiophene units).
Firstly, consider the barriers to translation in the FATCNQ energy profile. The

equation for the diffusion coefficient in a two-barrier system is

D= (é)z, /hJ@f(Z—j), (5.4)

where [ is the jump length and f is a function of the ratio of the two hopping rates,
determined by Monte Carlo simulations. In this case the ratio of hopping rates,
which depend on the two energy barriers, is on the order of 0.001. This results in

a simple analytical form of f, which is then equal to %. Defining h1 = hrarceng,
which is equal to the slower hopping rate, and substituting f into Equation 5.4
yields
l2
Drgareng = EhFZLTCNQ- (5.5)

Yang et al. did not generalise their method explicitly to n-barrier systems, and
in order to determine the form of f in such a system where n > 2, Monte Carlo
simulations would be required. In light of this, the “worst-case scenario” for the
lower bound of the diffusion coefficient for mF4ATCNQ is considered. In this case,
the dopant molecule sees four energy barriers, all with the height equal to the highest
energy barrier in the system, which is around 30 kJ /mol, during translation through
two thiophene units. It is then possible to consider that, during translation over
one thiophene unit (4 A), the dopant molecule will undergo a two-barrier diffusion
process, where the barriers have equal height. In contrast to this situation, FATCNQ
encounters two energy barriers of different height over the same translation length.
Yang et al. found that when h; = hy = hyrareng, as in the case of mFATCNQ due
to the equivalent barrier heights, f can be found analytically and is equal to one.
Substituting f = 1 into Equation 5.4 then gives

l2
Dyrareng = thF4TCNQ- (5.6)

To provide a qualitative description of the ratio of diffusion coefficients for the
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two dopants, the larger energy barrier encountered by FATCNQ is assumed to be
close to 30 kJ/mol. Given that v is likely to be on the same order for both dopants
and that the dominant energy barriers in both systems are equivalent in energy, it
is then possible to assume that the hopping rates for both dopants are equivalent
(i.e. hmrareng = hrareng). Because the jump length is the same for both systems,
the ratio of the two diffusion coefficients is found to be 2. This result is consistent
with the intuitive assumption that a system with two energy barriers of roughly
equivalent height will result in diffusion at roughly half the rate of a system with
one barrier of the same height. Variations in barrier heights and frequency factors
may modify this value in a small way, but overall this worst-case scenario highlights
that in fact the functional group substitution of FATCNQ with a methyl-ester group
does not have a significant impact on the stability of the dopant to translation in
the P3HT polymer system.

It is possible to quantify the diffusion coefficient for the two dopants, assuming
the worst-case scenario as described above, by setting the jump length to [ = 2 A
and the activation energy to 30 kJ/mol. The diffusion coefficient for FATCNQ is
then found to be on the order of Dpsreng = 1 X 1071% em?s™!, and for mFATCNQ

2s~1. This is roughly four orders of magnitude smaller

Dyrareng = 0.5 x 10719 cm
than the preliminary experimental data for the “slow” process for mFATCNQ, which
has a diffusion coefficient on the order of 107 cm?s71.1® On the other hand, the
jump length of 2 A, equal to the distance between potential energy wells, is roughly
equal to that of the experimental process, which has a jump length of around 2.1-
2.3 A. These calculations suggest that the measured diffusion process is not the
result of dopant translation along the polymer backbone. An alternative diffusion
process may be responsible for the experimental observations, for example diffusion

between aligned chains rather than along the chain axis.

5.4  CONCLUSIONS

Density functional theory calculations were applied in order to investigate how func-
tional group substitution of the common FATCNQ dopant affects doping efficiency
and translational diffusion within a P3HT polymer system. Geometry optimisations
of the dimer complexes comprising a short oligothiophene and each dopant revealed
decreased charge transfer by around 25 % within the modified dopant system as a
result of modified molecular orbital energies. Using a simple “sandwich” model com-
prising the dopant surrounded by two oligothiophenes, the energy barrier to methyl
rotation on the methyl-ester-substituted FATCNQ molecule, denoted mF4TCNQ),
was found to be 8-11 kJ/mol, with a jump length of 1.8 A. This result matches well
with an experimentally measured diffusion process for this system.

A second experimentally measured diffusion process has been hypothesised to be
the result of dopant translation along the polymer backbone. The energy barrier
to translation of mFATCNQ and FATCNQ between two oligothiophenes over half
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a thiophene unit was found to be around 55-65 kJ/mol for a 6.30 A interchain
separation. A small local energy minimum was present in both systems at half a
thiophene unit from the global minimum. Increasing interchain separation to 6.96 A
and translating over two thiophene units gave similar energy profiles for the two
dopants, with the exception of an additional large energy barrier for mF4ATCNQ.
This barrier is attributed to unfavourable interactions between the dopant methyl
group and the methyl groups on the oligothiophenes. The charge density on both
dopants was found to vary by as much as 0.2¢, indicating that quantum relaxation
and charge transfer play a major role in dopant stability to diffusion processes.

Both dopants display multi-barrier diffusion and so an Arrhenius relation based
on the highest energy barrier could not be used to quantify the difference in diffu-
sion coefficients between the two. An analytical model for multi-barrier diffusion
was used, assuming both dopants undergo two-barrier diffusion, with two energy
barriers of different heights for FATCNQ and two energy barriers of equivalent for
mF4TCNQ. The diffusion coefficient for mFATCNQ was found to be approximately
half that of FATCNQ), indicating that this particular functional group substitution
has a minimal impact on dopant stability in P3HT. Applying a quadratic fit to
an energy well in the FATCNQ energy profile yielded a frequency factor on the
order of v = 10" s7! for both dopants. The diffusion coefficients for FATCNQ
and mF4TCNQ were then found to be on the order of 1 x 107 ecm?s™!, and
0.5 x 10719 em?s™!, respectively. These values are roughly four orders of magni-
tude smaller than the second experimentally measured diffusion process, and hence
it was concluded that an alternative diffusion mechanism is likely to be responsible
for the experimental measurements, such as the diffusion of the dopant between
aligned polymer chains.
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ABSTRACT

It is important to understand how molecular charge distributions affect the solu-
bility of semiconducting polymer/dopant mixtures, as charges are quite mobile in
these materials and aggregation and nanoscale structure play an important role in
organic electronic device performance. This chapter presents a computational inves-
tigation into how solubility changes with charge. Using steered molecular dynamics,
the impact of the molecular charge distribution on the free energy of separation
of an eight-unit poly(3-hexylthiophene) (P3HT) chain and an 2,3,5,6-tetrafluoro-
7,7,8,8-tetracyano-quinodimethane (F4TCNQ) molecule in the presence of explicit
chloroform is investigated. The “neutral” distribution, in which the total charge on
each molecule sums to zero, yields a free energy change of around 4 kJ/mol. For
the “charged” distribution, in which the total charge on FATCNQ sums to -1 and on
P3HT sums to +1, yields a free energy change of around 29 kJ/mol. These results
reveal that the charge distribution is a key factor dictating the solubility of the
system. However, these results do not account for quantum effects for the process
of separation. An energy decomposition analysis calculation performed using den-
sity functional theory (DFT) reveals that quantum relaxation and charge transfer
dominate the free energy of separation, and so the binding energy of the complex
is calculated using DF'T calculations instead of classical simulations. A thermody-
namic correction is included, as well as the change in solvation free energies obtained
by including a continuum model to represent chloroform, giving a total free energy
change of 40.6 kJ/mol. To more accurately model the effect of the solvent, alchem-
ical free energy perturbation simulations are performed to investigate the explicit
solvent contribution to the free energy change of separation. Using the explicit sol-
vent contribution, the free energy of separation was found to be 22.6 kJ/mol. This
value is in very good agreement with experimental measurements, and highlights
the importance of the explicit treatment of the solvent for the solvent contribution.

6.1 INTRODUCTION

Molecular doping of organic semiconducting polymers has been demonstrated to
vastly improve the semiconducting properties of these polymers.!" 1716 Efficient
doping occurs as a result of comparable frontier molecular orbital energies within the
dopant and polymer, allowing charge transfer to occur between the two.3' However,
physical properties can also be affected by introducing sufficient quantities of dopant.
Aggregation has been demonstrated to occur as a result of integer charge transfer be-
tween small molecular dopant 2,3,5,6-tetrafluoro-7,7,8,8-tetracyano-quinodimethane
(FATCNQ) and semiconducting polymer poly(3-hexylthiophene) (P3HT) upon suffi-
cient doping concentrations. 2?34 The formation of holes within the polymer upon
doping reduces the solubility of the polymer in the surrounding solvent, causing
crystalline regions to occur within thin films of this mixture. Furthermore, opti-

cal control over this aggregation has recently been reported by Jacobs et al., who
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demonstrated that irradiation of the aggregated system at 405 nm results in disaggre-
gation, with the polymer once more soluble in the chosen solvent.® This technique
has far-reaching applications in efficient production of patterned organic electronic
devices, and hence understanding the nature of the photo-induced solubility control
is paramount. In particular, the role of charge transfer on aggregation must be in-
vestigated. It is also of interest to quantify the stability of the aggregated, doped

system.

Recent work by Sweetnam et al. investigated aggregation in the P3HT /PCBM
system, using a mixture of experimental and theoretical techniques.®® The team
concluded that van der Waals interactions provide the predominant driving force for
aggregation in this system. However, only minimal charge transfer occurs between
the polymer and dopant in this system.?® In the P3HT/FATCNQ system, integer
charge transfer is known to occur. 3436 It is thus reasonable to assume that the integer
charge transfer doping process plays some role in the solubility of the polymer,
and alternative interactions may dominate the aggregation observed within this
particular system.

In order to realistically investigate how charge distributions affect solubility and
quantify the free energy associated with aggregation, explicit solvent molecules must
be modelled. Such calculations cannot feasibly be performed using quantum me-
chanical calculations due to the size of the resulting solvated system. Classical
molecular dynamic simulations, on the other hand, can provide invaluable insight
into thermodynamic properties of molecular systems and can efficiently model ex-
plicit solvent surrounding the system of interest. While a number of MD simulation
studies have provided important insight into semiconducting polymer properties in

5253187 polymer /dopant interactions in solution have not previously been

solvent
studied. This study seeks to use MD simulations to compare the free energy of
disaggregation in the P3HT /FATCNQ system for different charge distributions cor-

responding to initial and final states of the integer charge transfer doping mechanism.

Quantum calculations can also provide insight into the thermodynamic prop-
erties of a system. Density functional theory has been shown to provide experi-
mentally realistic binding free energies, free energies of association and solvation
for a large number of molecular systems, as well as energy barriers to a variety of
processes. 119 In such studies, solvent contributions to free energy changes are
often considered by introducing a continuum solvent model!%*'% to implicitly rep-
resent the solvent of interest. This methodology has been used successfully in recent
years. 188190196197 However, it has been shown that when solute-solvent interactions
are strong, an implicit model is incapable of modelling the solvent contribution to the
free energy change during nucleophilic substitution reactions.'%1%7 Likewise, it is
possible that when considering properties like solubility these implicit solvents may
show severe limitations. In this work, the previous quantum methodology is tweaked
so as to include the explicit solvent contribution to disaggregation of FATCNQ from

P3HT using molecular dynamics simulations.
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The impact of the molecular charge distribution, and by extension the charge
transfer reaction between polymer and dopant, on polymer solubility is investigated
using complementary computational techniques. Classical molecular dynamics sim-
ulations are used to probe the free energy change for separation of polymer and
dopant before and after integer charge transfer. Steered molecular dynamics (SMD)
simulations of a PSHT oligomer and an FATCNQ molecule in explicit chloroform are
used to quantify the free energy change upon separation for a fixed charge distribu-
tion in the molecules. To address the problem of unrealistic charge distribution due
to the static nature of the charges, as well as quantum relaxation upon dimerisation,
density functional theory (DFT) calculations are used to quantify the binding en-
ergy and the entropic contribution to this process. The solvent contribution to this
process is included by means of a continuum model. To improve on the accuracy
of the results, free energy perturbation (FEP) simulations are performed in explicit
solvent and in a vacuum in order to extract the solvent contribution to this process.

6.2 COMPUTATIONAL DETAILS
6.2.1 DENSITY FUNCTIONAL THEORY CALCULATIONS

In order to obtain molecular charge distributions, bond lengths and angles for the
molecular dynamics simulations, density functional theory (DFT) calculations were
performed at the B3LYP/6-31+G(d) level of theory,% with Grimme’s D2 disper-
sion correction.®” This functional was chosen because it has been shown to perform
well for ground state properties of oligothiophenes, both in this body of work and
elsewhere.'® A dielectric medium was used to represent chloroform by setting the
dielectric constant to € = 4.8.1% This was introduced by means of the conductor-
like polarisable continuum model (CPCM)3»1™:1% and was included in order to
improve the accuracy of the charge distributions. Geometry optimisations were per-
formed on a chloroform molecule, FATCN(Q and an eight-unit methyl-substituted
(M8) oligomer in isolation, as well as on the dimer complex composed of M8 and
FATCNQ. Previous DFT calculations have shown that the M8 oligomer accurately
reproduces experimental properties of the P3HT polymer in the P3HT /FATCNQ
system (see Chapter 3). Atomic partial charges were obtained from CHELPG cal-
culations. 124

A number of additional DFT calculations were also performed on the isolated
fragments and dimer complex. An energy decomposition analysis (EDA) calculation
was performed on the optimised B3LYP-D/6-31G(d) dimer complex geometry, at
the same level of theory. A frequency calculation was performed on each of the
optimised molecules and the optimised dimer, also at the BSLYP-D/6-31G(d) level
of theory, to obtain thermodynamic corrections to the binding energy. In order
to obtain the binding energy of the complex, the energy difference between dimer
and molecules was computed, for structures calculated at the BSLYP-D /6-31+G(d)

level of theory in implicit chloroform solvent. Isolated molecule energies in vacuo
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were counterpoise corrected to remove basis set superposition error (BSSE) using
the method of Boyes and Bernardi.?® The BSSE present in the solvated isolated
molecule energies was assumed to be equivalent to that of the in vacuo calculations.
The solvent contribution to the free energy of separation was computed by taking
the difference between the electrostatic contribution to the free energy of solvation of
the isolated molecules and the dimer complex. All DFT calculations were performed
using Q-Chem 4.3.%

6.2.2 MOLECULAR DYNAMICS SIMULATIONS

Classical molecular dynamics simulations were prepared, with one FATCNQ mol-
ecule and one M8 oligomer with the hexyl side chains included (denoted (3HT)s)
in a box of explicit chloroform molecules at a density of 1.49 g/cm?. Bond lengths,
angles and dihedrals of each molecule were set to match those from the aforemen-
tioned B3LYP-D/6-31+G(d) DFT calculations in implicit chlorofrm, and charge
distributions were mapped directly on a per-atom basis from these same DFT cal-
culations. Charges on the hexyl chains of (3HT)g, which replaced the methyl chains
in the DFT calculations, were modified such that the overall charge on the fragment
summed to either zero or one, depending on the simulation. In order to ensure
that the two molecules could be sufficiently separated without interacting with each
other through periodic boundary conditions, a box length of 82 A was prepared and
populated with 3850 chloroform molecules.

All bonded dihedral and non-bonded parameters were taken from the OPLS-AA
force field, as this force field has been previously shown to accurately model struc-
ture and thermodynamics of organic semiconductors.?’! A non-standard dihedral
potential was used for inter-monomer dihedrals for the (3HT)g chain.?? Electro-
static and van der Waals interactions were modelled using a Lennard-Jones po-
tential, and the long-range dispersion interactions were shifted and truncated at
12 A. Long-range Coulombic interactions were calculated using the particle-particle
particle-mesh (PPPM) method. Simulations were performed in a cubic simulation
box with periodic boundary conditions. Unless noted otherwise, a Nose-Hoover ther-
mostat and barostat were used to simulate an isothermal-isobaric (NPT) ensemble.
The temperature was set to 298 K and the pressure set to 0 atm, which is essen-
tially equivalent to 1 atm in molecular simulations, so that standard conditions were
reproduced.

All simulations were performed using LAMMPS?2%32% (http://lammps.sandia.
gov), and trajectories were visualised using VMD. 17

6.2.3 STEERED MOLECULAR DYNAMICS PARAMETERS

Two key parameters were set within the SMD simulations: the spring constant
and the pulling velocity for the moving component. Previous work by Park et al.

has demonstrated that the choice of spring constant does not have a considerable
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Figure 6.1: Structure of FATCNQ (left) and oligothiophene. The methyl-substituted
oligomer is used in DFT calculations, and the hexyl-substituted oligomer is used in
MD simulations.

impact on the results. %" However, they note that the spring constant should not be
made arbitrarily large. A spring constant of kgyp=20 kcal/ mol-A2 was chosen for
all simulations, which is on a similar order to values used in previous studies. 7207
Each simulation was initialized from the same system configuration and equilibrated
for 1 ns with various initial velocity seeds, giving rise to independent simulation
trajectories. A pulling speed of 1 A/ns was used in all cases, as this value allowed
for a balance to be struck between necessary sample size for acceptable error bars
and sampling efficiency. The centre of mass of the (3HT)g oligomer was fixed via a
stiff spring to the centre of the box, with a spring constant of kcoyn =20 keal/ mol-A2.
The FATCNQ molecule was then pulled at a constant velocity towards the centre

of the box from a separation of 30 A.

6.2.4 FREE ENERGY PERTURBATION SIMULATION SET-UP

The charged system was equilibrated in explicit chloroform with the centre of mass of
(3HT)g fixed at the centre of the simulation box and the centre of mass of FATCNQ
fixed 5 A from the centre of the simulation box. Using a modified version LAMMPS,
the charges on each atom in the FATCNQ and (3HT)g molecules were linearly scaled
from the charged to the neutral distribution. The free energy change for this process
was measured. The neutral system was also equilibrated as described above, with
FATCNQ fixed 5 A away from (3HT)s. The charges on FATCNQ were linearly scaled
to zero while the inter- and intramolecular interaction potential on each atom was
simultaneously scaled to zero. This resulted in the free energy of annihilation of
FATCNQ. A second neutral system was equilibrated in the same way, except with
FATCNQ fixed 30 A away from the centre of the simulation box. FATCNQ was
once more annihilated, as per the method described. A diagrammatic summary of
the three FEP simulations is illustrated in Figure 6.2. Each of these processes was
then repeated with the dopant and oligomer in vacuum. Vacuum simulations were
performed under constant volume and temperature (NVT ensemble), with the box
length equal to that of the explicit solvent simulations.

The soft version of the Lennard-Jones potential with the long-range Coulom-
bic term was used in all FEP simulations to avoid discontinuities associated with
annihilating or creating molecules.

The accuracy of FEP simulations depends on good phase-space overlap, which
can be achieved by choosing a sufficiently small A window, A\, with which to scale
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Figure 6.2: Diagramatic representation of the three alchemical processes simulated.
Integer-charge-separated species are indicated in colour (blue for a charge of —1le
and red for a charge of +1e). The chain of circles represents the P3HT chain, while
the oval represents FATCNQ. Dotted lines represent an annihilated molecule. The
free energy of the overall process is the sum of the individual free energies for each
separate process.

the interactions. Additionally, sufficient equilibration time in each window is re-
quired in order to obtain reliable results. The time spent at each A is here defined
as ty. A number of values for A\ and ¢, were considered for the annihilation of
FATCNQ at small and large separations and the results are summarised in Ap-
pendix D, Table D.11. For simulation results presented in this study, A\ = 0.05
and ¢, = 400, 000 fs, of which the last 100,000 fs are used to calculate the free energy.
In order to ensure reversibility of the FEP simulations, the charges and potential
on FATCNQ were gradually scaled from zero, to replicate the process of creating
F4TCNQ. The free energy of this process was found to be consistent to within 3 %
of the annihilation process, and hence reversibility was assumed for the chosen A\
and .

6.3 RESULTS AND DISCUSSION

6.3.1 STEERED MOLECULAR DYNAMICS SIMULATIONS

A set of ten independent simulations were performed on the (3HT)g/FATCNQ pair
for two molecular charge distributions, corresponding to a charge-neutral molecular

pair and oppositely integer-charged molecules. These simulations were performed in
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explicit chloroform, because the PSHT /FATCNQ mixture cast from chloroform has
been shown to provide better charge transport than casting from other similar sol-

208 The steering force, introduced as a harmonic spring

vents, such as chlorobenzene.
potential £(r), was constrained to be close to an external parameter \. Exponential
averaging of the work, W, obtained from each of the simulations was performed in

order to obtain the potential of mean force (PMF), ®, using

B(\) = B(ho) - 5 log(e™™) (6.1)

where § = 1/kBT. Because exponential averaging is notoriously poor, a second-

order cumulant expansion

2

log(e PV = —B(W) + 7(<W2> — (W) + ... (6.2)
was also applied to the data for comparison in order to obtain an approximation to
the PMF. The PMF is the free energy for bringing together the two molecules from a
large to a small separation. Both calculation methods indicate a free-energy well at
a small molecular distance, confirming that there is a free energy cost for separating
the molecules in chloroform solvent. This energy well can be used to quantify the
free energy change of separating the molecules.

For the charge distribution taken from DFT calculations on the isolated mon-
omers in implicit chloroform solvent (“neutral” system), the results indicated rel-
atively weak interactions between the two components. For separations less than
15 A, variation in potential energy was observed. In all simulations the (3HT)g
molecule was constrained only by its centre of mass, leaving its ends free to move
within the system. Dips in the free energy profile as FATCNQ approached the centre
of the box are likely due to variations in the position of the chain with respect to
the FATCNQ molecule. Because the (3HT)g molecule was not perpendicular to the
direction of approach of FATCNQ), the ends of the chains were free to favourably
interact with the dopant molecule. A free energy difference between close and sepa-
rated molecules was found to be AG = 4 + 4 kJ/mol for the charge-neutral system.
Given that this value is only a little larger than kg7 (2.5 kJ/mol), this result is
sufficiently small so as to indicate minimal “sticking” of the FATCNQ to the P3HT;
that is, thermal energy at room temperature is sufficient to separate the two species
and the free energy difference between bound and unbound states is small.

For the “charged” system, the charge distribution was taken from DFT cal-
culations on the M8 dimer complex at the B3LYP-D/6-314+G(d) level in implicit
chloroform solvent. This distribution demonstrated integer ground state charge
transfer, i.e. the total charge on the FATCNQ molecule was ¢ = —1.04e, and the
total charge on the oligomer was ¢ = +1.04e. This distribution gave a free en-
ergy profile that demonstrated substantial interaction between the two components

of the system. A free energy difference between close and separated components
of AG = 29 + 8 kJ/mol was observed, which is roughly 12kg7T. This shows that
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the charge distribution has a significant impact on aggregation of the P3HT and
FATCNQ components, as by changing from a charge-neutral to an integer-charge-
separated system results in an sevenfold increase in free energy well depth, and
equally a sevenfold increase in the free energy change for separation of the compo-
nents. For the charge-separated system, it is therefore reasonable to conclude that
thermal energy at room temperature will not allow for separation of the components,

and they will remain aggregated.
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Figure 6.3: Potential of mean force for the neutral and charge-separated distribution
systems obtained via cumulant expansion (top) and exponential averaging (bottom)
with error bars indicating two times the standard error.
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6.3.2 FREE ENERGY OF SEPARATION

IMPLICIT SOLVENT

The static nature of the charge distribution as the molecules are separated in the
SMD simulations is experimentally unrealistic. While these simulation results do
provide an indication of the role that charge distribution plays in aggregation, they
cannot be used to quantify the free energy of separation of dopant from oligomer.
Upon separation, the oligomer and dopant will no longer interact, and return to a
neutral, isolated, charge distribution. Clearly the classical description of the sys-
tem cannot account for changes in charge distribution, nor the quantum relaxation
that occurs when the molecules are in close proximity. On the other hand, density
functional theory (DFT) calculations cannot be used to explicitly describe the sol-
vent surrounding the system because the system size would be infeasible. Thus, an
alternative approach is proposed in which a mixture of classical and quantum cal-
culations are used to provide an accurate quantitative description of the separation
process.

An energy decomposition analysis calculation on the dimer complex at a low
level of theory reveals that the stability of the bound complex is due in most part to
quantum relaxation and charge transfer between oligomer and dopant. The energy
contribution from bringing the two molecules together from infinite separation, in
the absence of quantum relaxation (denoted “frozen” in Table 6.1), is less than
half that of the contribution from quantum relaxation and charge transfer (—52 vs
—134 kJ/mol). This validates the assertion that quantum effects play an important
role in the system and hence a purely classical description is inadequate.

The free energy associated with separating FATCNQ from (3HT)g can be broken
down into the sum of the binding energy, the thermodynamic correction due to
translational, rotational and vibrational degrees of freedom at finite temperature,

and the solvent contribution using

ACTYtotal = AEwbind + AGthermo + AC;'solvent' (63)

The binding energy of the M8 dimer complex was calculated at the BSLYP-D/6-
31+G(d) level in implicit chloroform, for consistency with the charge distribution
used in molecular dynamics simulations. The thermodynamic correction was cal-

culated using frequency calculations on the complex and isolated fragments with a

Table 6.1: Contributions to the energy of the dimer complex obtained from an energy
decomposition analysis calculation at the B3LYP-D/6-31G(d) level of theory

Energy term AE (kJ/mol)
Frozen -52.9
Intramolecular relaxation -13.2

Intermolecular relaxation (CT) -133.8
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Table 6.2: Electrostatic contribution to solvation free energy in chloroform at the

B3LYP-D/6-31+G(d) level of theory

AGee (kJ/mol)

FATCNQ —64.1
M8 oligomer -50.1
Complex ~114.2

Table 6.3: Contributions to the total free energy to separate FATCNQ from the
thiophene oligomer from DFT calculations using a dielectric medium to represent
the solvent

Contribution E (kJ/mol)

AFEying +111.7
AGihermo 711
ACTYsolvent ~ 0
AGiotal +40.6

smaller basis set and no solvent, as these are not expected to greatly impact the
resulting correction. %19 The solvent contribution was initially approximated us-
ing the implicit solvent and was taken to be the difference between the electrostatic
contribution to solvation energy of the complex and the isolated fragments (Table
6.2). This term was also calculated using the larger basis set. The total free energy
to separate the two components was found to be AGyota = 40.6 kJ/mol.

While the binding energy is the dominant term contributing to the free energy of
separation, the thermodynamic correction can be seen to be substantial. In partic-
ular, this term accounts for the change in entropy upon transforming one complex
into two fragments. The solvent contribution, on the other hand, appears to be neg-
ligible. This result is somewhat surprising, given that recent work by Ho and Ertem
found that using the methodology described in Equation 6.3 can provide experimen-
tally realistic free energies for a large number of organic and inorganic molecules. '
Such a small solvent contribution is unlikely to be a realistic representation of the
free energy change in the solvent as the molecules are separated. In order to validate
this assertion, the classical (and hence explicit) solvent contribution was evaluated

using free energy perturbation simulations.

EXPLICIT SOLVENT

Thermodynamic integration, using?%

3 (6.4)

where ) is the coupling parameter, was applied to each of the three processes shown
in Figure 6.2, and the free energies in explicit chloroform solvent were summed as per

Hess’s law to provide the total free energy to separate the molecules while accounting
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Table 6.4: Solvent contribution to free energies obtained by application of alchemical
free energy perturbation in classical MD simulations

Process  Free energy (kJ/mol)

AG, 1234
AG, +2.1
AGSs ~43.5
ACTYsolvent -18.0

for changing charge distribution during separation. These simulations provide a free
energy that is more realistic than the steered MD simulations because they account
for this change in charge distribution upon separation. The same simulations were
then performed in the absence of the solvent, and the free energies obtained from
these simulations were subtracted from those obtained for the solvent system, in
order to obtain the solvent contribution for each of the processes.

The solvent contributions to each of the processes is tabulated in Table 6.4.
Here AG; corresponds to the process of changing the charge distribution from
charge-separated to charge-neutral, AG, corresponds to the process of annihilat-
ing FATCNQ close to (3HT)s, and AG3 corresponds to the process of creating
FATCNQ at a large distance from (3HT)s. AGgonent corresponds to the total free
energy difference for the process considering purely solvent contributions. The small
magnitude of AGy is likely a result of the fact that few solvent molecules will be
present between FATCNQ and (3HT)g when the two are at such a small separation,
and hence there is not a large rearrangement of solvent molecules upon annihila-
tion of the dopant molecule. AG; is a larger contribution due to a large change in
the Coulombic interaction strength between solvent molecules and the atoms in the
dimer complex. Similarly, AGj is also a large contribution due to the substantial
rearrangement of solvent molecules upon creation of FATCNQ at a large distance
from (3HT)s. The overall solvent contribution to this process is observed to be
AGgoent = —18.0 kJ/mol, which is substantially larger than the value obtained
with the continuum model.

The total free energy to separate the dimer complex, i.e. the reverse of the
process shown in Equation 6.5, was calculated by using the same binding energy and
thermodynamic correction as listed in Table 6.3, except with the explicit solvent free
energy contribution of AGgent = —18.0 kJ/mol. This gave a value of AGopa =
22.6 kJ/mol.

Using a Langmuir isotherm model fit to UV-vis data for various % doping of
P3HT with FATCNQ from acetonitrile, Jacobs et al. experimentally estimated the
free energy of solvation of FATCN(Q into amorphous P3HT (Equation 6.5) to be
around AG = —22.2 kJ/mol. 3 This value is in excellent agreement with the results
obtained here using the mixed DFT/FEP methodology. The difference in solvent
polarity is unlikely to have a large impact on the free energy of separation because

in the bound state there will be very little solvent between the charge-separated
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species, and at large separation the species are neutral and so a change in dielectric
will not greatly impact the properties of the system.

P3HT o, on + F4TCNQeg,on = P,HT" + F,TCNQpsyr (6.5)

6.4 CONCLUSIONS

Classical molecular dynamics simulations were used to investigate the change in
polymer solubility in the P3HT /FATCNQ polymer/dopant system upon mixing. In
particular, the impact of charge transfer on solubility was explored. Steered molecu-
lar dynamics simulations were used to investigate how the free energy for separation
of FATCNQ from P3HT in chloroform changes with changes in the molecular charge
distribution. In the case of neutral molecules, a small free energy cost for separation
of approximately 4 kJ/mol was found. The size of this free energy cost is such that
thermal energy at room temperature would be sufficient to induce disaggregation,
resulting in the polymer dissolving back into solution. When a charge-separated
distribution was used for the complex, in which the charge on FATCNQ summed to
-le and the charge on the P3HT segment summed to +1e, the free energy of sepa-
ration was found to be around 29 kJ/mol. This is roughly equal to 12 kgT', which
suggests that disaggregation at room temperature will not occur and the aggregated
complex is highly stable. The large difference in free energies of separation as a
result of modifying the charge distribution from charge-separated to charge neutral
indicates that Coulombic interactions do play an important role in aggregation of
the FATCNQ-doped P3HT system.

Energy decomposition analysis of the dimer complex revealed that quantum re-
laxation and charge transfer dominate the stability of the bound complex. The
steered MD simulations could not account for these contributions to the free en-
ergy of separation, nor the dynamic nature of the charges upon separation. Hence
density functional theory calculations were used to quantify the free energy of sepa-
ration in FATCNQ-doped P3HT. The binding energy of the complex was quantified
and a thermodynamic correction was applied. The solvent contribution was first
quantified using an implicit solvent model, and the free energy of separation was
found to be AG = 40.6 kJ/mol. In order to more realistically include the solvent
contribution, alchemical free energy perturbation simulations were used. These sim-
ulations yielded the solvent contribution to the free energy of separation of FATCNQ
from the thiophene oligomer while accounting for the change in charge distribution.
Using this explicit solvent contribution gave a total free energy of separation of
AG = 22.6 kJ/mol, which is in excellent agreement with experimental results. In
this way, explicit solvent was demonstrated to play an important role in accurately
quantifying the free energy of separation in this complex, and the shortcomings of

the implicit solvent model were revealed.



7 CONCLUSIONS AND
FUTURE DIRECTIONS

7.1 CONCLUSIONS

An in-depth investigation into a number of physical and electronic properties of the
polymer/dopant system comprising poly(3-hexylthiophene) (P3HT) and molecular
dopant 2,3,5,6-tetrafluoro-7,7,8,8-tetracyano-quinodimethane (FATCNQ) has been
performed. Quantum and classical calculations have provided key insight into charge

transfer processes, dopant diffusion and charge-mediated solubility.

The work presented in Chapter 3 sought to investigate the structural and envi-
ronmental properties of the P3HT /FATCNQ system that make it conducive to an
integer charge-transfer doping mechanism, rather than the partial charge-transfer
mechanism observed when the polymer is replaced with quarterthiophene. The
system was modelled using density functional theory (DFT) and the magnitude
ground-state charge transfer was used in conjunction with the accuracy of simulated
absorption spectra to evaluate the performance of a number of models with different
structural characteristics. An optimal chain length was elucidated, and side-chain
substitution was observed to play an important role in the doping mechanism. Even
more important is the environment of the system, with solvent effects increasing
the ground-state charge transfer to near-integer. A range of density functionals
were then used to model the optimal system, and each one demonstrated shortcom-
ings in their ability to reproduce experimental properties. Overall, this systematic
investigation revealed how structural properties of the polymer affect the doping
mechanism in the P3HT/FATCNQ system. Furthermore, this study reports a best
practice for modelling this system such that experimentally quantitative results may

be achieved.

Chapter 4 extended the work of Chapter 3 by using the optimised model to
investigate the experimentally observed photo-induced solubility change reported
by Jacobs et al.3® The plausibility of a photo-induced charge back-transfer from
dopant to polymer at 405 nm was investigated. Time-dependent density functional
theory calculations indicated that excitation at 405 nm does produce excited states
that could plausibly be related to back-transfer of charge. Optimisation of one of

these states did not indicate charge neutrality, however. Furthermore, progressively
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increasing the charge from zero to one electron on the dopant revealed that the
charge neutral state is not metastable. In the absence of a stable charge-neutral
state, it is highly unlikely that charge neutrality in the P3HT/FATCNQ system
could be responsible for the observed solubility of the irradiated system. Thus it
was concluded that the hypothesised photo-induced charge transfer mechanism is
implausible.

Diffusion mechanisms in FATCNQ-doped P3HT were investigated in Chapter 5.
A methyl-ester-substituted FATCNQ dopant (mFATCNQ) was placed between two
oligothiophene chains and optimised using DFT. The energy barrier to methyl rota-
tion was quantified and found to be in very good agreement with an experimentally
measured “fast” diffusion process. A second, slower diffusion mechanism has been
measured experimentally, and hypothesised to result from translation of the dopant
along the polymer backbone. DFT calculations replicating this translational diffu-
sion process for FATCNQ and mF4TCNQ between two oligothiophenes revealed that
both dopant molecules undergo multi-barrier diffusion across one to two thiophene
units. The energy barriers and diffusion coefficients calculated for both dopants are
not in agreement with experimental results, suggesting that an alternative diffu-
sion process may be responsible for the experimental measurements. Substitution of
FATCNQ with a methyl-ester functional group was not observed to greatly reduce
the diffusion rate of the dopant along the polymer backbone, which suggests that
the modified dopant is unlikely to produce a more stable doped polymer film.

The final study, presented in Chapter 6, investigated the solubility change of
FATCNQ-doped P3HT as a result of charge transfer, and presented a mixture of clas-
sical molecular dynamics simulation and density functional theory results. Steered
MD simulations, in which FATCNQ was gradually pulled towards the eight-unit
3-hexylthiophene oligomer in chloroform, revealed that the free energy of separa-
tion when both components possess a neutral charge is only a little greater than
the thermal energy at room temperature. In stark contrast, the free energy change
when each component possesses integer charge (negative on dopant, positive on
oligomer) is roughly twelve times the thermal energy at room temperature. It was
concluded that the molecular charge distribution strongly affects aggregation in the
P3HT/FATCNQ system. In order to quantify the free energy change of separation
while accounting for quantum relaxation and dynamic charge distribution, DFT cal-
culations were performed on the dimer complex described in Chapter 3. Initially
the free energy was quantified in implicit solvent and found to be quite large as
a result of a negligible solvent contribution. Free energy perturbation simulations
were then performed to quantify the explicit solvent contribution to the free energy
of separating FATCNQ from the thiophene oligomer. Accounting for this explicit
contribution in the DFT calculations yielded a free energy change that is in excel-
lent agreement with experimental results. This study highlighted both the impact of
charge transfer on aggregation in FATCNQ-doped P3HT, and also the importance

of considering the solvent explicitly when quantifying the free energy change of a
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process related to solubility.

Collectively, this body of work provides a comprehensive study of important
physical and electronic properties of the P3HT /FATCNQ system. Structural prop-
erties of the polymer and the environment surrounding the charge transfer unit were
shown to affect charge transfer in the system. Photo-induced charge back-transfer
from dopant to polymer was found to be an infeasible mechanism for the observed
change in solubility. The stability of FATCNQ-doped P3HT was investigated and
compared to a methyl-ester substituted FATCNQ analogue. The latter was not
found to be a better candidate for doping P3HT on the grounds of dopant diffusion.
And finally, the stability of the charge transferred system was compared with that
of the charge neutral system and the free energy of to separation of polymer and
dopant was quantified.

7.2 FUTURE DIRECTIONS

While each of the studies presented in this work represents a comprehensive inves-
tigation into the property of interest, additional calculations and simulations may
provide further insight. The exception to this is the work presented in Chapter 4,
which confirmed that the mechanism of interest is not possible. In fact an entirely
different mechanism for solubility change has recently been elucidated.

7.2.1  GROUND STATE PROPERTIES OF THE P3HT /FATCNQ DIMER COMPLEX

Chapter 3 presented a study of how certain structural and environmental properties
can affect charge transfer in the P3HT /FATCNQ system. However, extending the
system beyond the dimer complex may present new and interesting properties that
are hitherto unexplored. While it seems unlikely that increasing the side chain length

47139 it would be interesting to evaluate the

will increase the accuracy of the model,
properties of a trimer or tetramer comprising stacked oligothiophenes and FATCNQ
molecules. Such a model would provide a more accurate model of a highly-doped
system. At present this may, however, be beyond the size limits of DF'T calculations.
Density functional tight-binding (DFTB) calculations may be applicable, subject to
the accuracy of the parameter files for organic semiconductors. Such calculations
could also be extended using molecular mechanics methodology in order to study

how the system charges change when modelled with explicit solvent molecules.

7.2.2  DIFFUSION IN THE P3HT /FATCNQ SYSTEM

Experimental investigation into diffusion processes within the methyl-ester-substi-
tuted FATCNQ (mFATCNQ) doped P3HT system has quantified two diffusion pro-
cesses. The first was ascribed to methyl rotation, which was accurately modelled
in this work. The second experimentally measured process is much slower, but pre-
sented a similar energy barrier to the methyl rotation. Calculations used to model

the translation of the dopant along the polymer backbone yielded an energy barrier
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that was far too high to be related to the experimental slow process, and the as-
sociated diffusion coefficient was roughly four orders of magnitude smaller than the
experimental process. It is possible that this alternative diffusion process is instead
the result of mFATCNQ rotating out of the plane of the P3HT chain, such that it
lies at 90 degrees to the direction of the chain, or due to translation between aligned
chains rather than along the chain backbone. Such processes were not modelled in
this work, as in order to obtain an accurate description of the process, hexyl chains
would need to be modelled on the oligothiophene. Unfortunately such a calcula-
tion remains beyond the realms of DFT. However, DFTB calculations may be able
to provide an approximation to the energy barrier to this dopant rotation. With
such a result it may be possible to assign the observed experimental process to
this diffusion mechanism. For an even more realistic description, quantum mechan-
ics/molecular mechanics (QM/MM) calculations could be performed, in which the
oligomer backbone and dopant are treated quantum mechanically, while the hexyl
side-chains on the oligomers are treated classically. Such calculations are likely to
provide a reasonably realistic description of the experimental system. Likewise, this
technique could be used to model a large number of classical PSHT chains around
the central backbones in the sandwich configuration, which may reduce the warping
observed when these chains were not held fixed. This would allow for more flexibility
in the quantum chains during translation of the dopant molecule, and hence a more

experimentally realistic description of the system.

Translation of both the original and substituted dopants along the oligomer
backbone resulted in very high energy barriers, and it is possible that these energy
barriers were overestimated with respect to the experimental process. The B3LYP
functional was used because the results of Chapters 3 and 4 showed that it performs
quite well for the M8/FATCNQ model system. However, it is possible that this
functional over-estimated the binding energy of the system and hence the energy
barrier to translation. '3 For comparison, these calculations could be performed with
a range-corrected functional. However, the results of Chapter 3 showed that only the
optimally tuned range-corrected functional LRC-wPBEh gave a realistic description
of the model system, with the other alternatives performing quite poorly. It would
thus be necessary to tune this functional for the sandwich system studied in Chapter

5, which would be feasible but time consuming due to the large system size.

One final way in which this study could be extended is by performing Monte-
Carlo simulations of a particle hopping along the calculated potential energy profile
for translation of each dopant. These simulations would provide important param-
eters relating to the hopping of the dopant along the polymer backbone, such as
the diffusion coefficient, in a multi-barrier system.!®¢ From this data it would be
possible to better compare the calculated and experimental results, as well as more
accurately quantify how functional group substitution affects translational diffusion

in the doped polymer system.
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7.2.3 QUANTIFYING CHARGE-TRANSFER-INDUCED SOLUBILITY CONTROL

The results of Chapter 6 provide novel insight into the free energy of separation
of dopant from polymer for two different molecular charge distributions in chloro-
form. It would be interesting to investigate how these barriers to separation change
for different solvents. For example, tetrahydrofuran is regularly used as a solvent
for P3HT. Investigating chlorobenzene would be particularly pertinent as work by
Miiller et al. indicates that this solvent elicits different stacking behaviour compared
with chloroform.2%®

In studying the energy barrier to separation, a very simplified model was used:
only one dopant molecule and one oligomer were present in the system. This quanti-
fied the free energy of separating dopant from polymer, but it is of equal interest to
quantify the free energy of separating polymer from doped polymer. These simula-
tions present only a minor extension of those already performed, in which two poly-
mer chains are stacked with the dopant adjacent to one chain. The polymer/dopant
unit could then be separated from the remaining chain. The binding energy in this
system may be challenging to quantify with DF'T due to the large system size, and
so once more QM /MM calculations could be used. QM/MM calculations have re-
cently been used to accurately quantify ligand binding energies using free energy
perturbation, and a similar methodology could be applied to this system.?' This
approach is particularly attractive as it allows for the free energy change for the sep-
aration process to be quantified using one technique, rather combining free energy
contributions from different calculations.

It appears that, barring this work, no classical MD simulations studies on F4-
TCNQ-doped P3HT have been published. A number of important properties could
be explored using this technique, including properties of the solid-phase system,
after evaporation of the solvent. Solid-state simulations of P3HT with fullerene
revealed how fullerene interacts with and disrupts interdigitation in the polymer
side chains. It has been proposed that a “weak” doping process, which occurs at low
dopant concentrations, results in the FATCNQ molecules interacting with the hexyl
chains of the polymer, rather than binding to the backbone.?* Simulations of such
a system could provide evidence for or against this assertion.
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Optimally-tuned range-corrected functionals, such as LRC-wPBEh, have demon-
strated improved performance over their non-tuned counterparts as a result of the
optimal tuning process. In this process, the system of interest is modelled with a
range of values of w. The energy difference between the HOMO of the system and
its ionization potential is evaluated for each w, and the optimal value is chosen such
that this energy difference is minimised. For a more sophisticated tuning proce-
dure, the LUMO of the system can simultaneously be compared with the electron
affinity of the system and this gap also minimised, as per Equation 3.1. Using this
procedure, the optimal value for w was found to be 0.065 bohr~! in vacuum, and
0.005 bohr™! in a dielectric medium with a dielectric constant of 3.0. The frontier
molecular orbital energies, ionization potential and electron affinity are presented in
Table A.1.

The popularity of the BSLYP functional is diminishing in the face of a new family
of optimally tuned range-corrected functionals, such as the LRC-wPBEh functional
used in Chapter 3, due to their improved performance. However, for comparison
and to evaluate the performance of B3LYP for this dispersion-bound complex, all
calculations in the work discussed in Chapter 3 were performed with both the range-
corrected functional and the B3LYP functional. Grimme’s D2 dispersion correction
was added to the latter, and will be denoted BSLYP-D. In all cases the same trends
were observed using both functionals.

Simulated absorption spectra for the BSLYP-D functional are red-shifted with

Table A.1: Parameters (in eV) obtained from tuning the LRC-wPBEh functional for
the dimer complex in vacuum and in a dielectric medium

Vacuum (w = 0.065 bohr™!) Solvent (w = 0.005 bohr™)

HOMO 5.74 5.03
IP 5.76 5.00
LUMO 3.43 3.97

EA 3.47 4.10
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Figure A.1: Normalised simulated absorption spectra for each methyl-substituted
dimer shown with the normalised simulated absorption spectrum of the
P3HT /FATCNQ film produced by Jacobs et al. Calculations performed at the
B3LYP-D/6-31G(d) level of theory.

respect to both the range-corrected results and the experimental spectrum in vacuum
(Figures A.1 and A.2). However, in solvent the two simulated spectra show very
good agreement, indicating that the range-corrected functional experiences a greater
red-shift under the influence of solvent than the hybrid functional. As discussed in
Chapter 3, this is attributed to the greater spatial extent of electron density for the
solvated LRC-wPBEh functional due to the small w value. Figure A.3 confirms that
the dielectric medium itself does not affect molecular orbital energies, rather it is
the choice of w in the solvent that causes them to change. Finally, Figure A.4 shows
the same trend as Figure 3.3 in that the addition of diffuse functions results in only
a very slight red-shift of the spectrum.

The integral equation formalised polarisable continuum model (IEFPCM) model
has been proposed to perform better than the conductor-like polarisable continuum
model (CPCM) for low dielectric constant solvents, such as the P3HT solvent im-
plicitly introduced in the work presented in Chapter 3. However, it is more compu-
tationally expensive than the CPCM model. In order to evaluate the performance
of these two solvent models, the M8 dimer was optimised in the presence of each,
at the BBLYP-D/6-31G(d) level of theory. Table A.2 shows that frontier molecular
orbital energies are largely unchanged, and the amount of charge transferred onto
FATCNQ is essentially consistent between the two. Furthermore, the simulated ab-
sorption spectra in Figure A.5 are almost identical. It was hence concluded that the
difference between the two solvent models was minimal, and due to its improved
efficiency, CPCM was chosen for the remainder of the study.

For accurate performance from an implicit solvent model, the static, €, and op-
tical, €, dielectric constants must be chosen to match the experimental values for

the solvent of interest. For organic polymers, € lies between 3 and 5. An investiga-
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Figure A.2: Simulated absorption spectra for the M8 dimer complex in vacuum
(top) and solvent (bottom) for the B3LYP-D and LRC-wPBE functionals with the
6-31G(d) basis set.
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Figure A.3: Calculated molecular orbital energies obtained using the LRC-wPBEh
functional for the M8 dimer and its isolated fragments in vacuum (left; w =

0.065 bohr™!) and in a dielectric medium with w equal to the optimal vacuum
value (right; w = 0.065 bohr™1).
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Figure A.4: Simulated absorption spectra for the M8 dimer complex obtained us-
ing the B3LYP-D functional with and without implicit solvent. In all cases the
optimised 6-31G(d) geometry was used from vacuum and implicit solvent ground
state calculations, with either the 6-31G(d) or 6-314+-G(d) basis set used in TDDFT

calculations.
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Figure A.5: Simulated absorption spectra for the M8 dimer complex, obtained using
CPCM and IEFPCM solvent models. Calculations performed at the B3LYP-D/6-

31G(d) level of theory.
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Table A.2: Frontier molecular orbital energies and CHELPG charge transfer in the
M8 dimer complex optimised in two solvent models (¢ = 3.0) using B3LYP-D/6-
31G(d)

Model HOMO (eV) LUMO (eV) Charge (e)
CPCM —4.98 -3.81 0.82
[EFPCM -4.95 -3.78 0.81

Table A.3: Charge transfer (CT) for the M8 dimer at the B3LYP-D/6-31G(d) level
of theory for a range of static dielectric constants, €

Dielectric constant CT (e)

1.0 0.65
3.0 0.82
4.0 0.86
5.0 0.89

tion was performed into the impact of static dielectric constant by optimising the
ground-state geometry of the M8 dimer with € set to 3.0, 4.0 and 5.0. Calculations
were performed at the B3LYP-D/6-31G(d) level of theory. Table A.3 shows how
increasing e increases the degree of ground-state charge transfer. While a static di-
electric constant of 4.0 and 5.0 give a greater degree of charge transfer, these values
approach the upper limit of acceptable values for organic polymers, and hence a
value of 3.0 was chosen as the most appropriate value.

The value of €., is equal to the square of the refractive index, which for regio-
regular P3HT values over a range of 1.1-2.5, giving an optical dielectric constant
somewhere between 1.2 and 6.3. In this work, a range of intermediate values, equal
to 2.0, 3.0, 4.0 and 5.0, were used to obtain simulated absorption spectra of the
M8 dimer, with € set to 3.0. Figure A.6 shows that only small differences in peak
intensities were observed when €., was increased. An intermediate value of 3.0 was
chosen for this study.
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Figure A.6: Simulated absorption spectra for the M8 dimer in a dielectric medium
(e = 3.0) obtained with various €., at the BSLYP-D/CPCM level. Arrows indicate

increasing €.



B PHOTO-INDUCED
CHARGE-TRANSFER MECHANISM

Time-dependent density functional theory (TDDFT) calculations revealed a large
number of excited states in the M8 dimer complex. Molecular orbitals and natural
transition orbitals associated with the dominant transitions may be seen in Chapter
4. For each excitation, the dominant molecular orbital transition is displayed in
Figure 4.4. The contribution percentage for each of these transitions is listed in
Table B.1.

Table B.1: Dominant molecular orbital contribution percentage for each excited
state with intensity > 0.1 a.u.

State B3LYP-D/vac. B3LYP-D/solv. LRC-wPBEh/vac. LRC-wPBEh/solv.

1 92 88 100 100
2 76 84 94 98
4 80 91 66 90
5 82 86 o8 7
7 79 94 70 82
9 46

16 o7

17 60

19 57
20 o7 o7
21 47

22 53 86 71







C MOLECULAR MOBILITY OF
FATCNQ IN P3HT SYSTEMS

Geometry optimisations were performed wherein the entire system was constrained
in its equilibrium geometry except the hydrogens on the methyl group on mF4-
TCNQ. The hydrogens were rotated through 120 degrees at 30 degree increments
and allowed to relax. The position of one hydrogen was fixed at each rotation to
prevent relaxation back into the ground-state geometry. The energies of rotation for

the two inter-chain separations are recorded in Figure C.1.
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Figure C.1: Rotation energy of the mF4TCNQ ester group for the smaller and larger
inter-chain separations.
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Figure C.2: Quadratic fit to potential energy data from FATCNQ), in order to ap-
proximate a harmonic fit to the data.



D QUANTIFYING
CHARGE-TRANSFER-INDUCED
SOLUBILITY CONTROL

All parameters used in this work to describe P3HT and FATCNQ in molecular dy-
namics simulations are listed below. Atom parameters were taken from the OPLS-
AA force field. Bond and angle parameters were taken from the OPLS-AA force
field, but the equilibrium bond lengths and angles were set to values taken from DFT
calculations at the B3LYP-D/6-31+G(d) level of theory in implicit chloroform sol-
vent (conductor-like polarisable continuum model, ¢ = 4.8). Dihedral and improper
dihedral parameters were taken from the OPLS-AA force field. For the potentials
used to describe bonded and non-bonded parameters please see Chapter 2.

When performing free energy perturbation calculations, a small A\ is required
such that good phase space overlap is achieved. The choice of ¢, is also important as
it must allow for sufficient equilibration time at each A window. A set of values for
each of these parameters were prepared, and the free energy of annihilating neutral
FATCNQ at a small and large separation from (3HT)g were quantified (Table D.11).
The difference between these two free energies was observed to decrease with both
increasing the time at each step and decreasing the step size AX. The change in
energies and energy difference was determined to be sufficiently small in going from
200,000 fs to 400,000 fs at AN = 0.05 and so the latter ¢, was chosen with a step

size of AX = 0.05 for all subsequent simulations.

Table D.1: Atom parameters for the FATCNQ molecule

Atom Atom type Mass (amu) oy (A) € (keal/mol)

1 F 18.9984 2.85 0.0607
2 CA 12.0110 3.55 0.0698
3 CA 12.0110 3.55 0.0698
4 CA 12.0110 3.55 0.0698
D CZ 12.0110 3.30 0.0657
6 NZ 14.0067 3.20 0.1693
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Figure D.1: Atoms, bonds, angles and dihedrals for the FATCNQ molecule.

Table D.2: Bond parameters for the FATCNQ molecule taken from the charged
distribution (neutral parameters shown in parentheses)

Bond Bond type  req (A) K, (kcal/mol-A?)
1 F-CA 1.35 (1.34) 1184
> CACA  137(1.36) 467.2
3 CA-CA 142 (1.45) 467.2
4 CA-CA 142 (1.39) 4672
) CA-CZ 1.17 (1.16) 647.5

Table D.3: Angle parameters for the FATCN(Q molecule taken from the charged
distribution (neutral parameters shown in parentheses)

Angle Angle type Ocq (deg.) Ky (kcal/mol-rad?)
1 FCA CA 1174 (118.4) 79.70
2 FCACA 1179 (118.8) 79.70
3 CA-CA-CA 1234 (122.9) 62.76
4 CA-CA-CA  113.3 (114.3) 62.76
5 CA-CA-CA 1234 (122.9) 62.76
6 CA-CA-CZ 123.6 (124.0) 69.73
7 CA-CZNZ  175.8 (175.6) 149.40
8 CA-CA-CZ* 112.7 (113.2) 69.73

*No parameters exist in the OPLS-AA force field for a CZ-CA-CZ angle
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Table D.4: Dihedral parameters for the FATCNQ molecule

Dihedral

Dihedral type

Coefficients (kcal/mol)

= O 00 ~J O U i~ W N =

F-CA-CA-F
F-CA-CA-CA
F-CA-CA-CA
CA-CA-CA-CA
CA-CA-CA-CA
F-CA-CA-CA
CA-CA-CA-CA
CA-CA-CA-CZ
CA-CA-CZ-NZ
CZ-CA-CZ-NZ

7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
7.220, 0.000, -7.220, 0.000, 0.000
0.000, 0.000, 0.000, 0.000, 0.000
0.000, 0.000, 0.000, 0.000, 0.000

Table D.5: Improper dihedral parameters for the FATCNQ molecule

Dihedral

Dihedral type

¢ (deg.) Coefficient (kcal/mol)

1
2
3

Z-CA-X-Y
Z-CA-X-Y
7Z-CA-X-Y

0.0 1.0958
0.0 1.0958
2.1 1.0958

Table D.6: Atom parameters for the (3HT)g molecule

Atom Atom class Mass (amu) oy (A) € (kcal/mol)
1 CA 12.0110 3.55 0.07
2 S 32.0650 3.55 0.25
3 CA 12.0110 3.55 0.07
4 CA 12.0110 3.55 0.07
5 CA 12.0110 3.55 0.07
6 HA 1.0080 2.42 0.03
7 CT 12.0110 3.55 0.07
8 CT 12.0110 3.5 0.07
9 HA 1.0080 2.42 0.03
10 HA 1.0080 2.42 0.03
11 CT 12.0110 3.50 0.066
12 CT 12.0110 3.50 0.066
13 CT 12.0110 3.50 0.066
14 CT 12.0110 3.50 0.066
15 CT 12.0110 3.50 0.066
16 CT 12.0110 3.50 0.066
17 HC 1.0080 2.50 0.03
18 HC 1.0080 2.50 0.03
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Figure D.2: Atoms, bonds, angles and dihedrals for the (3HT)g molecule.
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Table D.7: Bond parameters for the (3HT)g molecule taken from the charged dis-
tribution (neutral parameters shown in parentheses)

Bond Bond type  7q (A) K, (kcal/mol-A?)

1 CA-S 1.76 (1.76) 291.3
2 CA-CA  1.39 (1.38) 514.3
3 CA-CA 141 (1.42) 453.1
4 CA-HA  1.09 (1.09) 370.63
5 CA-CA  1.43 (1.45) 392.3
6 CA-HA  1.08 (1.08) 370.6
7 CA-CA  1.40 (1.39) 514.4
8 CA-CT 150 (1.51) 317.0
9 CT-CT 153 (1.53) 268.0
10  CT-HC  1.09 (1.09) 340.0

Table D.8: Angle parameters for the (3HT)g molecule taken from the charged dis-
tribution (neutral parameters shown in parentheses)

Angle Angle type Ocq (deg.) Ky (kcal/mol-rad?)
1 CA S CA 92.0 (92.3) 86.36
2 S CACA  110.4 (110.2) 86.36
3 CACA CA 1151 (115.1) 39.58
4 CA-CA HA  122.1 (122.0) 35.26
5 CA CA CA 1283 (129.2) 54.69
6 CA-CA-HA  128.0 (128.2) 35.26
7 CA-CA-HA  122.8 (123.0) 35.26
8 S CACA  121.2 (120.9) 41.74
9 S CAHA  120.0 (120.0) 28.79
10 CA-CA-CA  112.1 (112.4) 39.58
11 CA-CA-CT  122.8 (122.0) 70.00
12 CACACT 1250 (125.7) 70.00
13 CA-CT-CT* 114.0 (114.0) 63.00
14 CT-CT-CT* 112.7 (112.7) 58.35
15  CT CT HC* 110.7 (110.7) 37.50
16 HC CA HC* 107.8 (107.8) 33.00
17 CA-CT-HC* 109.5 (109.5) 35.00

*Default parameters from the OPLS-AA force field
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Table D.9: Dihedral parameters for the (3HT)g molecule

Dihedral Dihedral type Potential Coefficients (kcal/mol)
1 S-CA-CA-S Eq. 2.36 1.686, -0.155, -0.767,
0.885, -4.549, -1.890,
7.980, 1.099, -4.412
2 CA-CA-CA-CA Eq. 2.36 1.686, -0.155, -0.767,
0.885, -4.549, -1.890,
7.980, 1.099, -4.412
3 CA CA CAS Eq 2.36 1.686, 0.155, -0.767,
-0.885, -4.549, 1.890,
7.980, -1.099, -4.412

4 CA-CA-CT-CT Eq. 235 0.000, 0.000, 0.000, 0.000, 0.000
5 CA-CT-CT-CT Eq. 2.35 0.700, 0.350, 0.050, 0.400, 0.000
6 CT-CT-CT-CT Eq. 2.35 0.700, 0.350, 0.050, 0.400, 0.000
7 CA-CA-CT-HC Eq. 2.35  0.000, 0.000, 0.000, 0.000, 0.000
8 CA-CT-CT-HC Eq. 2.35 0.231, -0.693, 0.000, 0.924, 0.000
9 CT-CT-CT-HC Eq. 2.35 0.150, -0.405, 0.000, 0.600, 0.000
10 HC-CT-CT-HC Eq. 2.35 0.150, -0.450, 0.000, 0.600, 0.000
11 X-CA-S-X Eq. 2.37 3.625, -1.000, 2.000

12 X-CA-CA-X Eq. 2.37 3.625, -1.000, 2.000

Table D.10: Improper dihedral parameters for the (3HT)g molecule

Dihedral Dihedral type Coefficient (kcal/mol) d n
1 CA-CA-CA-CT 1.1 -1.0 2.0

Table D.11: Calculated free energies for the annihilation of neutral FATCNQ at
small (5 A) and large (30 A) separation from neutral (3HT)g

AN tx AGsman (kcal/mol)  AGiapge (kcal/mol)
0.1 200,000 38.94 35.08
0.05 200,000 35.82 34.35
0.05 400,000 34.35 33.08
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