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Abstract

This thesis addresses two limitations of the Standard Model (SM) of particle physics, namely dark matter (DM) and the origin of matter-antimatter asymmetry. Specifically, we study the Higgs portal DM models where the DM-SM interaction proceeds via a SM Higgs boson. Such models lead to a rich DM phenomenology that can be tested at collider, indirect and direct search experiments.

This thesis is composed of three parts. In the first part, we provide a brief background on the SM and follow the road that led to the Higgs boson discovery. We also present evidence for the existence of DM and motivate the observed baryon asymmetry in our universe.

In the second part of this thesis, we present results from a combined analysis of effective scalar, vector, Majorana and Dirac fermion Higgs portal DM models. For the fermion models, we include both CP-even and CP-odd terms. The parameter space of all models is constrained using the DM relic density, limits on the Higgs invisible branching ratio from the Large Hadron Collider (LHC) as well as indirect and direct DM detection experiments. In line with previous studies, we find that direct detection experiments will continue to exclude much of the model parameter space. For the CP-odd case, indirect searches are the only probe for accessing the high mass range of the theory.

We also study the scalar singlet model in light of electroweak baryogenesis (EWBG). By requiring a large scalar-SM Higgs coupling, the model can explain the observed matter-antimatter asymmetry via a strong first-order electroweak phase transition. This has important implications for EWBG that can be tested using collider, gravitational wave (GW) and direct detection signals. We find that the new scalar cannot simultaneously account for the observed DM abundance and matter-antimatter asymmetry. However, a large portion of the model parameter space can lead to a sizeable GW signal.

In the third part of this thesis, we focus on global fits. In particular, we perform a global fit of the extended scalar singlet model with a fermionic DM candidate. In this model, the new scalar mixes with the SM Higgs boson, leading to two scalar mediators. By coupling to the new scalar, a Dirac fermion field can play the role of a DM candidate. From our 7-dimensional scans of the model using only the EWBG constraint, we find that EWBG is viable in all parts of the model parameter space provided the scalar-fermion DM coupling $g_S \lesssim 5.62$. On the other hand, the combined constraints from the DM relic density, direct detection limit from the PandaX-II experiment, EWBG, electroweak precision observables
and Higgs searches at colliders place an upper limit on some of the model parameters. We also compute the GW spectra of viable points and check their detection prospects at current or future GW experiments.

Lastly, we present preliminary results from global fits of the vector and Dirac fermion Higgs portal DM models using the GAMBIT software. After motivating and outlining the benefits of using GAMBIT for global fits, we perform scans of the model parameter space using the same set of constraints, model parameter ranges, nuclear and astrophysical parameter values as our previous study. For the Dirac fermion model, we allow the scalar-pseudoscalar mixing parameter \( \xi \) to vary in our scans. We find that our preliminary results using GAMBIT are in good agreement with those obtained in our previous study. This is used to motivate a future study of these models using the GAMBIT software.
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</tr>
<tr>
<td>NFW</td>
<td>Navarro-Frenk-White profile</td>
</tr>
<tr>
<td>PT</td>
<td>Phase Transition</td>
</tr>
<tr>
<td>SD</td>
<td>Spin-Dependent</td>
</tr>
<tr>
<td>SI</td>
<td>Spin-Independent</td>
</tr>
<tr>
<td>SM</td>
<td>Standard Model</td>
</tr>
<tr>
<td>SSB</td>
<td>Spontaneous Symmetry Breaking</td>
</tr>
<tr>
<td>UV</td>
<td>UltraViolet</td>
</tr>
<tr>
<td>VEV</td>
<td>Vacuum Expectation Value</td>
</tr>
<tr>
<td>WIMPs</td>
<td>Weakly Interacting Massive Particles</td>
</tr>
<tr>
<td>WMAP</td>
<td>Wilkinson Microwave Anisotropy Probe</td>
</tr>
</tbody>
</table>
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Introduction

In this thesis, we aim to address two limitations of the Standard Model (SM) of particle physics, namely in providing a particle candidate for dark matter (DM) and an explanation for the matter-antimatter asymmetry. It is composed of three parts. In the first part, we present a pedagogical review of the SM (chapter 2), follow the road that led to the Higgs boson discovery (chapter 3), and a review on DM (chapter 4) and electroweak baryogenesis (EWBG) (chapter 5). The remaining two parts are based on the list of papers in Appendix A.

In the second part of this thesis, we study the phenomenology of effective Higgs portal DM models. In these models, the DM-SM interaction proceeds via a SM Higgs boson. In chapter 6, we perform a combined analysis of scalar, vector, Majorana and Dirac fermion Higgs portal models. For the fermion DM models, we include both CP-conserving and CP-violating interactions. We find that the parameter space of all models is constrained by the DM relic density, Higgs invisible decay as well as indirect and direct detection experiments. The CP-violating case is the least constrained scenario as it leads to weak direct detection limits. In general, two allowed regions remain, one near the Higgs resonance $m_X \sim m_h/2$, and another at higher DM masses.

In chapter 7, we test the viability and detection prospects of the scalar singlet model to facilitate EWBG and serve as a DM candidate. By studying the collider, DM and gravitational wave (GW) signals of this scenario, we find that a significant portion of the model parameter space will be accessible at future GW experiments but is beyond the reach of future collider experiments. More importantly, we find that the model cannot simultaneously explain the observed DM abundance and facilitate a strong first-order electroweak phase transition (EWPT). This leads to only two allowed regions where EWBG is viable and direct detection limits are small, namely a region close to the Higgs resonance $m_S \sim m_h/2$ and the other at $m_S > 700$ GeV. However, all the DM constraints can be avoided by requiring the new scalar $S$ to serve as a mediator between a new DM candidate and SM particles; in this case, the details of the EWPT essentially remains the same. Lastly, we study a scenario with modified cosmological history by employing
a simple model with a new energy content $\rho_N$ that redshifts faster than radiation, i.e., $\rho_N \propto a^{-n}$ where $n > 4$. This modification has significant implications for both EWBG and the observed DM abundance. However, the case of high DM abundance is severely constrained by direct detection experiments. Thus, no new parameter space opens up.

In the third part of this thesis, we focus on global fits. In chapter 8, we perform a comprehensive and up-to-date study of the extended scalar singlet model with a fermionic DM candidate. This model is a generalisation of the scalar Higgs portal model studied in chapter 6. By relaxing the assumed $Z_2$ symmetry required to ensure the stability of DM particles, the new scalar acquires a non-zero vacuum expectation value (VEV). Due to additional interaction terms, the new scalar mixes with the SM Higgs boson. In this case, the interaction eigenstates are rotated into the physical mass eigenstates $(h, H)$. The model parameter space is constrained using the Planck measured DM relic density, direct detection limit from the PandaX-II experiment, EWBG, electroweak precision observables and Higgs searches at colliders.

From our 7-dimensional scans of the model parameter space using only the EWBG constraint, we find that the model can facilitate EWBG provided the scalar-fermion DM coupling $g_S \lesssim 5.62$. On the other hand, a strong upper limit on the second scalar mass $m_H$, the fermion DM mass $m_\psi$ and $g_S$ is obtained from our global fit. We also confirm that the model can explain (at least a part of) the observed DM abundance and baryon asymmetry. From the viable points that satisfy all of the above constraints, the GW spectra from the EWPT are computed. In particular, we find that the GW spectra of viable points are often within reach of future GW experiments such as LISA, DECIGO and BBO. On the other hand, experiments such as LIGO, EPTA and SKA will be immune to such low-frequency GW signals.

In chapter 9, we present preliminary results from a global fit of the vector and Dirac fermion Higgs portal models using the GAMBIT software. After a brief discussion on the key benefits of using GAMBIT for global fits, we present our model results using the same set of parameters used in chapter 6 for a direct comparison. We also extend the analysis of the Dirac fermion model by allowing the scalar-pseudoscalar mixing parameter $\xi$ to vary in our scans. As the phenomenology of these models is strongly dependent on the SM Higgs boson mass $m_h$ (especially near the Higgs resonance), we allow $m_h$ to vary by more than $4\sigma$ from its measured value. We find that our preliminary results are in good agreement with the ones presented in chapter 6.

Lastly, we discuss various ways of improving upon the work presented in chapter 6 for the vector and fermion Higgs portal models. We outline the details for performing a more comprehensive study using the GAMBIT software. This includes a combination of results from multiple indirect and direct search experiments, inclusion of the most important nuclear, astrophysical and SM nuisance parameters, and both frequentist and Bayesian analysis (e.g., model comparison, prior sensitivity studies).
Part I

Background
Chapter 2

The Standard Model of Particle Physics

2.1 Introduction

The main goal of particle physics is to identify the fundamental constituents of matter and understand the forces acting on them. From the microscopic details, all other entities can be constructed as composites of the elementary building blocks. This involves a two-fold aspect: matter on the one hand and forces on the other. The underlying assumption is that the smallest units of matter interact in the simplest ways or there is a deep connection between the units of matter and the fundamental forces. This joint matter/force connection is perfectly illustrated in Thomson’s discovery of the electron in 1897 and Maxwell’s theory of electromagnetism which together marked the birth of modern particle physics.

In the last 100 years or so, the story of particle physics has revolved around the discovery and study of two non-electromagnetic forces, namely the weak and strong forces. In the latter quarter of the 20th century, particle physicists from all around the world identified a collection of matter units and tested the theories related to the weak and strong forces. These theories incorporated and generalised the original electron/electromagnetic-field relation in an elegant way and formed part of what is known as the Standard Model (SM) of particle physics.

The particle content of the SM is as follows. The matter units are known as fermions with spin \( s = 1/2 \). They come in two types: leptons and quarks. Both of them appear structureless at the smallest length scales that are currently probed by the highest energy colliders, e.g., the Large Hadron Collider (LHC). The leptons (meaning light) come in three generations (electron \( e^- \), muon \( \mu^- \), tau \( \tau^- \)) along with their associated neutrinos \((\nu_e, \nu_\mu, \nu_\tau)\). If they are electrically charged, they interact via both the electromagnetic and weak force, otherwise they only interact via the weak force. On the other hand, quarks are the fundamental constituents of hadrons (meaning heavy). They also come in three generations and are characterised by either being up-type (up \( u \), charm \( c \), top \( t \)) or down-
Figure 2.1: Elementary particles of the Standard Model (SM). Figure from Ref. [1].

type (down $d$, strange $s$, bottom $b$) quarks. They interact via the strong, electromagnetic and weak forces. All of the fundamental forces are mediated by an exchange of bosons with spin $s = 1$. For instance, a massless photon $\gamma$ mediates the electromagnetic force, eight massless gluons $g_i$ where $i = 1, \ldots, 8$ mediate the strong force and the massive $W^\pm / Z$ bosons mediate the weak force. In addition, the SM also contains a spin-0 particle known as the Higgs boson $h$. It is responsible for giving mass to all of the elementary particles. The full particle content of the SM is shown in Fig. 2.1.

The 1979 Nobel Prize in Physics was collectively awarded to S. Glashow, A. Salam and S. Weinberg for their contributions in unifying the electromagnetic and weak forces into the Electroweak (EW) force. It is a generalisation of the quantum theory of electromagnetism, namely Quantum Electrodynamics (QED) and the quantum theory of the strong force, namely Quantum Chromodynamics (QCD). In the SM, the three quantum field theories (QFTs) are described by gauge fields, although each one is realised in a different way.

The SM does not account for the most familiar force, namely gravity. Although all matter objects feel the effects of gravity due to their mass, the resulting effect is many orders of magnitude smaller than the weak force, at least at the length scales relevant to quarks and leptons. Despite the lingering promise of string theory and its variants as an attempt to unify quantum mechanics with general relativity (GR) into a quantum theory of gravity, it is fair to say that the vision for unification of all known forces (something that possessed A. Einstein during the later stages of his life) is still a long way away from realisation.

In this chapter, we provide a pedagogical review of the SM based on Refs. [4, 35, 36]. We start by introducing the principle of gauge invariance and describe the theories related
2.2. Gauge Invariance

We will find that the requirement of a local gauge invariance forbids mass terms for the fermions and gauge bosons. To generate particle masses, we will use the well-known Higgs mechanism. In turn, this would lead to the origin of quark mixing in the fermion sector.

2.2 Gauge Invariance

The principle of gauge invariance has played an important role in the development of QFTs in the SM. In simple terms, it specifies a procedure for promoting a global symmetry of a free model Lagrangian density $\mathcal{L}$ into a local one, i.e., dependent on space-time coordinates $x \equiv (t, x)$. This is achieved by adding new gauge fields which transform in just the right way to leave $\mathcal{L}$ invariant (or unchanged) under a local gauge transformation. The number of gauge fields required to achieve this always matches with the number of generators of the underlying symmetry group. Once the kinetic terms for the gauge fields are added, interaction terms are generated between the matter and gauge fields. As a result, a quanta of the gauge field (a boson particle) acts as a force carrier and mediates the resulting interaction.

From a theoretical point of view, the SM is a collection of QFTs based on the following local gauge symmetry

$$G_{\text{SM}} \cong SU(3)_C \otimes SU(2)_L \otimes U(1)_Y,$$

where $SU(3)_C$ is the gauge symmetry group of the strong interactions and $SU(2)_L \otimes U(1)_Y$ is the gauge symmetry group of the electroweak interactions. The symmetry group $U(1)_{\text{EM}}$ of the electromagnetic interactions is a sub-group of $SU(2)_L \otimes U(1)_Y$. It is in this sense that the electromagnetic and weak forces are unified into the electroweak force.

2.3 Quantum Electrodynamics (QED)

The marriage between Maxwell’s theory of electromagnetism and quantum mechanics led to the theory of Quantum Electrodynamics (QED). It is a remarkable theory whose predictions are in excellent agreement with experiments. Being the simplest of the three QFTs in the SM, QED is thus a good starting point.

We start with a physical system that is composed of a free Dirac fermion field $\psi$ with spin $s = 1/2$, mass $m$ and an electric charge $Q$.$^2$ The Lagrangian density for a free Dirac fermion field is

$$\mathcal{L}_\psi = \bar{\psi}(i\gamma^\mu \partial_\mu - m)\psi,$$  

2From here onwards, the electric charge $Q$ will be expressed in units of a proton charge. Thus, a proton has an electric charge of $+Qe$ where $Q = +1$ and $e = 1.602 \times 10^{-19}$ C [3].
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where \( \psi(x) \equiv \psi(x) \), \( \overline{\psi} \equiv \psi^\dagger \gamma^0 \) are the 4-component spinors and \( \gamma^\mu \) are the \( 4 \times 4 \) gamma matrices. Note that Eq. (2.2) is invariant under the following global \( U(1)_Q \) transformation

\[
\psi \rightarrow \psi' = e^{-iQ_\alpha} \psi, \tag{2.3}
\]

where \( Q_\alpha \) is a global phase and \( \alpha \) is a real, space-time independent parameter. This can be easily checked as the terms in Eq. (2.2) transform as

\[
\overline{\psi} \rightarrow \overline{\psi}' = \overline{\psi} e^{iQ_\alpha(x)}, \quad \partial_\mu \psi \rightarrow \partial_\mu \psi' = e^{-iQ_\alpha(x)} \partial_\mu \psi.
\]

To promote the global \( U(1)_Q \) symmetry of Eq. (2.2) into a local one, we require the parameter \( \alpha \) to depend on the space-time coordinates, i.e., \( \alpha \rightarrow \alpha(x) \). In this case, a local \( U(1)_Q \) transformation corresponds to

\[
\psi \rightarrow \psi' = e^{-iQ_{\alpha(x)}} \psi. \tag{2.4}
\]

Under this transformation, the Dirac fermion field \( \psi \) and its derivative transforms as

\[
\overline{\psi} \rightarrow \overline{\psi}' = \overline{\psi} e^{iQ_{\alpha(x)}} \left( \partial_\mu \psi - iQ_\alpha(x) \partial_\mu \psi \right) \tag{2.5}
\]

Due to the term \( \partial_\mu \alpha(x) \), Eq. (2.2) is not invariant under Eq. (2.4). This is exactly where the principle of gauge invariance comes into play. In particular, we can add a gauge (photon) field \( A_\mu \) which transform under Eq. (2.4) as

\[
A_\mu \rightarrow A'_\mu = A_\mu + \partial_\mu \alpha(x). \tag{2.6}
\]

In general, the most economical way of building a local gauge invariant Lagrangian is to replace the normal derivative \( \partial_\mu \) with a covariant derivative \( D_\mu \). This is known as the method of minimal substitution. In the present case, the covariant derivative is defined as

\[
D_\mu \equiv \partial_\mu + iQ A_\mu. \tag{2.7}
\]

After replacing \( \partial_\mu \) with \( D_\mu \) in Eq. (2.2), we find that

\[
D_\mu \psi \rightarrow D'_\mu \psi' = (\partial_\mu + iQ A'_\mu) \psi' = e^{-iQ_{\alpha(x)}} \left( \partial_\mu \psi - iQ_\alpha(x) \partial_\mu \psi \right) + iQ \left( A_\mu + \partial_\mu \alpha(x) \right) e^{-iQ_{\alpha(x)}} \psi = e^{-iQ_{\alpha(x)}} \partial_\mu \psi \rightarrow D_\mu \psi.
\]

Thus, \( D_\mu \psi \) transforms like \( \psi \) under Eq. (2.4). Furthermore, the terms in Eq. (2.2) with \( \partial_\mu \rightarrow D_\mu \) transform as

\[
\overline{\psi} i\gamma^\mu D_\mu \psi \rightarrow \overline{\psi' } i\gamma^\mu D'_\mu \psi' = \overline{\psi } e^{iQ_{\alpha(x)}(i\gamma^\mu e^{-iQ_{\alpha(x)}} D_\mu) \psi = \overline{\psi } i\gamma^\mu D_\mu \psi, \tag{2.8}
\]

\[
m\overline{\psi} \rightarrow m \overline{\psi}' = m \overline{\psi } e^{iQ_{\alpha(x)} \psi} = m \overline{\psi}.
\]
2.3. Quantum Electrodynamics (QED)

Figure 2.2: Feynman diagram for an interaction between a photon and two fermion fields.

To describe the dynamics of a photon field \( A_\mu \), its kinetic term must be included. A gauge invariant combination is given by

\[
\mathcal{L}_\gamma = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu},
\]

(2.8)

where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the electromagnetic-field strength tensor. Thus, we can write down the QED Lagrangian as

\[
\mathcal{L}_{\text{QED}} = \bar{\psi}(i\gamma^\mu \mathcal{D}_\mu - m)\psi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}.
\]

(2.9)

This is invariant under both the Lorentz and local \( U(1)_Q \) transformations. By comparing the QED Lagrangian against the one in Eq. (2.2), we find that

\[
\mathcal{L}_\psi \rightarrow \mathcal{L}_{\text{QED}} = \mathcal{L}_\psi + \mathcal{L}_\gamma + \mathcal{L}_{\text{int}},
\]

(2.10)

where

\[
\mathcal{L}_{\text{int}} = -\bar{Q} \psi \gamma^\mu A_\mu \psi.
\]

(2.11)

This term describes an interaction between a photon and two fermion fields. A Feynman diagram for this interaction is shown in Fig. 2.2.

According to the Noether’s theorem \([37]\), for every continuous symmetry of \( \mathcal{L} \), there is an associated conserved current \( J^\mu(x) \) such that \( \partial_\mu J^\mu(x) = 0 \). In the present case, the invariance of \( \mathcal{L}_{\text{QED}} \) under a local \( U(1)_Q \) transformation implies that the conserved 4-vector current is

\[
J^\mu_{\text{EM}} = \bar{Q} \psi \gamma^\mu \psi,
\]

(2.12)

whereas the conserved electric charge (or generator) is

\[
Q = \int d^3 x \, J^0_{\text{EM}}(x).
\]

(2.13)

Thus, the interaction Lagrangian in Eq. (2.11) can be written as

\[
\mathcal{L}_{\text{int}} = -Q \bar{\psi} \gamma^\mu A_\mu \psi = -J^\mu_{\text{EM}} A_\mu.
\]

(2.14)
An important implication of a local $U(1)_Q$ invariance of the QED Lagrangian is that a mass term for the photon field is not allowed. Under a local $U(1)_Q$ transformation, such a term would break gauge invariance as

$$\frac{1}{2}m_\gamma^2 A_\mu A^\mu \rightarrow \frac{1}{2}m_\gamma^2 A_\mu'(A'^\mu)' = \frac{1}{2}m_\gamma^2 \left(A_\mu + \partial_\mu \alpha(x)\right)\left(A^\mu + \partial^\mu \alpha(x)\right) \neq \frac{1}{2}m_\gamma^2 A_\mu A^\mu.$$  

This might sound strange as the photon is a massless particle. However, the same argument holds for the $W^\pm$ and $Z$ bosons in the electroweak theory where they are known to be massive. Thus, a new mechanism is required to generate the gauge boson masses in a gauge invariant manner. This is of course the well-known Higgs mechanism.

### 2.4 Quantum Chromodynamics (QCD)

The quantum theory of strong interactions is known as Quantum Chromodynamics (QCD). Just like QED, it has successfully passed many experimental tests. It is based on a local colour transformation. The associated gauge symmetry group is the non-Abelian Lie group $SU(3)_C$ where $C$ stands for colour. The $SU(3)_C$ group contains 8 gluon fields corresponding to the 8 generators of the $SU(3)_C$ group.

The construction of a local $SU(3)_C$ invariant QCD Lagrangian is similar to the QED case. Once again, we start with the principle of gauge invariance and make the minimal substitution $\partial_\mu \rightarrow D_\mu$. However, in contrast to the QED case, the $SU(3)_C$ group is non-Abelian. As a result, the covariant derivative for the $SU(3)_C$ group is defined as

$$D_\mu \equiv \partial_\mu - igt_a G^a_\mu,$$  

where $G^a_\mu$ for $a = 1, \ldots, 8$ are the 8 gluon fields, $\alpha_s \equiv g^2/4\pi$ is the strong coupling constant and $t_a \equiv \lambda_a/2$ are the 8 generators of the $SU(3)_C$ group. The $\lambda_a$’s are a set of linearly independent $3 \times 3$ Gell-Mann matrices.

After adding the kinetic terms for the 8 gluon fields, we can write down a local $SU(3)_C$ invariant QCD Lagrangian as

$$\mathcal{L}_{\text{QCD}} = \sum_f \bar{q}_f(i\gamma^\mu D_\mu - m_f)q_f - \frac{1}{4}G^{a\mu\nu}_\mu G^a_\mu,$$  

where the sum runs over the 6 quark types (or flavours). The non-Abelian field strength tensor is given by

$$G^{a\mu\nu}_\mu = \partial_\mu G^a_\nu - \partial_\nu G^a_\mu + g f^{abc} G^b_\mu G^c_\nu,$$  

where $f^{abc}$ for $a, b, c = 1, \ldots, 8$ are the structure constants of the $SU(3)_C$ group. They are related to the group generators $t_a$ by

$$[t_a, t_b] \equiv t_at_b - t_bt_a = if^{abc} t_c.$$  

---

3In group theory, this corresponds to non-commuting generators of the group, i.e., if $A$ and $B$ are the two generators of such a group, then $[A, B] \equiv AB - BA \neq 0$. In QED, there is only 1 generator, namely the electric charge $Q$ which commutes with itself, thus $U(1)_Q$ is an Abelian group.
2.5 The Electroweak (EW) theory

The Electroweak (EW) theory provides a unified description of the electromagnetic and weak interactions. It is also known as the Glashow-Weinberg-Salam (GWS) theory.

The gauge group for the EW theory is a direct product of two groups

\[ G_{\text{EW}} = SU(2)_L \otimes U(1)_Y, \]  

The replacement \( \partial_\mu \rightarrow D_\mu \) in Eq. (2.16) also generates the following interaction term

\[ \mathcal{L}_{\text{int}} = g \sum_f \overline{q}_f \gamma_\mu t_a G^a_\mu q_f. \]  

This term describes an interaction between a gluon and two quark fields. A Feynman diagram for this interaction is shown in Fig. 2.3.

It is interesting to expand out the kinetic term for the gluon fields as

\[-\frac{1}{4} G^{a}_{\mu \nu} G^{a}_{\mu \nu} = \frac{1}{4} (\partial_\mu G^a_\nu - \partial_\nu G^a_\mu)^2 - 8 f^{abc} \partial^{\mu} G^a_\mu G^b_\nu G^c_\nu - \frac{1}{4} g^2 f^{abc} f^{ade} G^\mu_b G^\nu_c G^\mu_d G^\nu_e.\]

The first term is analogous to a kinetic term for the photon field \( A_\mu \), although for 8 gluon fields. However, the second and third terms arise as a consequence of the non-Abelian nature of the \( SU(3)_C \) group. They describe the self-interaction of three and four gluon fields respectively. A Feynman diagram for this interaction is shown in Fig. 2.4. This makes QCD much more interesting and phenomenologically challenging than QED.

\[ \sum_{f} \overline{q}_f \gamma_\mu t_a G^a_\mu q_f. \]
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converted Fermi’s theory into the modern electroweak theory occurred roughly around that year. Discovery of P and CP violation as well as the discovery of neutrino oscillation and neutrino mass are weaved into this tapestry as integral parts of weak interaction physics and its history.

Early history: Weak interactions up to 1972

The story of weak interactions starts with Henri Becquerel’s discovery of radioactivity in 1896 and its subsequent classification into alpha, beta and gamma decays of the nucleus by Ernest Rutherford and others. But the real understanding of beta-decay in the sense we know it now came only after Enrico Fermi invented a physical mechanism for the beta-decay process in 1934.

The basic ingredient for Fermi’s theory had been provided by Wolfgang Pauli. To solve the puzzle of the continuous energy spectrum of the electrons emitted in the beta-decay of the nuclei, Pauli had suggested that along with the electron, an almost massless neutral particle also was emitted. Fermi succeeded in incorporating Pauli’s suggestion and thus was born the theory of weak interactions. Fermi also named the particle as neutrino.

Drawing an analogy with electromagnetic interaction which at the quantum level is the emission of a photon by an electron, Fermi pictured the weak interaction responsible for the beta-decay of the neutron as the emission of an electron-neutrino pair, the neutron converting itself into a proton in the process. (Fig 1)

By initiating Quantum Electrodynamics Dirac had laid the foundation for Quantum Field Theory (QFT) in 1927. Within a few years Fermi made the first nontrivial application of QFT to weak interactions in which material particles are created. Either because of the neutrino which most people at that time did not believe in, or because of QFT which most people did not understand at that time or because of both,

where $SU(2)_L$ acts on the weak isospin $T$ and $U(1)_Y$ acts on the weak hypercharge $Y$. For the direct product representation in Eq. (2.20), we can write down a covariant derivative that acts on a matter field with weak isospin $1/2$ and weak hypercharge $Y$ as

$$D_\mu \equiv \partial_\mu + i g \frac{1}{2} \tau_a W_\mu^a + i g' \frac{1}{2} Y B_\mu,$$  

(2.21)

where $\tau_a$ are the $2 \times 2$ Pauli spin matrices, $W_\mu^a$ and $B_\mu$ are the gauge fields of the $SU(2)_L$ and $U(1)_Y$ group respectively. The parameters $g$ and $g'$ are two independent couplings of the EW theory.

Before writing down the EW Lagrangian, we take a step back and motivate the need for unification of the electromagnetic and weak forces.

2.5.1 The Fermi theory of weak interactions

The first QFT of weak interactions was proposed by E. Fermi in 1934 to describe the nuclear $\beta$-decays [38]. Nowadays, it provides a low-energy effective field theory (EFT) description of the full EW theory.

At the quantum level, the electromagnetic interaction between two protons occur via a photon exchange. By drawing an analogy from this process, Fermi pictured the $\beta$-decay of a neutron as a production of a proton and an electron-neutrino pair. This is shown in Fig. 2.5.

In Fermi’s theory of weak interactions, the interaction Lagrangian for a neutron $\beta$-decay is

$$\mathcal{L}_F = \frac{G_F}{\sqrt{2}} (\bar{p} n \bar{\nu} e + \bar{n} p \bar{\nu} e),$$  

(2.22)

where the particle symbols $p$, $n$, $e$ and $\nu$ represent the corresponding field operators. The strength of the weak interaction is characterised by the dimensionful Fermi coupling [3]

$$G_F = 1.1663787 \times 10^{-5} \text{ GeV}^{-2}.$$  

(2.23)
2.5. The Electroweak (EW) theory

Due to the smallness of the Fermi coupling, the weak interactions are considered as weak. The two terms in Eq. (2.22) lead to a neutron and proton decay as

\[ n \rightarrow p + e^- + \bar{\nu}_e, \quad p \rightarrow n + e^+ + \nu_e. \quad (2.24) \]

Although, protons do not decay in free space as they are lighter than neutrons, such decays can occur when nuclei are involved. These two processes describe all nuclear $\beta$-decays.

The Fermi theory stood the test of time despite many amendments which were successfully incorporated into the theory. However, it was later realised that it could not be the full theory. Thus, it had to be ultraviolet (UV) completed. This can be illustrated by considering the following muon-neutrino interaction

\[ \bar{\nu}_\mu + \mu^- \rightarrow \bar{\nu}_e + e^- . \quad (2.25) \]

In the Fermi theory, this process is described by a four-point contact interaction as shown in the left panel of Fig. 2.6. The scattering cross-section has the following form

\[ \sigma \propto G_F^2 E^2, \quad (2.26) \]

where $G_F$ is the Fermi coupling and $E$ is the centre-of-mass (c.o.m.) energy. Clearly, the cross-section grows with the interaction energy, i.e., the theory is ultraviolet divergent. However, from the partial wave analysis, the total cross-section is \[39\]

\[ \sigma = \int \frac{d\sigma}{d\Omega} d\Omega = \frac{4\pi}{k^2} \sum_{l=0}^{\infty} (2l + 1) \sin^2 \delta_l, \quad (2.27) \]

where $k$ is the c.o.m. momentum, $\delta_l$ is the scattering phase shift and $l$ is the corresponding angular momentum. As $\sin^2 \delta_l \leq 1$, we get

\[ \sigma \leq \frac{4\pi}{k^2} (2l + 1) \quad (2.28) \]

for any given value of $l$. Thus, the scattering cross-section is expected to decrease with the c.o.m. momentum/energy. This statement is in contradiction with Eq. (2.26). Thus, the Fermi theory violates unitarity.
The unitarity violation in weak interactions can be removed by introducing the $W^\pm/Z$ bosons. This equates to a UV-completion of the Fermi theory by the electroweak theory. As a result, the process in Eq. (2.25) can be described by an exchange of a $W^-$ boson. This process is shown in the right panel of Fig. 2.6.

2.5.2 Parity violation and $V − A$ currents

The laws of physics were originally thought to be the same under a parity transformation

\[ t \rightarrow t' = t, \quad x \rightarrow x' = -x, \quad y \rightarrow y' = -y, \quad z \rightarrow z' = -z. \]  (2.29)

It was known that parity conservation holds in classical Newtonian gravity, electromagnetism and strong interactions. However, in 1956, T. D. Lee and C. N. Yang suggested that weak interactions might violate parity. They subsequently suggested experiments where parity violation could be tested in the weak interactions. This lead C. S. Wu and her collaborators to conduct a famous experiment using cooled $^{60}$Co atoms \[40].

The experimental setup used by C. S. Wu was as follows. The $^{60}$Co atoms were cooled down to 0.01 K such that the interaction between the magnetic moments of the nuclei and the magnetic field could overcome the tendency to thermal disorder. The nuclear spins were aligned parallel to the direction of the magnetic field. The polarised $^{60}$Co atoms decay to an excited state of $^{60}$Ni via the following $\beta$-decay process

\[ ^{60}\text{Co} \rightarrow ^{60}\text{Ni}^* + e^- + \bar{\nu}_e. \]  (2.30)

In the weak interactions, parity violation was established by observing a forward-backward decay asymmetry, i.e., fewer electrons were emitted in the forward hemisphere than in the backward hemisphere with respect to the spin of the decaying nuclei. This is illustrated in Fig. 2.7. Under a parity transformation, particle’s momenta $p$ is reversed, whereas its orbital angular momenta $L = r \times p$ (and by analogy, their spin angular momenta $S$) remains the same. In the rest frame of the decaying nuclei, the effect would be a reversal of the electron’s velocity while leaving the nuclear spins unchanged. Parity invariance would require the rates of the two processes to be equal, i.e., an equal number of electrons emitted in the forward and backward hemispheres with respect to the nuclear spins. This was in contradiction with what was observed. In fact, the effect was so large that the parity was said to be maximally violated.

The fact that weak interactions violated parity meant that a new Lagrangian was required for the EW theory. The QED and QCD currents are both vector-like ($\propto \overline{\psi} \gamma_\mu \psi$) which conserve parity. Thus, a linear combination of the vector ($V$) and axial-vector ($A$) current was required. Experimentally, the form of the parity-violating current was fixed to be $V − A$. Thus, the EW Lagrangian contains a product of the form $\gamma_\mu(1 − \gamma_5)$.

To unify the weak and electromagnetic forces, their currents must be of the same form. Due to the $V − A$ nature of the weak current, the matrix $1 − \gamma_5$ can be absorbed into the
2.5. The Electroweak (EW) theory

The action of the matrix $1 - \gamma_5$ on a Dirac spinor $\psi$ is to split it into its left- and right-handed chiral modes. For massless particles, chirality is the same as helicity.\(^4\)

We can define two projection operators which project out the left- and right-handed components of a Dirac spinor as

$$\mathcal{P}_\pm = \frac{1 \pm \gamma^5}{2}. \quad (2.31)$$

Thus, we can write

$$\psi = \psi_L + \psi_R = (\mathcal{P}_- + \mathcal{P}_+)\psi, \quad \overline{\psi} = \overline{\psi}_L + \overline{\psi}_R = \overline{\psi}(\mathcal{P}_+ + \mathcal{P}_-). \quad (2.32)$$

Using the properties of the $\gamma_5$ matrix, one can easily check that the projection operators satisfy the following relations

$$\mathcal{P}_\pm^2 = \mathcal{P}_\pm, \quad \mathcal{P}_+\mathcal{P}_- = 0, \quad \mathcal{P}_\pm^\dagger = \mathcal{P}_\pm. \quad (2.33)$$

Using the above relations, we can see that the vector current $\overline{\psi}\gamma^\mu\psi$ preserves chirality. On the other hand, the mass term $m\overline{\psi}\psi$ mixes states of different chirality as

$$m\overline{\psi}\psi = m\overline{\psi}((\mathcal{P}_+ + \mathcal{P}_-)(\mathcal{P}_+ + \mathcal{P}_+)\psi = m\overline{\psi}(\mathcal{P}_+\mathcal{P}_+ + \mathcal{P}_-\mathcal{P}_-)\psi = m(\overline{\psi}_L\psi_R + \overline{\psi}_R\psi_L).$$

By absorbing the $(1 - \gamma^5)/2$ term into the definition of a Dirac fermion spinor, the weak currents look like vector currents but only involving left-handed particles. In contrast, QED involves both left- and right-handed particles.

\(^4\)Helicity refers to the projection of a particle spin $s$ along its momentum $p$. A left- (right-)handed helicity state has its spin aligned opposite (parallel) to the direction of motion.
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In complete analogy with a proton $p$ and neutron $n$ which forms a 2-component isospin $I$ eigenstate of a nucleon, we can construct weak $SU(2)_L$ doublets that contain left-handed spinor fields as

$$\begin{pmatrix} v_e \\ e \end{pmatrix}_L, \begin{pmatrix} u \\ d \end{pmatrix}_L.$$  

(2.34)

Using this construction, the weak $SU(2)_L$ current can be written as

$$J_i^\mu = \frac{1}{2} \left( \bar{v}_e \gamma^\mu e \right)_L \tau_i \begin{pmatrix} v_e \\ e \end{pmatrix}_L,$$  

(2.35)

where $\tau$’s are the Pauli spin matrices. The third current ($i = 3$) is known as the neutral current since it does not change the charge of the particles involved in the interaction. It is given by

$$J_3^\mu = \frac{1}{2} \left( \bar{v}_e \gamma^\mu \tau_3 e \right)_L.$$  

(2.36)

On the other hand, the electromagnetic current for an electron $e$ is

$$J_{EM}^\mu = Q \bar{e} \gamma^\mu e = Q(\bar{e}_L \gamma^\mu e_L + \bar{e}_R \gamma^\mu e_R),$$  

(2.37)

where $Q$ is the electromagnetic charge operator. As mentioned earlier, $J_{EM}^\mu$ is invariant under local $U(1)_Q$ transformations. However, it is not invariant under local $SU(2)_L$ transformations. This is so because Eq. (2.37) contains $e_L$ instead of the $SU(2)_L$ doublet. To solve this problem, we can construct an $SU(2)_L$ invariant $U(1)_Y$ current as

$$J_Y^\mu = Y_L \left( \bar{v}_e \gamma^\mu e \right)_L + Y_R \bar{e}_R \gamma^\mu e_R,$$  

(2.38)

where the hypercharges $Y_L$ and $Y_R$ are the conserved charge operators associated with the $U(1)_Y$ symmetry. The crucial point here is that the hypercharges differ for the left- and right-handed fields.

By inspection, we can see that the current $J_Y^\mu$ is some linear combination of the weak neutral and electromagnetic currents in Eqs. (2.36) and (2.37) respectively. This implies that the hypercharge $Y$ is related to the electromagnetic charge $Q$ and the third component of the weak isospin $T_3$. We can obtain the exact relation by writing $J_{EM}^\mu$ as a linear combination of $J_3^\mu$ and $J_Y^\mu/2$.$^5$ Noting that the third Pauli spin matrix $\tau_3$ is

$$\tau_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  

$^5$The factor of 1/2 is included by convention.
The Electroweak (EW) theory

Table 2.1: Weak quantum numbers of quarks and leptons. Here $U \in (u, c, t)$, $D \in (d, s, b)$ and $l \in (e, \mu, \tau)$.

<table>
<thead>
<tr>
<th></th>
<th>$T$</th>
<th>$T_3$</th>
<th>$Q$</th>
<th>$Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_L$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$2/3$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>$D_L$</td>
<td>$1/2$</td>
<td>$-1/2$</td>
<td>$-1/3$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>$U_R$</td>
<td>$0$</td>
<td>$0$</td>
<td>$2/3$</td>
<td>$4/3$</td>
</tr>
<tr>
<td>$D_R$</td>
<td>$0$</td>
<td>$0$</td>
<td>$-1/3$</td>
<td>$-2/3$</td>
</tr>
<tr>
<td>$(\nu)_L$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$0$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$(\nu)_R$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$l_R^-$</td>
<td>$0$</td>
<td>$0$</td>
<td>$-1$</td>
<td>$-2$</td>
</tr>
</tbody>
</table>

By matching the coefficient of like terms on both sides, we find that

$$Y_R = 2Q, \quad Y_L = 2Q + 1.$$  \hspace{1cm} (2.39)

For the left- and right-handed fields, the third component of the weak isospin is

$$T_3(e_R) = 0, \quad T_3((\nu_e)_L) = +1/2, \quad T_3(e_L) = -1/2.$$  \hspace{1cm} (2.40)

Using the above results, we arrive at the following relation

$$Y = 2(Q - T_3).$$  \hspace{1cm} (2.41)

Using this relation, we can compute the weak quantum numbers of quarks and leptons. The result is summarised in Table 2.1.

### 2.5.4 The Electroweak Lagrangian

We start by defining the $SU(2)_L$ doublets containing the left-handed fields as

$$L_L = \begin{pmatrix} \nu_l \\ l \end{pmatrix}_L, \quad Q_L = \begin{pmatrix} U_L \\ D_L \end{pmatrix}_L,$$  \hspace{1cm} (2.42)

where $l = (e, \mu, \tau)$, $U = (u, c, t)$ and $D = (d, s, b)$. After including the kinetic terms for the gauge fields, the EW Lagrangian can be written as

$$\mathcal{L}_{\text{EW}} = \sum_{l=e,\mu,\tau} \bar{L}_L i \gamma^\mu D_\mu \nu_l + \bar{l} R i \gamma^\mu D_\mu l_R + (\bar{\nu}_e) R i \gamma^\mu D_\mu (\nu_e) R - \frac{1}{4} W_{\mu\nu} W^{\mu\nu}$$

$$+ \sum_{D=d, s, b} \bar{D} L i \gamma^\mu D_\mu D_L + \bar{D} R i \gamma^\mu D_\mu U_R + \bar{D} R i \gamma^\mu D_\mu D_R - \frac{1}{4} B_{\mu\nu} B^{\mu\nu}.$$  \hspace{1cm} (2.43)
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where

\[ W_{\mu\nu} = \partial_\mu W_\nu - \partial_\nu W_\mu - ig \left[ W_\mu, W_\nu \right], \quad B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu, \]

are the \( SU(2)_L \) and \( U(1)_Y \) field strength tensors respectively.

In analogy with QED, a mass term for the gauge fields is forbidden by the local \( SU(2)_L \otimes U(1)_Y \) invariance of Eq. (2.42). However, it is known that the mediators of the weak force, namely the \( W^\pm \) and \( Z \) bosons, are massive. Thus, a new mechanism is required to generate the gauge boson masses in a gauge invariant way. In the SM, this is achieved by the well-known Higgs mechanism.

The Higgs mechanism relies on the concept of spontaneous symmetry breaking (SSB) as discussed in Appendix B. In the SM, the EW symmetry is broken when a scalar field acquires a non-zero vacuum expectation value (VEV). Once a vacuum state is chosen and the matter fields are expanded around the VEV, the vacuum state no longer respects the symmetries of the original Lagrangian. This way of obtaining an asymmetric ground state from a Lagrangian that respects a local gauge symmetry is the reason why the symmetry is broken spontaneously. As a result, the physical particle spectrum not only contains the massive gauge bosons and fermions but also a Higgs boson particle, a quantum of the Higgs field.

\section{2.6 The Higgs mechanism}

The Higgs mechanism was developed in 1964 by three independent groups: R. Brout and F. Englert \[41\]; P. Higgs \[42–44\]; and G. Guralnik, C. R. Hagen and T. Kibble \[45,46\].

To break the local \( SU(2)_L \otimes U(1)_Y \) gauge symmetry of the EW Lagrangian, we follow the ingredients of the Higgs mechanism \[4\].

1. Add an isospin Higgs doublet

\[ \Phi = \begin{pmatrix} \phi_+ \\ \phi_0 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} \chi_1 + i \chi_2 \\ \phi + i \chi_3 \end{pmatrix}, \]

(2.44)

To retain all the symmetries of the Lagrangian, we can only add \( SU(2)_L \otimes U(1)_Y \) multiplets. Here we have added a left-handed doublet with a weak isospin \( T = 1/2 \). The electrical charges of the upper and lower components are chosen to ensure that the hypercharge \( Y \) is equal to +1. The weak quantum numbers for the components of the Higgs doublet are summarised in Table 2.2.

2. Add a potential \( V(\Phi) \) for the scalar field which spontaneously breaks the \( SU(2)_L \otimes U(1)_Y \) symmetry

\[ V(\Phi) = \mu^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2, \]

(2.45)

where \( \mu^2 < 0 \) and \( \lambda > 0 \). The part of the Lagrangian involving the scalar field is

\[ \mathcal{L}_{\text{scalar}} = (D_\mu \Phi)^\dagger (D^\mu \Phi) - V(\Phi^\dagger, \Phi), \]

(2.46)
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<table>
<thead>
<tr>
<th></th>
<th>( T )</th>
<th>( T_3 )</th>
<th>( Q )</th>
<th>( Y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_+ )</td>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \phi_0 )</td>
<td>1/2</td>
<td>-1/2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.2: Weak quantum numbers for the components of the Higgs doublet.

where

\[
\mathcal{D}_\mu = \partial_\mu + i g \frac{1}{2} \tau^a W^a_\mu + i g' \frac{1}{2} Y B_\mu \tag{2.47}
\]

is the covariant derivative for the \( SU(2)_L \otimes U(1)_Y \) gauge group.

3. Choose a vacuum configuration. Any choice for the vacuum state that breaks the symmetry will generate a mass term for the corresponding gauge boson of the underlying symmetry group. In the present case, we choose the vacuum configuration in the unitary gauge as

\[
\Phi = \Phi_0 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} \tag{2.48}
\]

where \( h \) is the physical SM Higgs field. The above configuration is electrically neutral as \( T = 1/2, T_3 = -1/2 \) and with \( Y = +1 \), Eq. (2.40) gives \( Q = 0 \).

It is easy to check that the vacuum state in Eq. (2.48) breaks the \( SU(2)_L \otimes U(1)_Y \) symmetry while leaving the \( U(1)_{EM} \) symmetry unbroken. By invariance, we mean

\[
e^{i\alpha Z} \Phi_0 = \Phi_0,
\]

where \( Z \) is the associated rotation. Under infinitesimal rotations, we get

\[
(1 + i\alpha Z)\Phi_0 = \Phi_0 \implies Z\Phi_0 = 0.
\]

For the \( SU(2)_L \) and \( U(1)_Y \) groups, this condition gives

\[
SU(2)_L: \quad \tau_1 \Phi_0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} v + h \\ 0 \end{pmatrix} \neq 0,
\]

\[
\tau_2 \Phi_0 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} = -\frac{i}{\sqrt{2}} \begin{pmatrix} v + h \\ 0 \end{pmatrix} \neq 0,
\]

\[
\tau_3 \Phi_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} = -\frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} \neq 0,
\]

\[
U(1)_Y: \quad Y \Phi_0 = Y \Phi_0 \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} = +\frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} \neq 0.
\]

Thus, all 4 gauge bosons (\( W^1_\mu, W^2_\mu, W^3_\mu, B_\mu \)) acquire mass via the Higgs mechanism. The \( W^1_\mu \) and \( W^2_\mu \) fields mix with each other to form the charged \( W^+ \) and \( W^- \) bosons, whereas the \( W^3_\mu \) and \( B_\mu \) fields mix to form the neutral \( Z \) boson and photon \( \gamma \).
When computing the masses of the physical eigenstates, we find that one of the combination remains massless, namely the photon field $A_{\mu}$. This is true as the vacuum state $\Phi_0$ respects the $U(1)_{\text{EM}}$ symmetry

$$U(1)_{\text{EM}} : \mathcal{Q}\Phi_0 = \frac{1}{2}(T_3 + Y)\Phi_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h \end{pmatrix} = 0.$$ 

Thus, it is not a surprise that the vacuum state in Eq. (2.48) respects a local $U(1)_{\text{EM}}$ transformation

$$\Phi_0 \rightarrow \Phi'_0 = e^{-i\Phi_0\mathcal{Q}(x)}\Phi_0 = \Phi_0.$$

### 2.6.1 Gauge boson masses

We start by studying the scalar Lagrangian in Eq. (2.46). After expanding the potential around the VEV and using the relation $\mu^2 = -\lambda v^2$, we get

$$V(h) = -\frac{1}{2}\lambda v^2(v + h)^2 + \frac{1}{4}\lambda(v + h)^4 = \lambda v^2 h^2 - \frac{1}{4}\lambda v^4 + \lambda v h^3 + \frac{1}{4}\lambda h^4. \quad (2.49)$$

The first term represents a mass term for the Higgs field $h$, namely

$$m_h = \sqrt{2\lambda v^2} = \sqrt{-2\mu^2} > 0. \quad (2.50)$$

Although the Higgs VEV $v$ is known as $v = (\sqrt{2}G_F)^{-1/2} = 246.22$ GeV, the Higgs quartic coupling $\lambda$ is a free parameter. Thus, the Higgs boson mass is not predicted by the SM. The last two terms in Eq. (2.49) represent cubic and quartic self-interactions between the Higgs bosons. A Feynman diagram for the self-interactions is shown in Fig. 2.8.

To compute the gauge boson masses, we expand the covariant derivative in Eq. (2.47) as

$$\mathcal{D}_{\mu} = \partial_{\mu} + \frac{i}{2} \begin{pmatrix} gW^3_{\mu} + g'Y B_{\mu} & g(W^1_{\mu} - iW^2_{\mu}) \\ g(W^1_{\mu} + iW^2_{\mu}) & -gW^3_{\mu} + g'Y B_{\mu} \end{pmatrix} = \partial_{\mu} + \frac{i}{2} W^\mu_{\mu}.$$
where $W_\mu^\dagger = W_\mu$. With $Y = +1$, we get

$$D_\mu \Phi = \frac{1}{\sqrt{2}} \left( \partial_\mu + i \frac{e}{2} W_\mu \right) \left( 0 \ v + h \right) = \frac{1}{\sqrt{2}} \left( 0 \partial_\mu h \right) + \frac{i}{2\sqrt{2}} W_\mu \left( 0 \ v + h \right),$$

$$\left( D^\mu \Phi \right)^\dagger \left[ \frac{1}{\sqrt{2}} \left( \partial_\mu + i \frac{e}{2} W_\mu \right) \left( 0 \ v + h \right) \right]^\dagger = \frac{1}{\sqrt{2}} \left( 0 \partial_\mu h \right) - \frac{i}{2\sqrt{2}} \left( 0 \ v + h \right) W_\mu.$$  

Thus, the kinetic term expands to

$$\left( D^\mu \Phi \right)^\dagger \left( D^\nu \Phi \right) = \frac{1}{2}(\partial_\mu h)^2 + \frac{i}{4} \left( 0 \partial_\mu h \right) W_\mu \left( 0 \ v + h \right) - \frac{i}{4} \left( 0 \ v + h \right) W_\mu \left( 0 \partial_\mu h \right)$$

$$+ \frac{1}{8} \left( 0 \ v + h \right) W_\mu W_\mu \left( 0 \ v + h \right).$$

Now, we can make use of the following matrix multiplication property

$$(0 \ x) \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} 0 \\ y \end{pmatrix} = x A_{22} y.$$  

Using this property, the kinetic term simplifies to (ignoring terms of the form $\partial_\mu h(v + h)$)

$$\left( D^\mu \Phi \right)^\dagger \left( D^\nu \Phi \right) = \frac{1}{2}(\partial_\mu h)^2 + \frac{1}{8}(v + h)^2 \left[ W_\mu W_\mu \right]_{22},$$

where $\left[ W_\mu W_\mu \right]_{22}$ refers to the $(2, 2)$ component of $W_\mu W_\mu$. To simplify notation, we can define the charged $W_\mu^\pm$ fields as

$$W_\mu^\pm \equiv \frac{1}{\sqrt{2}}(W_\mu^1 \mp i W_\mu^2).$$  

Thus, the elements of the $W_\mu$ matrix are

$$W_\mu = \begin{pmatrix} g W_\mu^3 + g' B_\mu & \sqrt{2} g W_\mu^- \\ \sqrt{2} g W_\mu^+ & -g W_\mu^3 + g' B_\mu \end{pmatrix}.$$  

The final expression for the kinetic term is

$$\left( D^\mu \Phi \right)^\dagger \left( D^\nu \Phi \right) = \frac{1}{2}(\partial_\mu h)^2 + \frac{1}{8}(v + h)^2 \left[ 2g^2 W_\mu^-(W_\mu^+)^* + (g W_\mu^3 - g' B_\mu)^2 \right].$$  

(2.52)

Since $W_\mu^+ = (W_\mu^-)^\dagger$, the above expression contains a mass term for 3 gauge boson fields, namely $W^+$, $W^-$ and a combination of the vector fields $(g W_\mu^3 - g' B_\mu)$. The mass of the $W^\pm$ boson is

$$m_{W^\pm} = \frac{1}{\sqrt{2}} v g.$$  

(2.53)

The neutral boson $Z_\mu$ and the photon $A_\mu$ fields can be defined as

$$Z_\mu \equiv \frac{1}{\sqrt{g^2 + g'^2}}(g W_\mu^3 - g' B_\mu), \quad A_\mu \equiv \frac{1}{\sqrt{g^2 + g'^2}}(g' W_\mu^3 + g B_\mu).$$  

(2.54)
Thus, the last term in Eq. (2.52) expands to
\[
\frac{1}{8}v^2(g W_3^3 - g' B_\mu)^2 = \frac{1}{8}v^2(g^2 + g'^2)Z_\mu Z^\mu.
\]
This corresponds to a mass term for the $Z$ boson, namely
\[
m_Z = \frac{1}{2}v\sqrt{g^2 + g'^2}.
\] (2.55)

With no mass term for the photon field $A_\mu$ in Eq. (2.52), we get
\[
m_\gamma = 0.
\] (2.56)

The remaining terms in Eq. (2.52) describe the cubic and quartic interactions between the Higgs and gauge bosons. These are shown by the Feynman diagrams in Fig. 2.9.

### 2.6.2 The Weinberg angle

It is convenient to re-write the expressions for the $Z_\mu$ and $A_\mu$ fields as
\[
\begin{pmatrix}
Z_\mu \\
A_\mu
\end{pmatrix} = \begin{pmatrix}
\cos \theta_W & -\sin \theta_W \\
\sin \theta_W & \cos \theta_W
\end{pmatrix} \begin{pmatrix}
W_3^\mu \\
B_\mu
\end{pmatrix},
\] (2.57)

where $\theta_W$ is the Weinberg angle. It describes the mixing between the $W_3^\mu$ and $B_\mu$ fields, which together form the physical $Z$ boson and the photon. It is related to the parameters $g$ and $g'$ by the following relation
\[
\cos \theta_W = \frac{g}{\sqrt{g^2 + g'^2}}.
\] (2.58)
Thus, the $W^\pm$ and $Z$ boson masses are related to each other by

$$\frac{m_{W^\pm}}{m_Z} = \frac{g}{\sqrt{g^2 + g'^2}} = \cos \theta_W. \quad (2.59)$$

As $g$ and $g'$ are free parameters, the SM makes no prediction for $m_{W^\pm}$ and $m_Z$. The experimentally measured values for the gauge boson masses are [3]

$$m_{W^\pm} = 80.385 \pm 0.015 \text{ GeV}, \quad m_Z = 91.1876 \pm 0.0021 \text{ GeV}. \quad (2.60)$$

Thus, the Weinberg angle at tree-level is

$$\theta_W \simeq 28.17^\circ. \quad (2.61)$$

### 2.6.3 Interactions in mass eigenstate basis

Up until now, we have written down the EW Lagrangian in terms of $W_1^\mu$, $W_2^\mu$, $W_3^\mu$ and $B_\mu$ fields, i.e., fields defined in the weak eigenstate basis. After electroweak symmetry breaking (EWSB), we generated mass terms that contained a linear combination of fields defined in the weak eigenstate basis. Instead, the physical $W^\pm$ and $Z$ bosons were defined in the mass eigenstate basis as they propagate in a given particle physics experiment.

To study the type of interactions in the mass eigenstate basis, we can start by writing down the covariant derivative as

$$D_\mu = \partial_\mu + ig \sum_{a=1}^3 T_a W_\mu^a + ig' \frac{1}{2} Y B_\mu. \quad (2.62)$$

where $T_a$ for $a = 1, 2, 3$ are the components of the weak isospin $T$. They are related to the Pauli matrices $\tau_a$ by $T_a = \tau_a/2$. Using Eq. (2.51), we can write

$$W_\mu^1 = \frac{1}{\sqrt{2}} \left( W_\mu^+ + W_\mu^- \right), \quad W_\mu^2 = \frac{i}{\sqrt{2}} \left( W_\mu^+ - W_\mu^- \right)$$

such that

$$T_1 W_\mu^1 + T_2 W_\mu^2 = \frac{T_1}{\sqrt{2}} \left( W_\mu^+ + W_\mu^- \right) + \frac{i T_2}{\sqrt{2}} \left( W_\mu^+ - W_\mu^- \right)$$

$$= \frac{1}{\sqrt{2}} \left[ W_\mu^+ (T_1 + iT_2) + W_\mu^- (T_1 - iT_2) \right]$$

$$= \frac{1}{\sqrt{2}} \left( W_\mu^+ T_+ + W_\mu^- T_- \right),$$

where $T_+$ and $T_-$ are the raising and lowering operators of the $SU(2)_L$ group respectively.

With the $Z_\mu$ and $A_\mu$ fields defined in Eq. (2.54), we can write

$$W_\mu^3 = \frac{1}{\sqrt{g^2 + g'^2}} (g Z_\mu + g' A_\mu), \quad B_\mu = \frac{1}{\sqrt{g^2 + g'^2}} (g A_\mu - g' Z_\mu)$$
such that
\[ igT_3 W_3^\mu + ig' \frac{1}{2} Y B_\mu = \frac{ig}{\sqrt{g^2 + g'^2}} T_3 (g Z_\mu + g' A_\mu) + \frac{ig'}{2\sqrt{g^2 + g'^2}} Y (g A_\mu - g' Z_\mu) \]
\[ = \frac{i}{\sqrt{g^2 + g'^2}} Z_\mu \left( g^2 T_3 - g'^2 \frac{Y}{2} \right) + \frac{ig'}{\sqrt{g^2 + g'^2}} A_\mu \left( T_3 + \frac{Y}{2} \right). \]

Using Eq. (2.40), the last term in brackets is just the electric charge \( Q \), namely
\[ Q = T_3 + \frac{Y}{2}. \]

As \( Q \) is expressed in units of an electron charge \( e \), it can be related to the parameters \( g \) and \( g' \) by
\[ e = \frac{gg'}{\sqrt{g^2 + g'^2}}. \] (2.63)

Using the relation \( Y = 2(Q - T_3) \) in Eq. (2.40), we can write
\[ \frac{i}{\sqrt{g^2 + g'^2}} Z_\mu \left( g^2 T_3 - g'^2 \frac{Y}{2} \right) = \frac{i}{\sqrt{g^2 + g'^2}} Z_\mu \left[ (g^2 + g'^2) T_3 - g'^2 Q \right]. \]

Using Eq. (2.58), we can write
\[ \sqrt{g^2 + g'^2} = \frac{g}{\cos \theta_W}. \]

Finally, the covariant derivative expands to
\[ D_\mu = \partial_\mu + ig \left( T_1 W_1^\mu + T_2 W_2^\mu + T_3 W_3^\mu \right) + ig' \frac{1}{2} Y B_\mu \]
\[ = \partial_\mu + \frac{ig}{\sqrt{2}} \left( W_\mu^+ T_+ + W_\mu^- T_- \right) + \frac{ig}{\cos \theta_W} Z_\mu (T_3 - Q \sin^2 \theta_W) + iQ e A_\mu. \]

Now, we can explicitly write down the expressions for the fermion fields in Eq. (2.42). For the first generation of quarks and leptons, say \( l = e, U = u \) and \( D = d \), we get
\[
\mathcal{L}_{\text{EW}} \supset \left( \bar{\nu}_e \bar{\tau} \right) L i \gamma^\mu D_\mu \left( \nu_e e \right)_L + \bar{e} \gamma^\mu D_\mu e_R + (\bar{\nu}_e)_R i \gamma^\mu D_\mu (\nu_e)_R \\
+ \left( \bar{u} \bar{d} \right) L i \gamma^\mu D_\mu \left( u d \right)_L + u_R \gamma^\mu D_\mu u_R + \bar{d} R i \gamma^\mu D_\mu d_R \\
= \left( \bar{\nu}_e \bar{\tau} \right) L i \gamma^\mu \partial_\mu \left( \nu_e e \right)_L + \bar{e} \gamma^\mu \partial_\mu e_R + (\bar{\nu}_e)_R i \gamma^\mu \partial_\mu (\nu_e)_R \\
+ \left( \bar{u} \bar{d} \right) L i \gamma^\mu \partial_\mu \left( u d \right)_L + u_R \gamma^\mu \partial_\mu u_R + \bar{d} R i \gamma^\mu \partial_\mu d_R \\
- \frac{g}{\sqrt{2}} \left[ W_\mu^+(J^+)^\mu + W_\mu^-(J^-)^\mu \right] - \frac{g}{\cos \theta_W} Z_\mu J_\mu^L - e A_\mu J_\mu^{\text{EM}}. 
\]
2.7 Fermion masses

Table 2.3: Coupling strength between the first generation of quarks/leptons and neutral Z boson.

<table>
<thead>
<tr>
<th></th>
<th>$T^f_3$</th>
<th>$Q_f$</th>
<th>$g_L$</th>
<th>$g_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\nu_e)_L$</td>
<td>$+\frac{1}{2}$</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
<td>0</td>
</tr>
<tr>
<td>$(\nu_e)_R$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$e_L$</td>
<td>$-\frac{1}{2}$</td>
<td>$-1$</td>
<td>$-\frac{1}{2} + \sin^2 \theta_W$</td>
<td>0</td>
</tr>
<tr>
<td>$e_R$</td>
<td>0</td>
<td>$-1$</td>
<td>0</td>
<td>$+ \sin^2 \theta_W$</td>
</tr>
<tr>
<td>$u_L$</td>
<td>$+\frac{1}{2}$</td>
<td>$+\frac{2}{3}$</td>
<td>$\frac{1}{2} - \frac{2}{3} \sin^2 \theta_W$</td>
<td>0</td>
</tr>
<tr>
<td>$u_R$</td>
<td>0</td>
<td>$+\frac{2}{3}$</td>
<td>0</td>
<td>$- \frac{2}{3} \sin^2 \theta_W$</td>
</tr>
<tr>
<td>$d_L$</td>
<td>$-\frac{1}{2}$</td>
<td>$-\frac{2}{3}$</td>
<td>$-\frac{1}{2} + \frac{1}{3} \sin^2 \theta_W$</td>
<td>0</td>
</tr>
<tr>
<td>$d_R$</td>
<td>0</td>
<td>$-\frac{1}{3}$</td>
<td>0</td>
<td>$+ \frac{1}{3} \sin^2 \theta_W$</td>
</tr>
</tbody>
</table>

where the vector currents are given by

\[
(J^+)^\mu = (\bar{\nu}_e)_{L} \gamma^{\mu} e_L + \bar{u}_L \gamma^{\mu} d_L, \quad J^\mu_Z = \sum_{f=e,c} g^f_L \bar{L}_L f_L + g^f_R \bar{R}_R f_R,
\]

\[
(J^-)^\mu = \bar{\nu}_e \gamma^{\mu} (\nu_e)_L + \bar{d}_L \gamma^{\mu} u_L, \quad J_{EM}^\mu = -\bar{e}_L \gamma^{\mu} e + \frac{2}{3} \bar{u}_R \gamma^{\mu} u - \frac{1}{3} \bar{d}_R \gamma^{\mu} d.
\]

Note that the electromagnetic current $J_{EM}^\mu$ agrees with Eq. (2.12). The couplings $g^f_L$ and $g^f_R$ are given by

\[
g^f_L = T^f_3 - Q_f \sin^2 \theta_W, \quad g^f_R = -Q_f \sin^2 \theta_W.
\]

Using these relations, we can calculate the coupling strength between the Z boson and left-/right-handed fermion fields. These are tabulated in Table 2.3.

### 2.7 Fermion masses

The mass term for a fermion field is

\[
m_{\psi} \psi \bar{\psi} = m_{\psi} (\bar{\psi}_R + \bar{\psi}_L) (\psi_L + \psi_R) = m_{\psi} (\bar{\psi}_R \psi_L + \bar{\psi}_L \psi_R).
\]

(2.64)

Such a term is not allowed by a local $SU(2)_L \otimes U(1)_Y$ invariance as the left-handed fields form a part of the isospin doublet, whereas the right-handed fields are isospin singlets. Under the $SU(2)_L \otimes U(1)_Y$ symmetry, they transform as

\[
\psi_L \rightarrow \psi_L' = \psi_L e^{i W^\mu_T a + i a Y}, \quad \psi_R \rightarrow \psi_R' = \psi_R e^{i a Y}.
\]

Thus, a fermion mass term is not invariant under all local $SU(2)_L \otimes U(1)_Y$ transformations.

For a fermion mass term to be gauge invariant, it must be a singlet under local $SU(2)_L$ and $U(1)_Y$ transformations. This can be achieved by using the definition of the Higgs
The Standard Model of Particle Physics

doublet. In particular, one can show that the Higgs field has exactly the right quantum numbers to form an $SU(2)_L$ and $U(1)_Y$ singlet. The gauge invariant mass term for a fermion field is

$$\mathcal{L}_{\text{fermion-mass}} = -\lambda_\psi \left[ \bar{\psi}_L \Phi \psi_R + \bar{\psi}_R \Phi^\dagger \psi_L \right],$$

(2.65)

where $\lambda_\psi$ is the fermion Yukawa coupling. After expanding the Higgs doublet, we will see that this expression not only generates a mass term for the fermion field but also an interaction term for the Higgs boson and fermion fields.

### 2.7.1 Lepton masses

The lepton fields form a part of the isospin doublet

$$L_l = \begin{pmatrix} \nu_l \\ l \end{pmatrix}_L,$$

where $l \in (e, \mu, \tau)$. The lepton mass term in Eq. (2.65) expands to

$$\mathcal{L}_{\text{lepton-masses}} = -\sum_{l=e, \mu, \tau} \frac{\lambda_l}{\sqrt{2}} \left( \bar{\nu}_l \left( \begin{array}{c} 0 \\ l \end{array} \right)_L + \bar{\nu}_R \left( \begin{array}{c} 0 \\ l \end{array} \right) \right) + \bar{\nu}_L \left( \begin{array}{c} 0 \\ l \end{array} \right)_R + \bar{\nu}_R \left( \begin{array}{c} 0 \\ l \end{array} \right) \right),$$

(2.66)

The first term in the above expression represents a mass term for the lepton $l$, namely

$$m_l = \frac{\lambda_l v}{\sqrt{2}}.$$

The second term represents an interaction between the Higgs boson and two lepton fields. A Feynman diagram for this interaction is shown in Fig. 2.10.
2.8. Origin of the quark mixing

It is conventional to express the Yukawa coupling as

$$\lambda_i = \sqrt{2} \frac{m_i}{v}. \quad (2.67)$$

Thus, the Higgs field couples more strongly to the heavier leptons. As the Yukawa coupling $\lambda_i$ is a free parameter, the lepton masses are not predicted by the Higgs mechanism.

2.7.2 Quark masses

Notice that the fermion mass term in Eq. (2.65) only generates mass for the down-type quarks ($d, s, b$). To generate mass for the up-type quarks ($u, c, t$), another term is required in the Lagrangian. Luckily, such a term can be constructed using the definition of the Higgs doublet. For the up-type quarks, the mass term has the form

$$\mathcal{L}_{\text{up-type}} = \lambda_f \overline{\psi}_L \Phi^c \phi_R + h.c., \quad (2.68)$$

where $h.c.$ is a shorthand for the Hermitian conjugate and

$$\Phi^c = -i\tau_2 \Phi^* = -\frac{1}{\sqrt{2}} \begin{pmatrix} v + h \\ 0 \end{pmatrix}. $$

Thus, a mass term for the up- and down-type quarks is (ignoring the $h.c.$ term)

- **down-type**: $\lambda_d \left( \overline{u} \begin{pmatrix} d \\ 0 \end{pmatrix} \right)_L \Phi d_R = \lambda_d \left( \overline{u} \begin{pmatrix} d \\ 0 \end{pmatrix} \right)_L \begin{pmatrix} 0 \\ v \end{pmatrix} d_R = \lambda_d v \overline{d}_L d_R.$

- **up-type**: $\lambda_u \left( \overline{u} \begin{pmatrix} d \\ 0 \end{pmatrix} \right)_L \Phi^c u_R = \lambda_u \left( \overline{u} \begin{pmatrix} d \\ 0 \end{pmatrix} \right)_L \begin{pmatrix} v \\ 0 \end{pmatrix} u_R = \lambda_u v \overline{u}_L u_R.$

However, this does not explain the full story. If we look at these terms in more detail, we find that one can construct more fermion mass-type terms in the Lagrangian that does not have an easy interpretation. Getting rid of these terms lead us to the origin of quark mixing in the fermion sector.

2.8 Origin of the quark mixing

We begin by discussing the consequences of allowing all possible quark ‘mass-like’ terms, and studying the links between the Yukawa couplings and quark mixing in the SM, i.e., the difference between mass and interaction eigenstates.

The spinor fields $\psi$ for the three fermion generations can be written in five interaction representations, see Table 2.4. In this notation, $Q^I_L(3, 2, +1/3)$ describes an $SU(3)_C$ triplet and an $SU(2)_L$ doublet with hypercharge $Y = +1/3$. The superscript $I$ denotes that the fermion field is expressed in the interaction eigenstate basis. The subscript $i$ runs over the
three generations (or families) of quarks/leptons. Explicitly, \( Q_{Li}^{L} (3, 2, +1/3) \) is a shorthand for

\[
Q_{Li}^{L} (3, 2, +1/3) \in \left\{ \begin{pmatrix} u_g^l & u_r^l & u_b^l \\ d_g^l & d_r^l & d_b^l \end{pmatrix}, \begin{pmatrix} c_g^l & c_r^l & c_b^l \\ s_g^l & s_r^l & s_b^l \end{pmatrix}, \begin{pmatrix} t_g^l & t_r^l & t_b^l \end{pmatrix} \right\},
\]

where \( g, r, b \) are the three possible quark colours.

Earlier, we saw that the Higgs doublet \( \Phi \) can be used to construct mass terms for the fermion fields. For the up- and down-type fermions, we can write (ignoring the h.c. term)

\[
\mathcal{L}_{\text{quarks}} = -\Lambda_{\text{down}} \bar{\psi}_L \psi_R - \Lambda_{\text{up}} \bar{\psi}_L \Phi^c \psi_R
\]

\[
= -\Lambda_{\text{down}} \frac{v}{\sqrt{2}} \bar{d}^l d^l - \Lambda_{\text{up}} \frac{v}{\sqrt{2}} \bar{u}^l u^l
\]

\[
= -m_d \bar{d}^l d^l - m_u \bar{u}^l u^l,
\]

where the interaction strength between the Higgs boson and fermions, the so-called Yukawa couplings, have again been added. All of this sounds straightforward. However, there are additional complications. In the most general realisations, the \( \Lambda \)'s are matrices. As we will see below, this leads to a mixing between different flavours. Ignoring the h.c. term again, the expression for the fermion mass term is

\[
- \mathcal{L}_{\text{Yukawa}} = Y_{ij} \bar{\psi}_L \psi_R = Y_{ij}^d \bar{Q}_{Li}^T \Phi d_{Rj}^l + Y_{ij}^u \bar{Q}_{Li}^T \Phi^c u_{Rj}^l + Y_{ij}^l \bar{L}_{Li}^T \Phi l_{Rj}^l. \tag{2.69}
\]

The matrices \( Y_{ij}^d, Y_{ij}^u \) and \( Y_{ij}^l \) are arbitrary complex matrices which connect the flavour eigenstates. As terms such as \( Y_{uc} \) and \( Y_{us} \) will also appear, they do not have an easy interpretation.

We can expand out the \( Y_{ij}^d \bar{Q}_{Li}^T \Phi d_{Rj}^l \) term in Eq. (2.69) as

\[
Y_{ij}^d \bar{Q}_{Li}^T \Phi d_{Rj}^l = Y_{ij}^d \text{ (up-type down-type)}^{T}_{iL} (\phi_+^l) (\phi_0) \text{ (down-type)}^{T}_{Rj}
\]

\[
= \begin{pmatrix}
Y_{11} \bar{(u \ d)}_{L} \phi_+^l & Y_{12} \bar{(u \ d)}_{L} \phi_+^l & Y_{13} \bar{(u \ d)}_{L} \phi_+^l \\
Y_{21} \bar{(c \ s)}_{L} \phi_+^l & Y_{22} \bar{(c \ s)}_{L} \phi_+^l & Y_{23} \bar{(c \ s)}_{L} \phi_+^l \\
Y_{31} \bar{(t \ b)}_{L} \phi_+^l & Y_{32} \bar{(t \ b)}_{L} \phi_+^l & Y_{33} \bar{(u \ d)}_{L} \phi_+^l
\end{pmatrix}
\]

\[
\begin{pmatrix}
\phi_+^R \\
\phi_0^R \\
\phi_0^R
\end{pmatrix}.
\]

After EWSB, we get

\[
- \mathcal{L}_{\text{Yukawa}} = Y_{ij}^d \bar{Q}_{Li}^T \Phi d_{Rj}^l + Y_{ij}^u \bar{Q}_{Li}^T \Phi^c u_{Rj}^l
\]

\[
= Y_{ij}^d \bar{d}_{Rj}^l \frac{v}{\sqrt{2}} \bar{d}_{Rj}^l + Y_{ij}^u \bar{u}_{Rj}^l \frac{v}{\sqrt{2}} u_{Rj}^l + \ldots
\]

\[
= M_{ij}^d \bar{d}_{Rj}^l d_{Rj}^l + M_{ij}^u \bar{u}_{Rj}^l u_{Rj}^l + \ldots,
\]
2.8. Origin of the quark mixing

<table>
<thead>
<tr>
<th>General spinor field</th>
<th>$\Psi^I$ (color, weak isospin, hypercharge)</th>
</tr>
</thead>
<tbody>
<tr>
<td>left-handed quarks</td>
<td>$Q^I_L(3, 2, +1/3)$</td>
</tr>
<tr>
<td>right-handed up-type quarks</td>
<td>$u^I_R(3, 1, +4/3)$</td>
</tr>
<tr>
<td>right-handed down-type quarks</td>
<td>$d^I_R(3, 1, +1/3)$</td>
</tr>
<tr>
<td>left-handed leptons</td>
<td>$L^I_L(1, 2, -1)$</td>
</tr>
<tr>
<td>right-handed leptons</td>
<td>$L^I_R(1, 1, -2)$</td>
</tr>
</tbody>
</table>

Table 2.4: Spinor fields for the three fermion generations in five interaction representations.

where we have omitted the Higgs-quark interaction terms. Note that the $d$’s and $u$’s in the above expression still represent the three down-type and up-type quarks respectively, so the mixed terms are still present.

To obtain the mass eigenstates, we must diagonalise the matrices $M^d$ and $M^u$. This is achieved using two unitary matrices $V^d$ and $V^u$ such that

$$M^d_{\text{diag}} = V^d_L M^d_{ij} V^d_R^{\dagger}, \quad M^u_{\text{diag}} = V^u_L M^u_{ij} V^u_R^{\dagger}.$$  

Using the requirement that the matrices $V$ are unitary ($V^d_L V^d_R = 1$), we get (leaving out the h.c. terms from the Lagrangian)

$$-\mathcal{L}_{\text{quarks}}^{\text{Yukawa}} = d^I_{Li} M^d_{ij} d^I_{Rj} + u^I_{Li} M^u_{ij} u^I_{Rj} + \ldots$$  

$$= d^I_{Li} \bar{L}_i^L M^d_{ij} V^d_R^{\dagger} d^I_{Rj} + u^I_{Li} \bar{L}_i^L M^u_{ij} V^u_R^{\dagger} u^I_{Rj} + \ldots$$  

$$= \bar{L}_i^L (M^d_{ij})_{\text{diag}} d^I_{Rj} + \bar{L}_i^L (M^u_{ij})_{\text{diag}} u^I_{Rj} + \ldots,$$

where the matrices $V$ have been absorbed in the quark states in the last line. Now, the up- and down-type quarks are no longer the interaction states $u^I$ and $d^I$ but are simply $u$ and $d$ quarks in the mass eigenstate basis, namely

$$d_{Li} = (V^d_L)_{ij} d^I_{Lj}, \quad d_{Ri} = (V^d_R)_{ij} d^I_{Rj},$$  

$$u_{Li} = (V^u_L)_{ij} u^I_{Lj}, \quad u_{Ri} = (V^u_R)_{ij} u^I_{Rj}.$$  

2.8.1 The Cabibbo-Kobayashi-Maskawa (CKM) matrix

The combination of matrices $(V^u_L V^d_R)_{ij}$, a unitary $3 \times 3$ matrix, is known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix ($V_{\text{CKM}}$) [47]. The weak eigenstates (states produced from $W$ decay) are not the same as the mass eigenstates. Instead, they are different mixtures of the mass eigenstates.

The CKM matrix is a 3-dimensional generalisation of the Cabibbo theory used to describe only two quark generations [48]. In the Cabibbo theory, the objects which couple to an up quark via charged current interactions are a superposition of down-type quarks

$$d^I = V_{ud} d + V_{us} s.$$  

(2.72)
This can be written as
\[ d^I = \cos \theta_C d + \sin \theta_C s, \tag{2.73} \]
where \( \theta_C \) is the Cabibbo angle. However, when the charm quark was discovered in 1974, it was found that the down and strange quark could also decay to either up or charm quark. This led to two sets of equations
\[
\begin{pmatrix}
    d^I \\
    s^I
\end{pmatrix} = \begin{pmatrix}
    V_{ud} & V_{us} \\
    V_{cd} & V_{cs}
\end{pmatrix} \begin{pmatrix}
    d \\
    s
\end{pmatrix} = \begin{pmatrix}
    \cos \theta_C & \sin \theta_C \\
    -\sin \theta_C & \cos \theta_C
\end{pmatrix} \begin{pmatrix}
    d \\
    s
\end{pmatrix}. \tag{2.74}
\]

The term \( |V_{ij}|^2 \) represents the probability of a quark flavour \( i \) decaying into a quark flavour \( j \). Using the currently accepted values for \( |V_{us}| \) and \( |V_{ud}| \) [3], the Cabibbo angle is
\[
\tan \theta_C = \frac{|V_{us}|}{|V_{ud}|} = \frac{0.22506}{0.97434} \implies \theta_C = 13.01^\circ. \tag{2.75}
\]

The generalisation of the Cabibbo theory to three quark generations corresponds to the CKM matrix. By convention, the interaction and mass eigenstates are equal for the up-type quarks, whereas for the down-type quarks, they are chosen to be rotated. In going from interaction to mass eigenstate basis, we can write
\[
u^I_i = u_i, \quad d^I_i = V_{CKM} d_j,
\]
or more explicitly,
\[
\begin{pmatrix}
    d^I \\
    s^I \\
    b^I
\end{pmatrix} = \begin{pmatrix}
    V_{ud} & V_{us} & V_{ub} \\
    V_{cd} & V_{cs} & V_{cb} \\
    V_{td} & V_{ts} & V_{tb}
\end{pmatrix} \begin{pmatrix}
    d \\
    s \\
    b
\end{pmatrix}. \tag{2.76}
\]

From this definition of \( V_{CKM} \), it follows that the transition from a down-type quark to an up-type quark is described by \( V_{ud} \), whereas the transition from an up-type quark to a down-type quark is described by \( V_{ud}^\dagger \).

It is useful to count the number of parameters in the CKM matrix that appear in experiments and thus are physically important [35]. For a complex \( F \times F \) matrix where \( F \) is the number of families, there are \( 2F^2 \) parameters in total. As \( V_{CKM} \) is a unitary matrix, we get \( F^2 \) constraints from the following condition
\[
(V_{CKM}^\dagger V_{CKM})_{nm} = \delta_{nm}.
\]
Thus, we get \( F^2 \) real parameters. As the relative phase of quark fields is impossible to observe, there are \( 2F - 1 \) relative phases. Hence, the total number of observable parameters are
\[
F^2 - (2F - 1) = (F - 1)^2 = \frac{F(F - 1)}{2} + \frac{(F - 1)(F - 2)}{2},
\]
where \( F(F - 1)/2 \) parameters are real and known as Euler angles. The remaining \( (F - 1)(F - 2)/2 \) parameters are complex phases which results in CP violation [49, 50].
fact that CP violation in the CKM matrix arises only when $F \geq 3$ was one of the early motivations behind extending the number of families in the quark model.

To parametrise the CKM matrix, we require four independent parameters. Many parameterisations have been proposed but the three most common ones are as follows.

1. **KM parametrisation**: The original parameterisation of the CKM matrix by Kobayashi and Maskawa used three Euler angles $(\theta_1, \theta_2, \theta_3)$ and a CP-violating phase $\delta$. Denoting the cosines and sines of the angles by $c_i$ and $s_i$ respectively, we can write

$$V_{\text{CKM}} = \begin{pmatrix}
    c_1 & -s_1c_3 & -s_1s_3 \\
    s_1c_2 & c_1c_2c_3 - s_2s_3ei\delta & c_1c_2s_3 + s_2c_3e^{i\delta} \\
    s_1s_2 & c_1s_2c_3 + c_2s_3e^{i\delta} & c_1s_2s_3 - c_2c_3e^{i\delta}
\end{pmatrix}.$$ (2.77)

2. **Standard parametrisation**: A standard parameterisation of the CKM matrix uses three Euler angles $(\theta_{12}, \theta_{23}, \theta_{13})$ and one CP-violating phase $\delta_{13}$. Couplings between the quark generation $i$ and $j$ vanish if $\theta_{ij} = 0$. Denoting the cosines and sines of the angles by $c_{ij}$ and $s_{ij}$ respectively, we can write

$$V_{\text{CKM}} = \begin{pmatrix}
    1 & 0 & 0 \\
    0 & c_{23} & s_{23} \\
    0 & -s_{23} & c_{23}
\end{pmatrix} \begin{pmatrix}
    c_{13} & 0 & s_{13}e^{-i\delta_{13}} \\
    0 & 1 & 0 \\
    -s_{13}e^{i\delta_{13}} & 0 & c_{13}
\end{pmatrix} \begin{pmatrix}
    c_{12} & s_{12} & 0 \\
    -s_{12} & c_{12} & 0 \\
    0 & 0 & 1
\end{pmatrix}
= \begin{pmatrix}
    c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta_{13}} \\
    -s_{12}c_{23} - s_{13}s_{23}e^{i\delta_{13}} & c_{12}c_{23} - s_{13}s_{23}e^{i\delta_{13}} & s_{23}c_{13} \\
    s_{12}s_{23} - c_{13}s_{23}e^{i\delta_{13}} & -c_{12}s_{23} - s_{13}s_{23}e^{i\delta_{13}} & c_{23}c_{13}
\end{pmatrix}. \tag{2.78}

The currently accepted values for the standard parameters are [3]

$$\theta_{12} = 13.04 \pm 0.05^\circ, \quad \theta_{13} = 0.201 \pm 0.011^\circ,$$
$$\theta_{23} = 2.38 \pm 0.06^\circ, \quad \delta_{13} = 1.20 \pm 0.08 \text{ rad}.$$

3. **Wolfenstein parametrisation**: A third parametrisation of the CKM matrix was introduced by L. Wolfenstein and involves four parameters $\lambda$, $A$, $\rho$ and $\eta$ [51]. These parameters have the property that they are all of $O(1)$. They are related to the standard parametrisation by [3]

$$\lambda = s_{12} = \frac{|V_{us}|}{\sqrt{|V_{ud}|^2 + |V_{us}|^2}}, \quad A = s_{23} = \lambda \frac{V_{cb}}{V_{ub}},$$
$$A\lambda^2 (\rho + i\eta) = s_{13}e^{i\delta} = V_{ub}^* = \frac{A\lambda^3(\rho + i\eta)\sqrt{1 - A^2\lambda^2}}{\sqrt{1 - \lambda^2} \left[ 1 - A^2\lambda^2(\rho + i\eta) \right]}.$$ (2.79)

These relations ensure that $\bar{\rho} + i\bar{\eta} = -(V_{ud}V_{us}^*)/(V_{cb}V_{ub}^*)$ is independent of the phase convention. In addition, when the CKM matrix is written in terms of $\lambda$, $A$, $\bar{\rho}$ and $\bar{\eta}$,
The Standard Model of Particle Physics

Figure 2.11: The unitary triangle in the Wolfenstein parameterisation. Figure from Ref. [3].

it remains unitary to all orders in $\lambda$. We can write $V_{\text{CKM}}$ to $O(\lambda^4)$ either in terms of $\bar{\rho}$ and $\bar{\eta}$, or more traditionally as

$$V_{\text{CKM}} = \begin{pmatrix} 1 - \lambda^2 / 2 & \lambda & A\lambda^3(\rho - i\eta) \\ -\lambda & 1 - \lambda^2 / 2 & A\lambda^2 \\ A\lambda^3(1 - \rho - i\eta) & -A\lambda^2 & 1 \end{pmatrix} + O(\lambda^4). \quad (2.80)$$

By measuring $\rho - i\eta$, the CP violation in the SM can be measured.

The CKM matrix elements are fundamental parameters of the SM, so their precise determination is important. The unitarity of the CKM matrix acts as a strong constraint on new physics

$$\sum_i V_{ij}V_{ik}^* = \delta_{jk}, \quad \sum_j V_{ij}V_{kj}^* = \delta_{ik}. \quad (2.81)$$

Thus, there are six vanishing combinations (three for the rows and three for the columns). Each can be represented as triangles in a complex plane. Some of these triangles are obtained by taking scalar products of the neighbouring rows or columns which are nearly degenerate. The most commonly used unitary triangle arises from

$$V_{ud}V_{ub}^* + V_{cd}V_{cb}^* + V_{td}V_{tb}^* = 0. \quad (2.82)$$

In the above expression, the best known elements are $V_{cd}$ and $V_{cb}$. After dividing the above expression by $V_{cd}V_{cb}^*$, we get

$$\frac{V_{ud}V_{ub}^*}{V_{cd}V_{cb}^*} + 1 + \frac{V_{td}V_{tb}^*}{V_{cd}V_{cb}^*} = 0. \quad (2.83)$$

The resulting unitarity triangle is shown in Fig. 2.11. Its vertices are exactly at $(0, 0)$, $(1, 0)$ and $(\bar{\rho}, \bar{\eta})$ due to the definition in Eq. (2.79). An important goal of flavour physics is to constrain the CKM matrix elements. Many measurements can be conveniently displayed and compared in the $(\bar{\rho}, \bar{\eta})$ plane to reveal if there are any departures from the unitary condition, i.e., any source of new physics.
The CKM matrix elements can be determined more precisely using a global fit of all available measurements and imposing the unitarity condition in all three generations. The fit must also use theory predictions for the hadronic matrix elements which often have significant uncertainties. Several approaches can be used to combine the experimental data. For instance, **CKMFitter** [52] uses frequentist statistics, whereas **UTfit** [53, 54] uses the Bayesian approach. Both of these approaches give similar results. The fit for the Wolfenstein parameters give [3]

\[ \lambda = 0.22506 \pm 0.00050, \quad A = 0.811 \pm 0.026, \]
\[ \rho = 0.124^{+0.019}_{-0.018}, \quad \eta = 0.356 \pm 0.011. \]

The magnitudes of all nine CKM elements are [3]

\[
V_{\text{CKM}} = \begin{pmatrix}
0.97434^{+0.00011}_{-0.000012} & 0.22506 \pm 0.00050 & 0.00357 \pm 0.00015 \\
0.22492 \pm 0.00050 & 0.97351 \pm 0.00013 & 0.0411 \pm 0.00013 \\
0.00875^{+0.00032}_{-0.00003} & 0.0403 \pm 0.0013 & 0.99915 \pm 0.00005
\end{pmatrix}.
\] (2.84)

In Fig. 2.12, we show constraints on the \((\bar{p}, \bar{f})\) plane from various measurements and a global fit. The shaded regions are at 95% C.L. and overlaps consistently around the global fit region.

In principle, a matrix similar to the CKM matrix must also exist for leptons. In contrast to quarks, the charged leptons \((e, \mu, \tau)\) are chosen to be the mass eigenstates, whereas a
rotation between the interaction and mass eigenstates occur in the neutrino sector. The resulting mixing matrix is known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [55]. It was recently used to solve the solar neutrino problem [3].
Chapter 3

Road to the Higgs boson discovery

3.1 Introduction

In the SM, the Higgs mechanism offers a simple and economical solution to the problem of electroweak symmetry breaking (EWSB). By introducing a pair of complex scalar fields with a non-trivial potential and suitable interaction terms with all matter fields, it achieves the main goal of generating mass for both the weak force carriers and all elementary fermions. In addition, it introduces a new spin-0 particle known as the Higgs boson $h$ to the particle content of the SM.

In 2012, the ATLAS [10] and CMS [56] experiments at the LHC found strong evidence for the existence of a SM-like Higgs boson with a mass around 125-127 GeV. This discovery was marked as a key milestone in the history of particle physics.

In this chapter, we follow the road that led to the Higgs boson discovery in 2012 [4,7,57]. We start by imposing various theoretical constraints on the Higgs boson mass. Using the details outlined in chapter 2, we compute the Higgs decay branching ratios as a function of its mass. These are used to determine the primary search channels for Higgs mass exclusion at the LEP and Tevatron experiments along with its discovery at the LHC.

3.2 Theoretical constraints on the Higgs boson mass

The Higgs boson mass $m_h$ is not predicted by the SM. However, it is possible to place theoretical upper and lower limits on $m_h$ if one assumes that no new physics enters between the electroweak and a higher energy scale $\Lambda$. Below the energy scale $\Lambda$, the SM is considered as an extremely successful effective field theory (EFT). Above this scale, the SM has to be embedded into a more general theory which gives rise to new physics phenomenon. From this point of view, the Higgs sector of the SM contains two parameters, namely the Higgs boson mass $m_h$ and the scale of new physics $\Lambda$.

We start by providing a brief description of various theoretical constraints that can be
placed on $m_h$. In particular, we focus on the constraints from unitarity, triviality, vacuum stability, fine-tuning and electroweak precision tests.

3.2.1 Unitarity

Without the Higgs field, the amplitudes for the elastic scattering of longitudinal gauge bosons $V_L V_L \rightarrow V_L V_L$, where $V \in (W^\pm, Z)$, are proportional to $m_h^2$. The Feynman diagrams for the scattering of $W^\pm$ bosons at high energies are shown in Fig. 3.1. These results can be obtained using the electroweak equivalence theorem [58] which is valid in the high energy limit, i.e., for energies $s = Q^2 \gg m_V^2$. According to the equivalence theorem, the scattering amplitudes for longitudinal gauge bosons can be expressed in terms of the scattering amplitudes for the corresponding Goldstone bosons as

$$A(V_L^1 \ldots V_L^n \rightarrow V_L^1 \ldots V_L^m) = (i)^n(-i)^m A(w^1 \ldots w^n \rightarrow w^1 \ldots w^m) + O\left(\frac{m_V^2}{s}\right),$$

where $w^i$ is the Goldstone boson associated with the longitudinal component of the gauge boson $V^i$. In the high energy limit, the scattering amplitude for $W_L^+ W_L^- \rightarrow W_L^+ W_L^-$ satisfies

$$A(W_L^+ W_L^- \rightarrow W_L^+ W_L^-) = A(w^+ w^- \rightarrow w^+ w^-) + O\left(\frac{m_W^2}{s}\right),$$ (3.1)

where

$$A(w^+ w^- \rightarrow w^+ w^-) = -\frac{m_W^2}{v^2} \left(\frac{s}{s - m_h^2} + \frac{t}{t - m_h^2}\right).$$ (3.2)

Using a partial wave decomposition, the amplitude $A$ can be written as

$$A = 16\pi \sum_{l=0}^{\infty} (2l + 1) P_l(\cos \theta) a_l,$$ (3.3)

where $a_l$ is the partial wave amplitude with spin $l$ and $P_l(\cos \theta)$ are the Legendre polynomials. In terms of the partial wave amplitudes, the scattering cross-section corresponding to $A$ is

$$\sigma = \frac{16\pi}{s} \sum_{l=0}^{\infty} (2l + 1)|a_l|^2.$$ (3.4)

Using the optical theorem, we can impose a unitarity constraint by writing

$$\sigma = \frac{16\pi}{s} \sum_{l=0}^{\infty} (2l + 1)|a_l|^2 = \frac{1}{s} \text{Im}[A(\theta = 0)],$$ (3.5)

where $A(\theta = 0)$ refers to the scattering amplitude in the forward direction. The last equality implies that

$$|a_l|^2 = \text{Re}(a_l)^2 + \text{Im}(a_l)^2 = \text{Im}(a_l) \implies |\text{Re}(a_l)| \leq \frac{1}{2}. $$ (3.6)
Using Eq. (3.6), we can use different partial wave amplitudes to constrain $m_h$. For instance, the $J = 0$ partial wave amplitude $a_0$ for the $W^+_L W^-_L \rightarrow W^+_L W^-_L$ scattering is

$$a_0 = \frac{1}{16\pi s} \int_{-s}^{s} \mathcal{A} \, dt = -\frac{m_h^2}{16\pi^2} \left[ 2 + \frac{m_h^2}{s - m_h^2} - \frac{m_h^2}{s} \log \left( 1 + \frac{s}{m_h^2} \right) \right].$$ \hfill (3.7)

In the high energy limit $s \gg m_h^2$, $a_0$ reduces to

$$a_0 \xrightarrow{s \gg m_h^2} \frac{m_h^2}{8\pi v^2}.$$ \hfill (3.8)

Using Eq. (3.6), this implies

$$m_h \lesssim 870 \text{ GeV}.$$ \hfill (3.9)

A stronger constraint can be obtained by using different longitudinal gauge boson scattering amplitudes. For instance, if we consider a coupled channel such as $W^+_L W^-_L \rightarrow W^+_L W^-_L$, the lower bound becomes

$$m_h \lesssim 710 \text{ GeV}.$$ \hfill (3.10)

Taking a different point of view, we can observe that if no Higgs boson exists, or equivalently if $m_h^2 \gg s$, Eq. (3.6) gives an indication on the critical energy scale $\Lambda$ above which new physics is expected to appear. Indeed, by considering the $W^+_L W^-_L \rightarrow W^+_L W^-_L$ scattering, we find that

$$a_0(w^+ w^- \rightarrow w^+ w^-) \xrightarrow{m_h^2 \gg s} -\frac{s}{32\pi v^2}.$$ \hfill (3.11)

Using Eq. (3.6), this gives

$$\Lambda \lesssim 1.8 \text{ TeV}.$$ \hfill (3.12)

With more constrained channels, the bound can be reduced to

$$\Lambda \lesssim 1.2 \text{ TeV}.$$ \hfill (3.13)

This is very suggestive as it indicates that the scale of new physics is roughly around 1-2 TeV. More importantly, it matches with the range of energies probed by the Tevatron and the LHC.
3.2.2 Triviality

The running of the Higgs quartic self-coupling $\lambda$ with the energy scale $Q$ can be used to place both a theoretical upper and lower limit on the Higgs boson mass. After including only the lowest order terms in all relevant couplings, its dependency on the energy scale $Q$ is described by the following renormalisation group equation (RGE) [4]

$$\beta_\lambda = \frac{d\lambda}{dt} = \frac{3}{4\pi^2} \left[ \lambda^2 + \frac{1}{2} \lambda y_t^2 - \frac{1}{4} y_t^4 + B(g, g') \right],$$  \hspace{1cm} (3.14)

where $t = \log(Q^2/Q_0^2)$, $Q_0$ is a reference energy scale and $y = m_t/v$ is the top quark Yukawa coupling. The contribution from the gauge bosons is small and explicitly given by

$$B(g, g') = -\frac{1}{8} \lambda (3g^2 + g'^2) + \frac{1}{64} (3g^4 + 2g^2g'^2 + g'^4).$$  \hspace{1cm} (3.15)

The terms involving the mass of the Higgs boson, top quark and gauge bosons can be understood by looking at the effective quartic coupling at higher energy scales where the contributions from higher order diagrams appear. This is illustrated in Fig. 3.2.

For large $m_h$, or equivalently for large $\lambda$ as $m_h^2 = 2\lambda v^2$ in Eq. (2.50), the first term in Eq. (3.14) dominates. In this case, we get

$$\lambda(Q) = \lambda(Q_0) \left[ 1 - \frac{3}{4\pi^2} \lambda(Q_0) \log \left( \frac{Q^2}{Q_0^2} \right) \right]^{-1}.$$  \hspace{1cm} (3.16)

When the energy scale $Q$ grows, the denominator in Eq. (3.16) can vanish. When this happens, $\lambda(Q)$ hits a pole known as the Landau pole. A triviality condition must be imposed if $\lambda$ becomes infinite. This can be avoided if the denominator never vanishes, i.e., $\lambda(Q)$ remains finite such that $1/\lambda(Q) > 0$. After setting $Q = \Lambda$ and $Q_0 = v$ in Eq. (3.16), we get

$$m_h^2 < \frac{8\pi^2v^2}{3 \log(\Lambda^2/v^2)}.$$  \hspace{1cm} (3.17)

For a grand unified theory (GUT) with $\Lambda = 10^{16}$ GeV, the upper limit is $m_h < 160$ GeV. For higher energy scales $\Lambda$, the upper limit on $m_h$ decreases.
3.2. Theoretical constraints on the Higgs boson mass

3.2.3 Vacuum stability

For small $m_h$, or equivalently for small $\lambda$, the top quark Yukawa term in Eq. (3.14) dominates. In this case, we get

$$\lambda(\Lambda) = \lambda(\nu) - \frac{3}{4\pi^2} y_t^4 \log \left( \frac{\Lambda^2}{\nu^2} \right).$$  \hspace{1cm} (3.18)

When $\lambda(\Lambda) < 0$, the SM Higgs potential is unbounded from below as shown in Fig. 3.3. In this case, no stable minimum exists and a consistent theory cannot be constructed.

For the electroweak vacuum to be a stable minimum of the potential up to an energy scale $\Lambda$, the Higgs quartic self-coupling must remain positive, i.e., $\lambda(\Lambda) > 0$. This gives the following lower bound on the Higgs boson mass

$$m_h^2 > \frac{3\nu^2}{2\pi^2} y_t^4 \log \left( \frac{\Lambda^2}{\nu^2} \right).$$  \hspace{1cm} (3.19)

3.2.4 Electroweak precision measurements

In the SM, virtual excitations of the Higgs field contribute to several physical observables such as the $W$ boson mass, leptonic and hadronic asymmetries, and other electroweak precision observables (EWPO). By performing a precision fit to all measured electroweak observables, the Higgs boson mass can be extracted indirectly. Extensive studies have been carried out in this direction by the LEP Electroweak and Higgs Working Groups [59, 60].

Figure 3.3: Dependence of the Higgs potential on the sign of the Higgs quartic coupling $\lambda$. When $\lambda > 0$, two stable degenerate minima exists at $\text{Re}(\phi) = \pm \nu/\sqrt{2}$ where $\nu = 246.22$ GeV is the SM Higgs VEV. However, if $\lambda < 0$, the potential is unbounded from below and no stable minima exists.
The correlations between the Higgs boson mass \( m_h \), the \( W \) boson mass \( m_W \), the top quark mass \( m_t \) and the precision data are shown in Figs. 3.4 and 3.5. Apart from an excellent agreement between the indirect determination of \( m_W \), \( m_t \) and their experimental measurements, the 68% C.L. contours from the LEP, SLD and Tevatron experiments in Fig. 3.4 favour a SM-like Higgs boson with a mass below 200 GeV. Thus, if no new physics exists around the weak scale, all available electroweak precision data are consistent with \( m_h = 94^{+29}_{-24} \) GeV for \( m_t = 173.2 \pm 0.9 \) GeV.

The exact value of the Higgs boson mass from the electroweak precision fit strongly depends on the theoretical predictions of physical observables. In general, these observables include strong and electroweak corrections at different orders in the perturbation theory. For instance, the magenta arrow in Fig. 3.4 shows how the yellow band would move if the QED fine-structure constant \( \alpha(m_Z^2) \) is varied by 1\( \sigma \) from its central value. This variation also depends on the fit input parameters. In Fig. 3.5, we can see that \( m_h \) grows for larger \( m_t \) and smaller \( m_W \).

### 3.2.5 Fine-tuning

One aspect of the Higgs sector that is traditionally perceived as problematic is that higher order corrections to the square of the Higgs boson mass parameter \( \mu^2 \) generate quadratic ultraviolet divergences. This is expected in a \( \phi^4 \) theory. It does not pose a renormalisability problem as a \( \phi^4 \) theory is in fact renormalisable. However, these quadratic divergences
leaving an inelegant feature that the Higgs boson renormalised mass squared has to result from an *adjusted* or *fine-tuned* balance between $\mu^2$ and a counterterm that is proportional to the ultraviolet cut-off scale. If the physical Higgs boson mass is around the electroweak scale, this can cause a fine-tuning of several orders of magnitude when the scale of new physics $\Lambda$ is well above the electroweak scale. Ultimately, this is related to a symmetry principle or a lack thereof. Indeed, setting the scalar masses to zero in the Lagrangian does not restore any symmetry to the model. Thus, the scalar masses are not protected against large corrections.

The condition of no fine-tuning in the SM can be softened and translated into a maximum amount of allowed fine-tuning [61]. This can be directly related to the scale of new physics. As discussed earlier, the tree-level Higgs boson mass after EWSB is $m^2_h = -2\mu^2$. Higher order corrections to $m^2_h$ can be calculated as loop corrections to $\mu^2$. By interpreting the SM as an effective theory limit of a more general theory at scale $\Lambda$, the most general form of $\mu^2$ with all loop corrections is given by

$$\tilde{\mu}^2 = \mu^2 + \Lambda^2 \sum_{n=0}^{\infty} c_n(\lambda_i) \log^n \left( \frac{\Lambda}{Q} \right),$$  \hspace{1cm} (3.20)

where $Q$ is the renormalisation scale and $\lambda_i$ are a set of input parameters/couplings. The coefficients $c_n$ can be deduced from the calculation of the effective potential $V_{\text{eff}}$ at each loop order. As originally pointed out by Veltman [62], there is no fine-tuning problem if the coefficients of $\Lambda^2$ in Eq. (3.20) are zero, i.e., if the loop corrections to $\mu^2$ vanish. This condition is known as the *Veltman condition*. Usually, it is overconstraining as the number of independent $c_n$ (which are set to zero by the Veltman condition) can be larger than the number of input parameters $\lambda_i$. However, the Veltman condition can be relaxed by requiring that only the sum of a finite number of terms in the coefficient of $\Lambda^2$ is zero.
namely
\[ \sum_{n=0}^{n_{\text{max}}} c_n(\lambda_t) \log^n \left( \frac{\Lambda}{m_h} \right) = 0, \] (3.21)

where the renormalisation scale \( Q \) has been arbitrarily set to \( m_h \) and the order \( n \) has been set to \( n_{\text{max}} \) by the required order of loop in the calculation of \( V_{\text{eff}} \). This is based on the fact that higher orders in \( n \) come from higher loop effects which are suppressed by powers of the loop factor \( 1/(16\pi^2) \). By limiting \( n \) to \( n_{\text{max}} \), Eq. (3.21) can be solved. Indeed, if the scale of new physics \( \Lambda \) is not too far from the electroweak scale, the Veltman condition in Eq. (3.21) can be softened further by requiring
\[ \sum_{n=0}^{n_{\text{max}}} c_n(\lambda_t) \log^n \left( \frac{\Lambda}{m_h} \right) < \frac{v^2}{\Lambda^2}. \] (3.22)

This condition determines a value of \( \Lambda_{\text{max}} \) such that for \( \Lambda \leq \Lambda_{\text{max}} \), the stability of the electroweak scale does not require any dramatic cancellation in \( \tilde{\mu}^2 \). In other words, the renormalisation of the SM Higgs boson mass does not require any fine-tuning. For instance, when \( n_{\text{max}} = 0 \),
\[ c_0 = \frac{3}{32\pi^2 v^2} (2m_W^2 + m_Z^2 + m_h^2 - 4m_t^2) \] (3.23)

and the stability of the electroweak scale is assured to scales up to \( \Lambda \) of the order of \( 4\pi v \approx 2 \text{ TeV} \). For \( n_{\text{max}} = 1 \), \( \Lambda \) can pushed up to a maximum of about 15 TeV, whereas for \( n_{\text{max}} = 2 \), it can be roughly up to 50 TeV. Thus, in going up to 2-loop order, we can assure that the SM Higgs sector is free of fine-tuning up to scales which are well beyond where we hope to discover new physics.

For each value of \( n_{\text{max}} \) and \( \Lambda_{\text{max}} \), \( m_h \) becomes a function of the cut-off scale \( \Lambda \). The amount of fine-tuning allowed in the theory limits the \((\Lambda, m_h)\) plane. This is shown in Fig. 3.6 where the constraints from triviality, vacuum stability and electroweak precision fits are also imposed.\(^1\)

### 3.3 Higgs decay branching ratios

In the SM, the Higgs boson can decay into various final states (or channels). For each channel, different search strategies are required to probe the properties of a SM-like Higgs boson. A precise determination of both the production cross-section and the decay width as well as their respective uncertainties is essential for correctly interpreting the experimental data. Here we provide a brief summary of the main decay channels of a SM-like Higgs boson and point out the main source of uncertainties in the calculation of its decay width/rate.

\(^1\)For the observed Higgs boson mass around 125 GeV, the electroweak vacuum is in fact metastable if no new physics exist beyond the SM [63]. Intriguingly, the electroweak vacuum sits at the boundary of stability; this near-criticality makes our vacuum extremely long-lived.
3.3. Higgs decay branching ratios

In chapter 2, we computed the coupling strengths between a SM Higgs boson and gauge bosons/fermions. At tree-level, the SM Higgs boson can decay into a pair of electroweak gauge bosons \((h \rightarrow W^+W^-/ZZ)\), quarks \((h \rightarrow q\bar{q})\) or leptons \((h \rightarrow \ell\bar{\ell})\). At 1-loop, it can decay into two photons \((h \rightarrow \gamma\gamma)\), two gluons \((h \rightarrow gg)\) or a photon and a Z boson \((h \rightarrow \gamma Z)\). The Higgs branching ratios and total decay width as a function of its mass are shown in the left and right panels of Fig. 3.7.

From the branching ratio plot in Fig. 3.7, we can see that a light SM Higgs boson \((m_h \lesssim 140\,\text{GeV})\) behaves very differently from a heavy Higgs boson \((m_h \gtrsim 140\,\text{GeV})\). For \(m_h \lesssim 140\,\text{GeV}\), the Higgs boson mainly decays into \(b\bar{b}\) and hierarchically into other lighter fermions. Loop induced processes such as \(h \rightarrow gg\) also plays an important role in this region. However, this decay mode is almost useless at hadron colliders due to the large hadronic backgrounds. Although the branching ratio of \(h \rightarrow \gamma\gamma\) decay is small, it offers an interesting phenomenology as the diphoton signal can be seen over large hadronic backgrounds.

In the high mass range, the Higgs boson mainly decays into \(W^+W^-\) and \(ZZ\) final states. All fermion and loop-induced decays are suppressed, except for the \(h \rightarrow t\bar{t}\) decay when the Higgs boson mass is above the \(t\bar{t}\) production threshold. In the intermediate mass region \(m_h \sim 160\,\text{GeV}\) (i.e., below the \(W^+W^-\) and \(ZZ\) production threshold), the Higgs boson can decay into \(WW^{(*)}\) and \(ZZ^{(*)}\) where one of two gauge bosons is off-shell. At these masses,
the large $h_{WW}$ and $h_{ZZ}$ coupling can compensate for the suppression in the two-body decay via $h \to b\bar{b}$. The different decay modes of light vs heavy Higgs boson determines the search strategies employed at the lepton and hadron colliders.

In Fig. 3.8, we re-plot the SM Higgs branching ratios after accounting for all available QCD and EW radiative corrections. The problem in computing the relevant orders of the QCD and EW corrections has been thoroughly investigated in the literature. Nowadays, these corrections are included in the public codes such as HDECAY [64]. Indeed, it is more accurate to represent each curve in the left panel of Fig. 3.7 as a band to account for the parametric (e.g., variation of the input parameters $\alpha_s, m_c, m_b$ and $m_t$) and theoretical (e.g., approximations made in theoretical calculations) uncertainties. Moreover, for the $h \to WW$ and $h \to ZZ$ decays, the full decay chains into all possible four-fermion final states have been computed with Next-Leading-Order (NLO) QCD and EW corrections. These have been used to estimate the overall uncertainties shown in Fig. 3.8.

The theoretical uncertainties are most relevant for the $h \to gg$, $h \to Z\gamma$ and $h \to t\bar{t}$ decays where they can reach up to $O(10\%)$. For the $h \to b\bar{b}$, $h \to c\bar{c}$ and $h \to \tau^+\tau^-$
decays, the uncertainties are below a few percent. Parametric uncertainties are most relevant for the $h \to c\bar{c}$ and $h \to gg$ decays which can reach up to $O(10\%)$ and $O(5\%)$ respectively. These are mainly induced by the parametric uncertainties in $\alpha_s$ and $m_c$. For the $h \to \gamma\gamma$ decay, the total uncertainty can reach up to 5% in the relevant Higgs mass range. Both the theoretical and parametric uncertainties in the $h \to ZZ$ and $H \to WW$ decays are at the level of 1% over the full Higgs mass range.

### 3.3.1 Higgs decay into gauge bosons

The tree-level decay rate for $h \to VV$ where $V \in (W, Z)$ is [7]

$$
\Gamma(h \to VV) = \frac{G_F m_h^3}{16\sqrt{2}\pi} \delta_V \left(1 - \tau_V + \frac{3}{4} \tau_V^2\right) \beta_V,
$$

(3.24)

where $\beta_V = \sqrt{1 - \tau_V}$, $\tau_V = 4m_V^2/m_h^2$, $\delta_W = 2$ and $\delta_Z = 1$. Below the $W^+W^−$ and $ZZ$ production threshold, the SM Higgs boson can decay into gauge bosons via three (four)-body decays which are mediated by $WW^{(*)}(W^(*)W^*)$ or $ZZ^{(*)}(Z^(*)Z^*)$. As evident in Fig. 3.7, the off-shell decays $h \to WW^{(*)}$ and $h \to ZZ^{(*)}$ are relevant in the intermediate mass range around $m_h \simeq 160$ GeV where they compete and overcome the $h \to b\bar{b}$ decay mode.

The decay rates for $h \to VV^*$ and $V_f f_f$ are given by [7]

$$
\Gamma(h \to WW^{(*)}) = \frac{3g^4 m_h}{512\pi^3} F\left(\frac{m_W}{m_h}\right),
$$

$$
\Gamma(h \to ZZ^{(*)}) = \frac{g^4 m_h}{2048(1 - s_W^2)^2} \left(7 - \frac{40}{3} s_W^2 + \frac{160}{9} s_W^4\right) F\left(\frac{m_Z}{m_h}\right),
$$

(3.25) (3.26)

where $s_W = \sin \theta_W$ is the sine of the Weinberg angle. The function $F(x)$ is given by

$$
F(x) = -(1 - x^2) \left(\frac{47}{2} x^2 - \frac{13}{2} + \frac{1}{x^2}\right) - 3(1 - 6x^2 + 4x^4) \log(x)
$$

$$
+ \frac{3(1 - 8x^2 + 20x^4)}{\sqrt{4x^2 - 1}} \arccos\left(\frac{3x^2 - 1}{2x^3}\right).
$$

### 3.3.2 Higgs decay into fermions

The tree-level decay rate for $h \to f\bar{f}$ where $f \in (q, l)$ is [7]

$$
\Gamma(h \to f\bar{f}) = \frac{G_F m_h}{4\sqrt{2}\pi} N_c m_f^3 \beta_f^3,
$$

(3.27)

where $\beta_f = \sqrt{1 - \tau_f}$, $\tau_f = 4m_f^2/m_h^2$, $N_c = 1$ (3) for leptons $l$ (quarks $q$). The QCD corrections dominate over other radiative corrections and modify the rate by

$$
\Gamma(h \to q\bar{q})_{\text{QCD}} = \frac{3G_F m_h}{4\sqrt{2}\pi} m_q(m_h) \beta_q^3 \left[\Delta_{\text{QCD}} + \Delta_r\right],
$$

(3.28)
Figure 3.9: Feynman diagrams for the Higgs decay into two photons via a quark (left) and $W^\pm$ boson (right) loop.

where $\Delta_t$ denotes the QCD corrections arising from a top quark loop. Up to 3-loop order, these are given by

$$\Delta_{\text{QCD}} = 1 + 5.67 \left( \frac{\alpha_s(m_h)}{\pi} \right) + (35.94 - 1.36 N_f) \left( \frac{\alpha_s(m_h)}{\pi} \right)^2$$

$$+ (164.14 - 25.77 N_f + 0.26 N_f^2) \left( \frac{\alpha_s(m_h)}{\pi} \right)^3,$$

$$\Delta_t = \left( \frac{\alpha_s(m_h)}{\pi} \right)^2 \left[ 1.57 - \frac{2}{3} \log \left( \frac{m_h^2}{m_q^2} \right) + \frac{1}{6} \log^2 \left( \frac{\overline{m}_q^2(m_h)}{m_h^2} \right) \right],$$

where $\alpha_s(m_h)$ and $\overline{m}_q(m_h)$ are the renormalised running QCD coupling and quark mass in the $\overline{MS}$ scheme.

### 3.3.3 Loop-induced Higgs decays

The $h\gamma\gamma$ and $h\gamma Z$ couplings are induced at 1-loop via a fermion and a $W^\pm$ boson loop. These interactions are shown by the Feynman diagrams in Fig. 3.9. At the lowest order, the decay rate for $h \to \gamma\gamma$ is [7]

$$\Gamma(h \to \gamma\gamma) = \frac{G_F m_h^3}{128 \sqrt{2} \pi^3} \left| \sum_f N_c^f Q_f^2 A_h^f(\tau_f) + A_h^W(\tau_W) \right|^2,$$

(3.29)

where $N_c^f = 1$ for $f = l (q)$, $\tau_f = 4 m_f^2 / m_h^2$, $\tau_W = 4 m_W^2 / m_h^2$ and $Q_f$ is the electric charge of the fermion $f$. The form factors $A_h^f$ and $A_h^W$ are given by

$$A_h^f = 2 \tau \left[ 1 + (1 - \tau) f(\tau) \right], \quad A_h^W = - \left[ 2 + 3 \tau + 3 \tau (2 - \tau) f(\tau) \right],$$

(3.30)

where

$$f(\tau) = \begin{cases} \arcsin^2(1/\sqrt{\tau}), & \tau \geq 1, \\ -1/4 \left[ \log \left( \frac{1 + \sqrt{1 - \tau}}{1 - \sqrt{1 - \tau}} \right) - i \pi \right]^2, & \tau < 1. \end{cases}$$

(3.31)

The decay rate for $h \to \gamma Z$ is given by [7]

$$\Gamma(h \to \gamma Z) = \frac{G_F^2 m_W^2 a m_h^3}{64 \pi^3} \left( 1 - \frac{m_Z^2}{m_h^2} \right)^3 \left| \sum_f A_h^f(\tau_f, \lambda_f) + A_h^W(\tau_W, \lambda_W) \right|^2,$$

(3.32)
where \( \tau_i = 4m_i^2/m_h^2 \) and \( \lambda_i = 4m_i^2/m_Z^2 \) for \( i \in (f, W) \). The form factors \( \mathcal{A}_f^h(\tau, \lambda) \) and \( \mathcal{A}_W^h(\tau, \lambda) \) are

\[
\mathcal{A}_f^h(\tau, \lambda) = \frac{2N_c^f Q_f \left( I_3^f - 2Q_f \sin^2 \theta_W \right)}{\cos \theta_W} \left[ I_1(\tau, \lambda) - I_2(\tau, \lambda) \right], \\
\mathcal{A}_W^h(\tau, \lambda) = \cos \theta_W \left[ \left( 1 + \frac{2}{\tau} \right) \tan^2 \theta_W - \left( 5 + \frac{2}{\tau} \right) \right] I_1(\tau, \lambda) \\
+ 4 \left( 3 - \tan^2 \theta_W \right) I_2(\tau, \lambda),
\]

where \( I_3^f \) is the weak isospin of the fermion \( f \) and

\[
I_1(\tau, \lambda) = \frac{\tau \lambda}{2(\tau - \lambda)} + \frac{\tau^2 \lambda^2}{2(\tau - \lambda)^2} \left[ f(\tau) - f(\lambda) \right] + \frac{\tau^2 \lambda}{(\tau - \lambda)^2} \left[ g(\tau) - g(\lambda) \right],
\]

\[
I_2(\tau, \lambda) = -\frac{\tau \lambda}{2(\tau - \lambda)} \left[ f(\tau) - f(\lambda) \right].
\]

The function \( f(\tau) \) is same as in Eq. (3.31), whereas \( g(\tau) \) is defined as

\[
g(\tau) = \begin{cases} 
\sqrt{\tau - 1} \arcsin(1/\sqrt{\tau}), & \tau \geq 1, \\
\frac{\sqrt{1-\tau}}{2} \left[ \log \left( \frac{1+\sqrt{1-\tau}}{1-\sqrt{1-\tau}} \right) - i\pi \right], & \tau < 1.
\end{cases}
\]

For the \( h \to \gamma\gamma \) and \( h \to \gamma Z \) decays, the QCD and EW corrections are small. For more details about these corrections, see Ref. [57].

The \( h \to gg \) decay is only induced by a fermion loop. At the lowest order, the decay rate is given by [7]

\[
\Gamma(h \to gg) = \frac{G_f \alpha^2 m_h^3}{36\sqrt{2}\pi^3} \left| \frac{3}{4} \sum_q \mathcal{A}_q^h(\tau_q) \right|^2, \tag{3.33}
\]

where \( \tau_q = 4m_q^2/m_h^2 \) and \( \mathcal{A}_q^h \) is same as \( \mathcal{A}_f^h \) in Eq. (3.30). For this decay mode, the QCD corrections have been calculated up to Next-to-Next-to-leading-order (NNLO) in the \( m_t \to \infty \) limit [7].

### 3.4 Higgs searches at colliders

The search for a SM-like Higgs boson was one of the main goals of both the Tevatron and the LHC. The LEP experiment finished its run after setting a lower bound on a SM-like Higgs boson mass of roughly 114.4 GeV. On the other hand, the Tevatron experiment excluded various Higgs boson masses and actively analysed the data collected during its second run.

Since the start of the LHC, it has broken records in collecting huge amounts of data to confirm and extend the Tevatron exclusion bounds. It also promised to confirm or exclude the existence of a SM-like Higgs boson by the end of 2012. Indeed, on 4th July 2012,
both the ATLAS and CMS experiments at the LHC announced the discovery of a SM-like Higgs boson with a mass around 125 GeV. Only 2 days prior to the announcement, the CDF and DØ experiments at the Tevatron presented their results and showed how their 2012 dataset would confirm or at least not contradict a Higgs boson discovery with a mass around 126 GeV.

3.4.1 Direct bounds from LEP

The LEP experiment performed a search for a SM-like Higgs boson between $\sqrt{s} = 189$ GeV and 209 GeV. At these energies, the Higgs boson is mainly produced via a $Z$ boson Higgs-stralung process, $e^+e^- \rightarrow Z^{(*)} \rightarrow hZ$ and to a lesser extent via a $W^\pm/Z$-fusion, $e^+e^- \rightarrow W^+W^-/ZZ \rightarrow hv_e\bar{\nu}_e/he^+e^-$. These two production modes are shown by the Feynman diagrams in Fig. 3.10.

When a Higgs boson is produced, it mainly decays into $b\bar{b}$ and more rarely into $\tau^+\tau^-$. The four LEP experiments looked for the following search channels: a four jet final state ($h \rightarrow b\bar{b}, Z \rightarrow q\bar{q}$); a final state with missing energy ($h \rightarrow b\bar{b}, Z \rightarrow \nu\bar{\nu}$); a leptonic final state ($h \rightarrow b\bar{b}, Z \rightarrow l^+l^-$); and a $\tau$-lepton final state ($h \rightarrow b\bar{b}, Z \rightarrow \tau^+\tau^- h \rightarrow \tau^+\tau^-$, $Z \rightarrow q\bar{q}$). In the absence of a statistically significant signal, the LEP experiment placed a 95% C.L. lower limit on a SM-like Higgs boson of $m_h > 114.4$ GeV.

3.4.2 Higgs production at hadron colliders

At the hadron colliders, a SM-like Higgs boson can be produced via the parton level processes shown in Figs. 3.11 and 3.12.

The production cross sections for a SM-like Higgs boson at the Tevatron ($\sqrt{s} = 1.96$ TeV) and the LHC ($\sqrt{s} = 14$ TeV) are shown in Fig. 3.13. They incorporate the QCD corrections to known orders and include up-to-date input parameters. The leading production mode is the gluon fusion, $gg \rightarrow h$. Although it is a loop-induced process, its contribution to the total production cross-section is enhanced by the top quark loop. For light and intermediate Higgs boson masses, the large cross-section for this process has to compete with a large hadronic background as the Higgs boson mainly decays into $b\bar{b}$. There is no other non-hadronic probe that can be used to distinguish this mode from the
overall hadronic activity in the detector. To beat the background, one has to employ a sub-leading Higgs decay mode such as $h \to \gamma\gamma$. However, this dilutes the large cross-section to some extent. For Higgs masses above the $ZZ$ threshold, the gluon fusion process and $h \to ZZ$ decay produces a very distinctive signal and makes this mode a golden channel for detection. For this reason, the gluon fusion process plays an important role at the LHC over the entire Higgs mass range. At the Tevatron, this production mechanism can only be considered if the Higgs boson mass is very close to the maximum energy limit of the machine, i.e., roughly 200 GeV.

The weak boson fusion, $q\bar{q} \to q\bar{q}h$ and associated $W/Z$ production, $q\bar{q} \to Wh/Zh$ also have large cross sections of different relative sizes at the Tevatron and the LHC. At the Tevatron, $q\bar{q} \to Wh/Zh$ is only important if a relatively light Higgs boson, $m_h \leq 200$ GeV is accessible. In this mass range, $gg \to h$ and $h \to \gamma\gamma$ cross sections are too small, whereas $q\bar{q} \to q\bar{q}h$ is suppressed (as the initial states involve a proton and an antiproton). On the other hand, $q\bar{q} \to q\bar{q}h$ becomes instrumental at the LHC with a $pp$ initial state for light and intermediate Higgs boson masses. With its characteristic final state configuration consisting of two forward jets, it greatly helps in disentangling this signal from the hadronic background using different Higgs decay modes.

Finally, the production of a SM-like Higgs boson with heavy quarks in the two channels $q\bar{q}/gg \to Q\bar{Q}h$, where $Q \in (b,t)$, is a sub-leading process at both the Tevatron and the
LHC but has a great physics potential. The associated production with $t\bar{t}$ is too small to be relevant for the Tevatron, but it plays an important role at the LHC where enough statistics is available to exploit the signature of a $t\bar{t}h$, $h \rightarrow b\bar{b}$ final state. Although this decay mode was not used for the Higgs boson discovery, it certainly provides a way of measuring the top quark Yukawa coupling. On the other hand, the production of a SM Higgs boson with a $b\bar{b}$ pair is small as the bottom quark Yukawa coupling is suppressed by the bottom quark mass $m_b$. Thus, the $h \rightarrow b\bar{b}$ decay mode is one of many ideal channels in searching for signs of new physics.

### 3.4.2.1 Higgs searches at the Tevatron

The CDF and DØ collaborations presented their combined results from direct searches for a SM-like Higgs boson in $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV [9]. They combined their results from all Tevatron searches in the mass range of 100–200 GeV. Their analyses sought signals of a SM-like Higgs produced through an associated production with a gauge boson, $q\bar{q} \rightarrow hW/Z$, via gluon fusion, $gg \rightarrow h$ and vector boson fusion, $q\bar{q} \rightarrow hq\bar{q}$ corresponding to integrated luminosities from 5.4 to 10 fb$^{-1}$. They studied the $h \rightarrow b\bar{b}$, $h \rightarrow W^+W^-$, $h \rightarrow ZZ$, $h \rightarrow \tau^+\tau^-$ and $h \rightarrow \gamma\gamma$ decay modes. The strongest sensitivity was reached using $h \rightarrow W^+W^-$ (where $W$ decays leptonically) in the $m_h > 125$ GeV region and $q\bar{q} \rightarrow hW/Z$, $h \rightarrow b\bar{b}$ (where $W$ or $Z$ decays leptonically) in the $m_h < 125$ GeV mass region.

To quantify the expected sensitivity across the entire mass range, CDF and DØ collaborations studied the distribution of log-likelihood ratios (LLR) for two different hypothesis (signal-plus-background or background-only). Their results were presented in terms of $LLR_b$ and $LLR_{s+b}$ defined as

$$LLR = -2 \log \frac{p(\text{data}|H_1)}{p(\text{data}|H_0)},$$

(3.34)
where \( H_1 \) denotes the test hypothesis which admits the presence of SM backgrounds and a Higgs boson signal, whereas \( H_0 \) is the null hypothesis, i.e., SM background only. The data is either an ensemble of pseudo-experimental data constructed from the expected signal and background events or the observed experimental data. The probabilities \( p \) are computed using the best-fit values of the nuisance parameters for each pseudo-experiment, separately for each of the two hypotheses, and include the Poisson probabilities of observing the data multiplied by Gaussian priors for the values of the nuisance parameters.

The CL\(_s\) technique involves computation of two \( p \)-values, CL\(_{s+b}\) and CL\(_b\) \([65, 66]\). The latter is defined by

\[
1 - \text{CL}_b = p(LLR \leq LLR_{\text{obs}}|H_0),
\]

(3.35)

where \( LLR_{\text{obs}} \) is the value of the test statistic computed for the data and \( 1 - \text{CL}_b \) is the probability of observing a signal-plus-background-like outcome without the presence of a signal, i.e., the probability that an upward fluctuation of the background provides a signal-plus-background-like response as observed in data. The other \( p \)-value is defined by

\[
\text{CL}_{s+b} = p(LLR \geq LLR_{\text{obs}}|H_1).
\]

(3.36)

This corresponds to the probability of measuring a downward fluctuation in the sum of signal and background in the data. A small value of \( \text{CL}_{s+b} \) reflects inconsistency with \( H_1 \). It is also possible to observe a downward fluctuation in the data even when a signal is absent. A small value of \( \text{CL}_{s+b} \) is possible even if the expected signal is small to be untestable with an experiment. To minimise the possibility of excluding a signal with insufficient sensitivity (an outcome that is expected about 5% of the time at the 95% C.L. for full coverage), we can use the quantity

\[
\text{CL}_s = \frac{\text{CL}_{s+b}}{\text{CL}_b}.
\]

(3.37)

If \( \text{CL}_s < 0.05 \) for a particular choice of \( H_1 \), that hypothesis is deemed to be excluded at 95% C.L. In an analogous way, the expected \( \text{CL}_b \), \( \text{CL}_{s+b} \) and \( \text{CL}_s \) values are computed from the median of the LLR distribution for the background-only hypothesis.

In the left panel of Fig. 3.14, we show the LLR distributions for the combined CDF and DØ analyses as a function of the Higgs boson mass. The solid black line represents the observed experimental data \( LLR_{\text{obs}} \). The dashed black and red lines represent the median for the background-only hypothesis \( LLR_b \) and the signal-plus-background hypothesis \( LLR_{s+b} \). The shaded bands represent the \( 1\sigma \) and \( 2\sigma \) departures from the median for \( LLR_b \), assuming no signal is present, i.e., only statistical fluctuations and systematic effects. The separation between the medians of the \( LLR_b \) and \( LLR_{s+b} \) distributions provide a measure of the discriminating power of the search. Moreover, the value of \( LLR_{\text{obs}} \) relative to \( LLR_{s+b} \) or \( LLR_b \) indicates if the data distribution resembles the case in which a signal is present or
Figure 3.14: Left panel: Distribution of the log-likelihood ratio (LLR) as a function of the Higgs boson mass for the combined CDF and DØ analyses. Right panel: Same as in the left panel except the solid black corresponds to an artificially injected signal for a SM-like Higgs boson with $m_h = 125$ GeV. Figures from Ref. [9].

not. With this point in mind, we can see that the data is consistent with a background-only hypothesis for $m_h > 145$ GeV except above 190 GeV where the signal-plus-background and background only hypotheses cannot be easily separated. For $m_h$ between 110 and 140 GeV, an excess is seen in the data that is consistent with the expectation for a SM-like Higgs boson in this mass range. The ability to separate LLR$_{s+b}$ from LLR$_b$ in this mass region, as indicated by the separation of the LLR$_{s+b}$ and LLR$_b$ values, is at the 2$\sigma$ level. These results can be compared against an artificially injected signal for a SM-like Higgs boson with $m_h = 125$ GeV. This is shown in the right panel of Fig. 3.14 where the solid black line represents the artificial injected Higgs signal at $m_h = 125$ GeV.

The CDF and DØ collaborations have presented limits on $\mu \equiv \sigma / \sigma_{SM}$ as a function of the Higgs boson mass. This is shown in Fig. 3.15. It shows all the existing limits from LEP and the LHC up until the Higgs boson discovery. The line patterns and colours have the same meaning as in Fig. 3.14. The combined analysis excludes two Higgs mass regions, namely $100$ GeV $< m_h < 103$ GeV and $147$ GeV $< m_h < 180$ GeV at 95% C.L.

On the other hand, if the solid black line is above $\mu = 1$ and also somewhat above the dotted black line, it might hint that a Higgs boson exists at that mass value. If the solid black line is at the upper edge of the yellow band, there may be 95% certainty that this is above the expectation. It could point towards the existence of a SM-like Higgs boson, a sign of background processes or systematic errors that are not well understood. Indeed in Fig. 3.15, we can see that the limit (black solid curve) goes above the upper edge of the yellow band in a region between 115 and 140 GeV. This could point to the fact that a Higgs boson may indeed be contributing to the data in that mass region. Nevertheless, in the same region, the calculated (expected) background has not yet reached the same level of sensitivity as the black dashed line. In this case, the indication of a Higgs-like fluctuation is statistically weak. This excess causes the observed limits to be less stringent than expected.
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3.4.2.2 Higgs searches at the LHC

Since the start of the LHC, it has and is continuing to accumulate an unprecedented amount of data. In 2011, the LHC delivered an integrated luminosity of up to 5.1 fb$^{-1}$ at $\sqrt{s} = 7$ TeV to the ATLAS and CMS experiments, thus fulfilling all the data quality requirements to search for a SM-like Higgs boson. In 2012, the center-of-mass energy $\sqrt{s}$ was increased up to 8 TeV. The accelerator delivered up to an extra 5.9 fb$^{-1}$ of data by July 2012. On 4$^{th}$ July 2012, the discovery of a SM-like Higgs boson was announced to the world by the ATLAS and CMS collaborations. With the statistical and systematic uncertainties, the measured SM-like Higgs boson mass was

$$m_h = 126.0 \pm 0.4 \text{ (stat.)} \pm 0.4 \text{ (syst.) GeV}$$  \hspace{1cm} (3.38)$$

by ATLAS [10] and

$$m_h = 125.3 \pm 0.4 \text{ (stat.)} \pm 0.5 \text{ (syst.) GeV}$$  \hspace{1cm} (3.39)$$

by CMS [56] experiments. At the same time, the 95% C.L. exclusion limits for a SM-like Higgs boson were updated by ATLAS to $110 \text{ GeV} < m_h < 122.6 \text{ GeV}$ and $129.7 \text{ GeV} < m_h < 558 \text{ GeV}$, and by CMS to $110 \text{ GeV} < m_h < 122.5 \text{ GeV}$ and $127 \text{ GeV} < m_h < 600 \text{ GeV}$.

The LHC experiments have searched for a SM-like Higgs boson in the mass range between the experimental LEP bound of 114 GeV and roughly 600 GeV. The main production modes in this mass range are gluon fusion ($gg \to h$) followed by the vector boson fusion ($q\bar{q} \to Vq\bar{q}$), and associated production with weak gauge bosons ($q\bar{q} \to Zh/Wh$) and
After the Higgs boson was discovered at the LHC, the ATLAS and CMS experiments measured the properties of the new particle such as its spin, CP and coupling strengths to SM particles, and found them to be consistent (within uncertainties) with the SM expectation \([69–73]\). In Ref. \([74]\), ATLAS and CMS experiments published a combined measurement of the Higgs boson mass using the LHC data for the \(h \rightarrow \gamma \gamma\) and \(h \rightarrow ZZ^{(*)} \rightarrow 4l\) decay channels at \(\sqrt{s} = 7\) and 8 TeV. The combined mass measurement gives

\[
m_h = 125.09 \pm 0.21\text{ (stat.)} \pm 0.11\text{ (stat.)}\text{ GeV},
\]  

(3.40)

top quarks \((q\bar{q}, gg \rightarrow t\bar{t}h)\). In the combined analysis, \(h \rightarrow \gamma \gamma\), \(h \rightarrow ZZ^{(*)}\), \(h \rightarrow WW^{(*)}\), \(h \rightarrow b\bar{b}\) and \(h \rightarrow \tau^+\tau^-\) decay modes were considered.

The crucial decay modes in the discovery were \(h \rightarrow \gamma \gamma\) in the low mass range and \(h \rightarrow ZZ^{(*)} \rightarrow 4l\) over the entire mass range. Both decay modes provide a high-resolution invariant mass for fully reconstructed candidates in the respective mass regions. As is evident in Fig. 3.16, a clear excess in the experimental data is found around 125–127 GeV in both search channels.

The dominant systematic uncertainties are on the measurement of the integrated luminosity, theoretical predictions of the signal production cross sections and decay branching ratios, as well as those related to detector response which impact the reconstruction analyses. For more details on the uncertainties associated with the measurement of the integrated luminosity and detector responses, see Refs. \([10, 56, 67, 68]\).

In Fig. 3.17, we show the 95\% C.L. upper limits on the signal strength \(\mu \equiv \sigma/\sigma_{SM}\) from ATLAS and CMS experiments \([10, 56]\). The various curves and bands have the same meaning as in Fig. 3.14. We can see that the observed cross-section limits exceed the expected background well beyond the 2\(\sigma\) level in a region where the expected background is determined with enough sensitivity to test the SM Higgs hypothesis.

Figure 3.16: Distributions of the reconstructed invariant mass for the selected candidate events along with the total background and signal expected in the \(h \rightarrow \gamma \gamma\) (left) and \(h \rightarrow ZZ^{(*)} \rightarrow 4l\) (right) channels. The datasets used correspond to integrated luminosities of roughly 4.8 fb\(^{-1}\) collected at \(\sqrt{s} = 7\) TeV in 2011 and 5.8 fb\(^{-1}\) at \(\sqrt{s} = 8\) TeV in 2012. Figure from Ref. \([10]\).
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Figure 3.17: 95% C.L. upper limits on the signal strength $\mu \equiv \sigma / \sigma_{\text{SM}}$ for light (right) and heavy (left) Higgs boson masses from the ATLAS (top row) and CMS (bottom row) experiments. The solid black curve corresponds to the observed limit, whereas the black dashed curve shows the median expected limit in the absence of a signal together with the $1\sigma$ (green) and $2\sigma$ (yellow) bands. The datasets used correspond to integrated luminosities of up to 4.8 fb$^{-1}$ at $\sqrt{s} = 7$ TeV (2011) and 5.8 fb$^{-1}$ at $\sqrt{s} = 8$ TeV (2012) for ATLAS, and up to 5.1 fb$^{-1}$ at $\sqrt{s} = 7$ TeV (2011) and 5.3 fb$^{-1}$ at $\sqrt{s} = 8$ TeV (2012) for CMS experiments. Figure from Refs. [10, 56].

where the total uncertainty is dominated by the statistical component.

The ATLAS and CMS measurements of the Higgs boson production and decay rates, and constraints on its coupling to vector bosons and fermions were combined in Ref. [11]. The main production processes used in the combination were gluon fusion ($ggF$), vector boson fusion (VBF), associated production with vector bosons ($Vh$ where $V = W, Z$) and a pair of top quarks ($ttH$). The decay modes used in the analysis were $h \rightarrow ZZ, h \rightarrow W^+W^-, h \rightarrow \gamma\gamma, h \rightarrow \tau^+\tau^-, h \rightarrow b\bar{b}$ and $h \rightarrow \mu^+\mu^-$. For $m_h = 125.09$ GeV from Eq. (3.40), its decay branching ratios are summarised in Table 3.1.

The signal strength $\mu$ is defined as the ratio of the measured Higgs boson rate to its SM prediction. For a specific production process and decay mode $i \rightarrow h \rightarrow f$, the signal strength for the production $\mu_i$ and decay $\mu_f$ is defined as

$$
\mu_i = \frac{\sigma_i}{(\sigma_i)_{\text{SM}}}, \quad \mu_f = \frac{B_f}{(B_f)_{\text{SM}}}.
$$

(3.41)
Table 3.1: SM predictions for the decay branching ratios of a Higgs boson with $m_h = 125.09$ GeV together with their uncertainties. Table from Ref. [33].

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Branching ratio [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h \rightarrow bb$</td>
<td>$57.5 \pm 1.9$</td>
</tr>
<tr>
<td>$h \rightarrow W^+W^-$</td>
<td>$21.6 \pm 0.9$</td>
</tr>
<tr>
<td>$h \rightarrow gg$</td>
<td>$8.56 \pm 0.86$</td>
</tr>
<tr>
<td>$h \rightarrow \tau^+\tau^-$</td>
<td>$6.30 \pm 0.36$</td>
</tr>
<tr>
<td>$h \rightarrow c\bar{c}$</td>
<td>$2.90 \pm 0.35$</td>
</tr>
<tr>
<td>$h \rightarrow ZZ$</td>
<td>$2.67 \pm 0.11$</td>
</tr>
<tr>
<td>$h \rightarrow \gamma\gamma$</td>
<td>$0.228 \pm 0.011$</td>
</tr>
<tr>
<td>$h \rightarrow Z\gamma$</td>
<td>$0.155 \pm 0.014$</td>
</tr>
<tr>
<td>$h \rightarrow \mu^+\mu^-$</td>
<td>$0.022 \pm 0.001$</td>
</tr>
</tbody>
</table>

Here $\sigma_i (i = ggF, VBF, Wh, Zh, tth)$ and $B^f (f = ZZ, W^+W^-, \gamma\gamma, \tau^+\tau^-, b\bar{b}, \mu^+\mu^-)$ are the production cross-section for $i \rightarrow h$ and decay branching ratio for $h \rightarrow f$ respectively. The subscript “SM” refers to their respective SM predictions, thus by definition, $\mu_i = 1$ and $\mu^f = 1$ in the SM. As $\sigma_i$ and $B^f$ cannot be separated without additional assumptions, only the product of $\mu_i$ and $\mu^f$ can be measured experimentally. This leads to a signal strength $\mu^f_i$ for the combined production and decay as

$$\mu^f_i = \frac{\sigma_i \cdot B^f}{(\sigma_i)_{SM} \cdot (B^f)_{SM}} = \mu_i \cdot \mu^f.$$

The production and decay mode of the Higgs boson can be factorised such that the cross-section times branching ratio of an individual channel $\sigma(i \rightarrow h \rightarrow f)$ contributing to a measured signal yield can be parametrised as

$$\sigma_i \cdot B^f = \frac{\sigma_i(\bar{k}) \cdot \Gamma^f(\bar{k})}{\Gamma_h},$$

where $\Gamma_h$ is the total decay width of the Higgs boson and $\Gamma^f$ is the partial width for Higgs boson decay into final state $f$. A set of coupling modifiers $\bar{k}$ is introduced to parametrise possible deviations of the Higgs boson coupling to SM bosons and fermions from the SM expectation.

In Fig. 3.18, we show the best-fit values of $\sigma_i \cdot B^f$ for each channel $i \rightarrow h \rightarrow f$ from combined ATLAS and CMS measurements [11]. The fit results are normalised to the SM predictions for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions. Only 20 parameters are shown as some are either not measured with a meaningful precision (e.g., the $h \rightarrow ZZ$ decay mode for the $Wh, Zh$ and $tth$ production processes) or not measured at all and thus fixed to their corresponding SM predictions (e.g., the $h \rightarrow b\bar{b}$ decay mode for the $ggF$ and VBF production processes).

The global signal strength is the most precisely measured Higgs boson coupling-related observable, but this simple parameterisation is very model dependent as all Higgs boson
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Figure 3.18: Best fit values of $\sigma_i \cdot B^f$ for each channel $i \rightarrow h \rightarrow f$ used in the combined ATLAS and CMS measurements. The dataset used corresponds to integrated luminosities per experiment of roughly 5 fb$^{-1}$ at $\sqrt{s} = 7$ TeV (2011) and 20 fb$^{-1}$ at $\sqrt{s} = 8$ TeV (2012). Figure from Ref. [11].

The Higgs boson decays were also studied using six independent signal strengths, one for each decay channel included in the combination, assuming that the Higgs boson production cross sections are same as in the SM. Unlike the production signal strengths in Fig. 3.19, the decay-based signal strengths are independent of the collision centre-of-mass energy, thus the $\sqrt{s} = 7$ and 8 TeV data sets can be combined without additional assumptions. The best-fit results are shown in Fig. 3.20 for the combined ATLAS and CMS, and separately for each experiment. The $p$-value for the compatibility between the
Figure 3.19: Best fit results for the production signal strengths $\mu_i$ from the combined ATLAS and CMS data. Results from each experiment are also shown. The error bars show the 1\(\sigma\) (thick lines) and 2\(\sigma\) (thin lines) C.L. intervals. The combined measurement of the global signal strength $\mu$ is also shown. The integrated luminosities per experiment and year of the dataset are same as in Fig. 3.18. Figure from Ref. [11].

The simplest and most restrictive signal strength parameterisation is to assume that the values of the signal strength $\mu_f^i$ defined in Eq. (3.41) are same for all production processes $i$ and decay modes $f$. In this case, the SM prediction of signal yields in all categories are scaled by a global signal strength $\mu$. Such a parameterisation provides the simplest test for the compatibility of the experimental data and SM predictions. A fit to the ATLAS and CMS data at $\sqrt{s} = 7$ and 8 TeV with $\mu$ as the parameter of interest gives the following best fit value

$$\mu = 1.09^{+0.11}_{-0.10} = 1.09^{+0.07}_{-0.07} \text{(stat)}^{+0.04}_{-0.04} \text{(expt)}^{+0.03}_{-0.03} \text{(th-bgd)}^{+0.07}_{-0.06} \text{(th-sig)},$$

(3.44)

where “stat” refers to uncertainties that are statistical in nature, “expt” refers to experimental uncertainties (e.g., detector-level quantities such as reconstruction efficiencies, momentum and energy resolution, etc) and those related to the finite size of the MC simulation samples, “th-bgd” refers to the theoretical uncertainties in the background only processes, and “th-sig” refers to the theoretical uncertainties that affect the Higgs boson signals. The result...
3.4. Higgs searches at colliders
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Figure 3.20: Best fit results for the decay signal strengths from the combined ATLAS and CMS data. Results from each experiment are also shown. The error bars show the 1σ (thick lines) and 2σ (thin lines) C.L. intervals. The integrated luminosities per experiment and year of the dataset are same as in Fig. 3.18. Figure from Ref. [11].

in Eq. (3.44) is consistent with the SM expectation of $\mu = 1$ within less than 1σ and the $p$-value of the compatibility between the data and SM predictions is about 40% [11].
Chapter 4

Dark Matter

4.1 Introduction

One of the most astounding facts of nature is that ordinary baryonic matter is not the dominant form of matter. Rather, a new form of matter known as dark matter (DM) fills our universe. It is invisible, non-luminous and roughly 5 times more abundant than ordinary matter \[75\]. Although its presence is yet to be detected in Earth-based laboratories, there is compelling astrophysical evidence to support its existence.

A complete understanding of DM requires knowledge from several branches of physics and astronomy. For instance, the creation of DM in the early universe is best understood through statistical mechanics and thermodynamics. On the other hand, particle physics is required to propose viable DM candidates and to predict the form of interactions with SM particles. On large scales, astrophysics and cosmology dictate the behaviour of the DM particles. Other areas of physics also come into play which makes the study of DM a diverse and interdisciplinary field.

In the field of astronomy, we rely on light (or photons) arriving from distant celestial bodies to infer their properties. For instance, when we notice dark patches against a bright background field in a distant nebula, we expect that the incoming light is absorbed by the interstellar medium. Thus, the process of photon emission and absorption allows us to trace the baryonic matter content in the universe. With the advent of modern ground- and space-based telescopes, we can detect photons from celestial bodies in different regions of the electromagnetic spectrum. These range from long wavelength radio waves to short wavelength cosmic rays.

In this chapter, we give a general overview of DM based on Refs. \[12,76–82\]. We begin by presenting various pieces of astrophysical evidence to support its existence. These range from observations of galactic rotation curves, the cosmic microwave background (CMB), large-scale structure to results from \(N\)-body simulations and observations of collisions of galaxy clusters. Based on the inferred properties of the DM particles, we propose viable DM candidates and discuss their production in the early universe. We also discuss various
detection methods for probing the nature of DM in the universe today. In Appendix C, we provide a summary of the Big Bang cosmology and various details used in computing the present-day abundance of the DM particles.

4.2 Evidence

4.2.1 Galactic rotation curves

Traditionally, astronomers have relied on photometry to estimate the mass of celestial objects, especially using well-defined mass-to-luminosity ratios $M/L$. For instance, the $M/L$ ratio of our Sun is $M_\odot/L_\odot = 5.31 \times 10^3$ kg W$^{-1}$. Thus, the $M/L$ ratio of celestial bodies can be measured in terms of the Sun’s mass and luminosity such that $M_\odot/L_\odot = 1$ by definition. By measuring the light output from a distant object (e.g., nebulae, galaxies or clusters of galaxies), we can use the $M/L$ ratios to estimate the mass of a distant object.

In the early 1930s, J. H. Oort discovered that the motion of stars in the Milky Way required a presence of far more galactic mass than was previously imagined. By measuring the Doppler shift of stars moving near the galactic plane, Oort was able to calculate their velocities $[83]$. From his finding, he made a startling discovery that the stars in the Milky Way move far too quickly, even allowing them to escape the gravitational pull of the luminous matter in the galaxy. As galaxies do not fly apart, Oort postulated that more mass was required in the Milky Way to hold these stars in their observed orbits.$^1$

In 1933, a Swiss astronomer named F. Zwicky found similar indications of the missing mass but on a much larger scale. Using the Doppler shift of galaxies in the Coma cluster, Zwicky was able to calculate the velocity dispersion of galaxies in the cluster. Their speeds depended on the total mass of the cluster as each galaxy is gravitationally pulled by other galaxies. After knowing the velocity dispersion of individual galaxies, i.e., their kinetic energies, Zwicky was able to estimate the mass of the cluster using the Virial theorem $[84]$. Assuming only gravitational interactions and Newtonian gravity, i.e., $F \propto 1/r^2$ where $r$ is the distance from the GC, the Virial theorem states that

$$\langle T \rangle = -\frac{1}{2} \langle U \rangle,$$

(4.1)

where $\langle T \rangle$ is the average kinetic energy and $\langle U \rangle$ is the average potential energy. Using this theorem, Zwicky calculated the total mass of the cluster to be roughly $4.5 \times 10^{13} M_\odot$. With his observation of around 1000 nebulae in the Coma cluster, the average mass of each nebula was estimated to be around $4.5 \times 10^{10} M_\odot$. However, this result came to Zwicky and others as a surprise since the measurement of cluster’s luminosity using standard $M/L$

$^1$It was also pointed out that 85% of the light from the GC could have been obscured by dust and intervening matter, or that the measurement of star velocities was in error.
ratios implied a cluster mass of only about 2% of this value. In essence, the luminous matter only accounted for a small fraction of the total cluster mass. A vast majority of the cluster’s mass is missing or non-luminous.

After 40 years following the discoveries of Oort, Zwicky, and others, V. Rubin and W. Ford performed an extensive study of the rotation curves of 60 isolated galaxies [85, 86]. The galaxies were chosen in such a way that the material on one side of the GC was approaching our galaxy while on the other side, it was receding away. Thus, an analysis of the spectral lines (or Doppler shifts) gave the rotational velocity of different regions in the target galaxy. In addition, the position along the spectral lines gave angular information about the distance of a point from the GC. Ideally, one should target individual stars to determine their rotational velocities. However, stars in distant galaxies are too faint to see. Thus, V. Rubin used hydrogen and helium gas clouds surrounding the hot stars as tracers of the rotational profile.

In classical Newtonian physics, the orbit of stars within a galaxy should closely mimic the rotation of planets in our solar system. Within our solar system, the rotation speed $v(r)$ of a planet at a distance $r$ from the Sun is

$$v(r) = \sqrt{\frac{G_N M(r)}{r}},$$  \hspace{1cm} (4.2)

where $G_N = 6.674 \times 10^{-11} \text{ m}^3 \text{ kg}^{-1} \text{ s}^{-2}$ is Newton’s gravitational constant, $M(r) = 4\pi \int_0^r dr' (r')^2 \rho(r')$ \hspace{1cm} (4.3)
is the total gravitational mass contained within a radius $r$ from the Sun and $\rho(r')$ is a spherically-symmetric mass density profile. Thus, we expect $v(r) \propto 1/\sqrt{r}$ beyond the optical disk. This is known as the Keplerian behaviour.

However, Rubin’s results showed an extreme deviation from the Keplerian behaviour. The collected data implied that the rotation curve of stars continue to rise with distance from the GC and ultimately approaches a constant steady value. This is shown for the Andromeda (M31) galaxy in Fig. 4.1. The result implied that $M(r) \propto r$ and $\rho(r') \propto 1/(r')^2$, i.e., an extended halo of DM must exist beyond the optical disk.

An intuitive way to understand Rubin’s result is by following a simplified model. Consider the galaxy as a uniform sphere of mass and apply Gauss’s Law for gravity as

$$\int_S g \cdot dA = 4\pi G_N M_{\text{encl}}.$$  \hspace{1cm} (4.4)

The left-hand side is the flux of gravitational field $g$ passing through a closed surface $S$, whereas the right-hand side is proportional to the total mass enclosed by that surface. As the radius of the Gaussian surface increases, more mass is enclosed within the surface $S$ and

\footnote{Although it was not known to Zwicky at the time, roughly 10% of the cluster mass is contained in the intracluster gas which slightly alleviates but does not solve the issue of missing mass.}
the gravitational field grows; the velocities can grow or remain constant as a function of the radius \( r \) since the exact behaviour depends on the mass density profile \( M(r) \) in Eq. (4.2). On the other hand, if the enclosed mass decreases or remains constant as the Gaussian surface grows, the gravitational field will fall, leading to smaller rotational velocities as \( r \) increases. The former condition applies for the luminous matter near the GC, whereas on the outskirts of the galaxy, where little or no additional mass is being added, the latter condition applies. If the rotational velocities remain constant with increasing radius, the mass inside this radius must be increasing. As the density of luminous matter falls outside the central bulge of the galaxy, the missing mass must be non-luminous. Thus, mass (unlike luminosity) is not concentrated near the center of galaxies. More importantly, the distribution of light in a galaxy is not a complete guide to its total mass distribution.

### 4.2.2 Microlensing

In the 1970s, gravitational lensing offered a new way to probe the amount and distribution of DM in the universe. It is a direct result of Einstein’s Theory of General Relativity (GR) which postulates that the universe exists within a flexible fabric of space-time. Massive objects bend this fabric and affect the motion of bodies (including light) around them. Thus, cosmologists look for a relatively close, massive object (e.g., cluster of galaxies) behind which a distant, bright object (e.g., a galaxy or a quasar) is located. If the distant galaxy is directly behind the cluster, a complete Einstein ring appears, i.e., an image in which the closer object is at the center and the ring is a lensed image of the more distant object. A schematic diagram of this lensing effect is shown in Fig. 4.2. As the likelihood of two appropriately bright and distant objects lining up perfectly with the Earth is rather low, we often see distorted images known as arclets or partial Einstein rings.

In 1979, D. Walsh et al. observed the first gravitational lensing effect [89].
working at the Kitt Peak National Observatory, they found two distant objects that were separated only by 5.6 arc seconds with very similar redshifts, magnitudes and spectra. In 1988, similar observations were made by R. Lynds and V. Petrosian where multiple arclets were seen within clusters [90].

By studying the distorted image of a distant galaxy, we can infer the amount of mass within the lensing cluster. This is achieved using the following expression for the Einstein radius $\theta_E$ as

$$\theta_E = \sqrt{\frac{4G_N M}{c^2} \frac{d_{LS}}{d_L d_S}}, \quad (4.5)$$

where $M$ denotes the total mass of the lensing cluster, $d_{LS}$ is the distance between the lens and source, $d_L$ is the distance to the lens and $d_S$ is the distance to the source. However, using this expression, astronomers found that the calculated cluster mass is much larger than the mass inferred from a cluster’s luminosity. For instance, A. Bargemen, R. Lynds and V. Petrosian determined that the $M/L$ ratio of the Abell 370 cluster should be roughly $10^2$–$10^3 M_\odot/L_\odot$. This places a constraint on the DM distribution within the cluster. For the galaxy cluster CL0024+1654, this is illustrated in Fig. 4.3. Thus, a vast amount of DM is required in the cluster.

Initially, astrophysical objects made up of baryonic matter were thought to account for DM. As DM is invisible and non-luminous in nature, possible astrophysical DM candidates were thought to be brown dwarfs, primordial black holes and neutron stars [93]. All of these are collectively classified as Massive Compact Halo Objects (MACHOs).

By combining theory with observations, MACHOs have been ruled as a solution to the missing mass problem in the Milky Way. Using the Hubble Space Telescope (HST) data, it was shown that low mass stars could be at most 3% of the total DM in the Milky Way [94]. A combination of theory and Hipparchos parallax data ruled out substellar objects or brown dwarfs as the primary constituent of galaxy’s DM [95]. Stellar remnants were also potential DM candidates. Bounds on white dwarfs as DM candidates come from

---

**Figure 4.2:** A schematic diagram of the gravitational lensing effect. The gravity of a foreground object distorts the light coming from a distant object. Figure from Ref. [88].
To hunt for MACHO-like objects, the MACHO collaboration and EROS-2 survey searched for gravitational microlensing caused by possible MACHOs in the Magellanic Clouds. The MACHO collaboration analysed the skies for such lensing events in a study of 11.9 million stars [98]. However, only 13–17 possible events were detected [99]. In 2007, EROS-2 survey [100] reported only one event out of a sample of 7 million stars. Thus, the low number of possible MACHOs can only account for a small fraction of the total non-luminous matter in the galaxy. In addition, these findings revealed that most of the DM can not exist in the form of baryonic astrophysical objects.

4.2.3 Big Bang Nucleosynthesis

Big bang nucleosynthesis (BBN) refers to a period of few seconds to minutes after the big bang. During this time, neutrons and protons fused to form deuterium ($^2$H), helium ($^4$He) and traces of other light elements. In fact, BBN is the largest source of deuterium in the universe as any deuterium produced or found in stars today is immediately fused to form $^4$He. By measuring the deuterium-to-hydrogen (D/H) ratio in distant, primordial-like regions, astronomers have been able to estimate the D/H abundance directly after BBN. Based on known nuclear physics and reaction rates, BBN elemental abundance can be theoretically calculated. In fact, one of the triumphs of the big bang model is the precise agreement between theory and observational determinations of these light elemental abundances. This is shown in Fig. 4.4.

The D/H abundance is heavily dependent on the overall density of baryons in the early universe. By measuring the D/H abundance, we can obtain the overall baryon abundance.
in the universe today. This is conventionally expressed as $\Omega_b h^2$ where $\Omega_b \equiv \rho_b/\rho_c$ is the density parameter, $\rho_c = 3H_0^2M_p^2 = 3H_0^2/(8\pi G)$ is the critical mass density and $h = H_0/(100\text{ km s}^{-1}\text{ Mpc}^{-1})$ is the reduced Hubble parameter. For more details, see Appendix C.

In Ref. [102], two possible values for $\Omega_b h^2$ are obtained (depending on which deuterium observation is chosen):

$$\Omega_b h^2 = 0.0229 \pm 0.0013, \quad \Omega_b h^2 = 0.0216^{+0.0020}_{-0.0021}.$$  (4.6)

Note that both values only account for about 20% of the total matter density in the universe. Thus, the observed D/H abundance provides a strong evidence for the existence of DM.

### 4.2.4 Cosmic Microwave Background

The cosmic microwave background (CMB) was accidentally discovered by A. Penzias and R. Wilson in 1964. It has an excess background temperature of roughly 2.73 K and provides another way to learn about the composition of the early universe.

Just after the big bang, the universe was in an extremely dense state of hot plasma that went through an initial phase of rapid expansion, then expanded at a slower, steady
rate and cooled for about 380,000 years. After some time, a stage known as the epoch of recombination was reached when neutral atoms started to form. As a result, the universe became transparent to electromagnetic radiation (or light). Photons that were initially trapped due to their electromagnetic interactions with charged particles became free to travel unimpeded in the universe. The photons that were released from the surface of last scattering have since been travelling to us. Due to the expansion of the universe, they have redshifted and appears today as a uniform background of CMB photons.

4.2.4.1 Cosmic Background Explorer (COBE)

In 1989, the Cosmic Background Explorer (COBE) satellite was launched to verify two fundamental properties of the CMB: its uniformity in temperature \((T \sim 2.73 \text{ K})\) across the sky; and to test if the CMB is nearly a perfect blackbody. Although the temperature fluctuations in the CMB are extraordinarily uniform, COBE’s Differential Microwave Radiometer (DMR) discovered small anisotropies (or fluctuations) in the CMB. These fluctuations are caused by two different effects.

1. *Sachs-Wolfe effect* generates large-scale fluctuations. In regions that were more dense at the time of last scattering, lower energy photons were emitted as they had to climb over more powerful potential energy wells than photons emitted from less dense regions.

2. *Acoustic oscillations* generate small-scale fluctuations. Before the decoupling of photons, protons and photons can be modelled as a photon-baryon fluid. This fluid repeatedly went through the following life cycle.

   a) the fluid is compressed as it falls into a gravitational potential;

   b) the pressure of the fluid increases until it forces the fluid to expand outwards;

   c) the pressure of the fluid decreases as it expands until gravity pulls it back; and

   d) the process repeats until photons are decoupled at the time of recombination.

Depending on the life cycle for a portion of fluid after the photon-decoupling, the photons emerge with varying temperatures. Thus, the fluctuations in the CMB are an indication of both the initial density perturbations and the dynamics of the photon-baryon fluid. In this way, temperature fluctuations in the CMB are related to the density of baryons at the time of recombination.

Although the detection of temperature fluctuations in the CMB was a major achievement, the magnitude of the temperature variation puzzled many physicists. The fluctuations in the CMB are extremely small, roughly \(30 \pm 5 \mu \text{K}\), meaning that the CMB is uniform to 1 part in \(10^5\). In fact, they are too small to solely serve as the seeds of structure formation \([103]\). Before the time of recombination, ordinary matter could not clump
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An analysis of the CMB allows for a discrimination between dark matter and ordinary matter precisely because the two components act differently. Unlike baryons, DM does not play any role in the photon-baryon fluid (as it is electrically neutral). The height of the first peak in the CMB power spectrum is sensitive to the baryon density, while its shift in its value would give inconsistent result between WMAP and other CMB data.

An analysis of the CMB allows for a discrimination between dark matter and ordinary matter precisely because the two components act differently. Unlike baryons, DM does not play any role in the photon-baryon fluid (as it is electrically neutral). The height of the first peak in the CMB power spectrum is sensitive to the baryon density, while its shift in its value would give inconsistent result between WMAP and other CMB data.

4.2.4.2 Wilkinson Microwave Anisotropy Probe (WMAP)

In 2001, the Wilkinson Microwave Anisotropy Probe (WMAP) was launched with the goal of precisely measuring the CMB anisotropies. In particular, it has been able to detect temperature variations as small as one-millionth of a degree. Due to the increased precision of WMAP, the total matter and baryon densities were found to be [104]

$$\Omega_m h^2 = 0.1334^{+0.0056}_{-0.0055}, \quad \Omega_b h^2 = 0.02260 \pm 0.00053. \quad (4.7)$$

Note that the two numbers are different, i.e., baryonic matter is not the dominant form of matter in the universe. In fact, DM with a mass density of $\Omega_{DM} h^2 = 0.1123 \pm 0.0035$ [104] makes up about 85% of the total matter density in the universe.

An analysis of the CMB allows us to discriminate between DM and ordinary matter as the two components behave differently. Unlike baryons, DM does not play any role in the photon-baryon fluid (as it is electrically neutral). The height of the first peak in the CMB power spectrum is sensitive to the baryon density $\Omega_b = \rho_b / \rho_c$ as shown in Fig. 4.5. Any shift in its value would give inconsistent result between WMAP and other CMB data.

Figure 4.5: The cosmic microwave background (CMB) power spectrum for various values of $\Omega_b = \rho_b / \rho_c$ along with the 7-year WMAP data. Figure from Ref. [12].
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Figure 4.6: Temperature fluctuations in the CMB as measured by the COBE, WMAP and Planck satellite. Figure from Ref. [13].

4.2.4.3 Planck satellite

The Planck satellite (a successor to WMAP) was launched in 2009 to image the temperature and polarization fluctuations in the CMB over the entire sky with higher sensitivity and smaller angular resolution. It provided a major source of information for testing theories of the early universe and the origin of cosmic structure. The resulting map of the CMB by the Planck satellite can be compared against COBE and WMAP results in Fig. 4.6.

The Planck satellite provides the most accurate estimate of the cosmological parameters, including the average density of baryons and DM in the universe. Based on the 2015 dataset, we know that [75]

\[ \Omega_\Lambda = 0.692 \pm 0.012, \quad \Omega_m = 0.308 \pm 0.012, \]
\[ \Omega_b h^2 = 0.02226 \pm 0.00023, \quad \Omega_{DM} h^2 = 0.1186 \pm 0.0020, \]

(4.8)

where \( h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1}) \) and \( H_0 = 67.81 \pm 0.92 \text{ km s}^{-1} \text{ Mpc}^{-1} \) is the Hubble constant. These values imply that our universe is made up of roughly 69% dark energy, 26% dark matter and 5% ordinary baryonic matter. In particular, DM is roughly 5 times more abundant than ordinary matter.

4.2.5 Large-scale structures

Evidence for DM is also inferred from analysing the large-scale structures in the universe. By computing the distance to various galaxies using their redshifts, cosmologists have been able to map out the location of more than 1.5 million galaxies. For instance, the Sloan Digital Sky Survey (SDSS) has been able to create 3-dimensional maps of more than 900,000 galaxies, 400,000 stars and 120,000 quasars from its eight years of operation [105]. The observed number of galaxies support the need for DM as the current structure in the universe is a result of initial density perturbations in the early universe. Most likely, these initial density perturbations were quantum fluctuations which were magnified by inflation,
4.2. Evidence

A period of rapid exponential growth about $10^{-35}$ seconds after the big bang. Assuming that the random fluctuations are Gaussian, the power spectrum $P(k)$ is sufficient to describe the density perturbations.

For a given $P(k)$, we can predict the large-scale structure. The converse is also true: by measuring large-scale structure (e.g., from galaxy counts and surveys), we can experimentally determine the power spectrum $P(k)$. Using this information from the galaxy surveys, the total amount of matter and baryonic matter can be estimated. The peak of $P(k)$ is sensitive to the value of $\Omega_m$, whereas the amount of baryons affect the shape of $P(k)$ due to baryonic acoustic oscillations \[106\]. Using these techniques, the power spectrum from the Two-degree-Field Galaxy Redshift Survey (2dFGRS) gives

$$\Omega_m = 0.231 \pm 0.021, \quad \Omega_b/\Omega_m = 0.185 \pm 0.046.$$ (4.9)

Based on the SDSS data, we find that \[107, 108\]

$$\Omega_m = 0.286 \pm 0.018, \quad \Omega_{DM}h^2 = 0.02267 \pm 0.00058.$$ (4.10)

These results agree well with both the BBN and CMB predictions.

4.2.6 N-body simulations

The need for DM is also seen in N-body simulations of large-scale structure. Generally, these simulations take weeks. For instance, the MS-II tracked over 10 billion particles, each with mass $6.89 \times 10^6 \, h^{-1} M_\odot$ in a volume of $(100 \, h^{-1} \text{Mpc})^3$ to study DM halo structure and formation \[109\]. Similarly, T. Matteo et al. ran simulations to study the role of black holes in structure formation using 20-200 million particles in a volume of $(33.75 \, h^{-1} \text{Mpc})^3$ to $(50 \, h^{-1} \text{Mpc})^3$ \[110\].

N-body simulations without DM do not form the familiar filament and void-type structures seen in the observable universe by SDSS and other related surveys on the proper timescales. Additionally, scenarios in which DM is relativistic or hot finds that structure formation is retarded or washed-out instead of enhanced. This corresponds to a top-down formation, i.e., larger structures form first, eventually condensing and fragmenting into the ones that we can see today \[111\]. However, galaxies have been known to exist less than a billion years after the big bang, and together with the N-body simulations of structure formation, a bottom-up formation, i.e., stars followed by galaxies and cluster of galaxies is more likely \[112\]. Thus, not only is DM required in the universe, it must be cold or non-relativistic during the period of structure formation \[113, 114\].

4.2.7 Collision of galaxy clusters

The most recent evidence serves as a smoking gun signal for DM. A sub-cluster called the bullet collided with a larger galaxy cluster 1E 0657-56. During the collision, the galaxies
within the two clusters passed through each other without any interaction (as typical distances between galaxies are roughly 1 Mpc or 3.26 light years). As the majority of cluster’s baryonic mass resides in the extremely hot gas between the galaxies, the collision compressed the hot gas and created shock waves. This generated high-energy X-rays that were detected by the Chandra X-ray telescope. In the right panel of Fig. 4.7, we can see a clear discrepancy between the regions that produce X-rays (where the majority of the baryonic matter lies) and maps of weak gravitational lensing (where the total mass lies). In particular, the areas of strong X-ray emission and high mass concentration do not overlap. Thus, the majority of mass in the cluster is non-baryonic and gravity again pointed back to the missing mass problem [115].

Similar to the bullet cluster, the galaxy cluster MACS J0025.4-1222 was formed as a result of a collision between two clusters. The collision caused a separation between the luminous matter and DM in the two clusters. In mid-2008, it was found that the behaviour of matter within this cluster was strikingly similar to the Bullet cluster [116]; the DM passed through the collision while the intergalactic gas interacted and emitted X-rays. These results confirmed the need for a collisionless DM.

In 2007, the HST detected a ring-like structure of DM from another collision of two massive galaxy clusters one to two billion years ago [117]. The DM in the two clusters collapsed towards the center but some of it began to slosh back out, causing the ring-shaped structure to form. By overlapping the distribution of gravitational lensing with the baryonic mass in the combined cluster, the largest discrepancy was seen between the luminous matter and DM.

In 2013, Penny et al. presented a study of the Perseus cluster from the HST survey [118]. They noticed that a small number of dwarf spheroidal galaxies were stable while larger
4.3. Candidates

It is clear that the evidence for DM exists at small and large scales. However, its true nature is unknown to us. The measurement of the CMB allows us to calculate the present-day abundance of the DM particles, whereas \(N\)-body simulations of large-scale structures favour cold and collision-less DM.

Despite many successes of the SM, it fails to provide any particle DM candidates. In the SM, the only stable, electrically neutral and weakly interacting particles are the neutrinos. However, they cannot account for all of the DM due to two main reasons. Firstly, as neutrinos are relativistic, they would lead to a top-down structure formation which is disfavoured by \(N\)-body simulations. Secondly, neutrinos are ruled out as the entire solution to the missing mass problem from cosmological observations. The combined results from WMAP and large-scale structure data constrain the neutrino mass to \(m_\nu < 0.23\,\text{eV}\). This corresponds to a cosmological density of \(\Omega_\nu h^2 < 0.0072\) [119]. Thus, neutrinos cannot be the only source of DM.

The lack of particle DM candidates in the SM motivates new physics beyond the SM (BSM). The new BSM theories must supplement the SM and provide a viable DM candidate. Many BSM theories predict new particles, often with masses comparable to those of the \(W\) and \(Z\) bosons. In many cases, the lightest of the new BSM particles are stable and can serve as DM candidates.

In the following subsection, we discuss two of the most popular particle DM candidates and the theories that lie behind them.

4.3.1 Weakly Interacting Massive Particles (WIMPs)

Among many potential DM candidates, the class of Weakly Interacting Massive Particles (WIMPs) is popular. They appear in well-motivated BSM theories. In addition, a GeV-scale WIMP with a weak interaction cross-section can naturally reproduce the observed DM abundance, leading to the so-called WIMP miracle [76, 120].

In the WIMP scenario, there are two possible approaches for specifying the WIMP-SM couplings as discussed below.
4.3.1.1 Top-down approach

In this approach, WIMPs are included amongst the new particle content of a BSM theory at high energies. From the details of the theory, one can derive the WIMP-SM interactions. Two popular examples that employ this approach are discussed below.

- **Supersymmetric candidates**: Supersymmetry (SUSY) introduces an additional symmetry to the SM and allows for an inter-conversion between fermions and bosons. Essentially, every fermion in the SM is associated with a supersymmetric boson and vice versa. Thus, adding SUSY into the SM effectively doubles the number of particles. Although this might seem like an unnecessary complication, SUSY has very attractive theoretical features, namely in solving the hierarchy and fine-tuning/naturalness problem \[121, 122\].

In SUSY, the stability of the lightest supersymmetric particle (LSP) is guaranteed by $R$-parity \[76\]

$$ R \equiv (-1)^{3B+L+2s}, \quad (4.11) $$

where $B$ ($L$) is the baryon (lepton) number and $s$ is the particle spin. An $R$-parity of +1 is assigned to all SM fields and −1 to all superpartners. Thus, an even number of SUSY particles must appear in every interaction, and forbids the decay of the LSP. If the LSP is electrically neutral, it is an excellent DM candidate.

In the particle content of the SM with SUSY, there are three potential DM candidates, namely

- the neutralino (a superposition of the neutral superpartners of the Higgs and gauge bosons);
- the sneutrino (the superpartner of the neutrino); and
- the gravitino (the superpartner of the graviton which would come from a quantum theory of gravity).

However, sneutrinos annihilate very quickly in the early universe, and their relic densities are too low to be cosmologically significant \[123\]. In addition, gravitinos behave as hot DM particles depending on their mass, and are disfavoured by $N$-body simulations of large-scale structure \[124\]. Thus, the neutralino is the preferred DM candidate in the SM with SUSY. Its relic abundance can be sizeable and of cosmological significance. The detection rates for neutralinos are high enough to be accessible in the laboratory but not high enough to be experimentally ruled out.

- **Extra dimensions**: DM candidates can come from theories of extra spatial dimensions. The idea of extra spatial dimensions was first initiated by T. Kaluza and O. Klein in early 1920s. After writing down the general theory of relativity in five
dimensions, they were able to recover four-dimensional gravity, Maxwell’s equations for a vector field and an extra scalar particle \([125, 126]\). In their study, Klein explained the non-observation of the fifth-dimension by compactifying it on a circle with an extremely small radius about \(10^{-35}\) cm. Initially, KK theories were on a quest to become a grand unified theory (GUT). However, the emergence of weak and strong nuclear forces as fundamental forces of nature hindered their progress.

In the late-1990s, two new scenarios with extra dimensions appeared. In Ref. \([127]\), A. Hamed, G. Dvali and S. Dimpoulous tried to solve the hierarchy problem by assuming the existence of large extra dimensions. They made an assertion that the electroweak scale is the only fundamental scale in nature. In addition, they stated that the Planck scale appears small due to the presence of the extra spatial dimensions. On the other hand, L. Randall and R. Sundum proposed infinitely large extra dimensions that were unobservable at low energies. Their reasoning behind the weakness of gravity was that it was the only force that could leak-out into the extra dimensions.

In theories where extra spatial dimensions are compactified, particles that can propagate in these dimensions have their momenta quantised as \(p^2 \sim 1/R^2\) where \(p\) is the particle momentum and \(R\) is the size of the extra dimension. Thus, for each particle that is free to move in these extra dimensions, a set of Fourier modes called KK states appear. These modes have mass \(m^2 = n^2/R^2 + m_0^2\) where \(m_0\) is the usual SM particle mass and \(n\) is the mode number. Each SM particle is associated with an infinite tower of excited KK states. If translational invariance along the fifth-dimension is postulated, a new discrete symmetry called the Kaluza-Klein parity exists, and the lightest Kaluza-Klein particle (LKP) can be a stable DM candidate. In most models, the LKP is the first excitation of the photon. While working within the framework of Universal Extra Dimensions (UED) \([128]\), Servant and Tait (2013) showed that the LKP could be a DM candidate if its mass lies between 500 and 1200 GeV \([129]\). Additional motivation for extra-dimensional theories of DM comes from proton stability and cancellation of gauge anomalies from three generations of fermions \([130]\).

### 4.3.1.2 Bottom-up approach

In the bottom-up approach, effective field theories (EFTs) are constructed from the lowest-dimensional operators allowed in a weak scale interaction Lagrangian. In this scenario, the WIMP-SM interaction takes the following form

\[
\mathcal{L}_{\text{int}} \supset \frac{1}{\Lambda^6} O_{\text{DM}} O_{\text{SM}},
\]  

(4.12)
where $\Lambda$ is the EFT cutoff scale and $O_{\text{DM}} (O_{\text{SM}})$ are the DM (SM) operators, which are singlets under the SM gauge group. Thus, the WIMP-SM interaction is described by a set of non-renormalisable operators. For instance, a fermion DM $\chi$ can couple to a SM quark $q$ via the following dimension-6 operator

$$\mathcal{L}_{\text{EFT}} = \frac{1}{\Lambda^2} (\overline{\chi} \gamma_\mu \chi) (\overline{q} q),$$

where the strength of the interaction is governed by the energy scale $\Lambda$. It is raised to an appropriate power to ensure that the interaction Lagrangian has a mass-dimension of 4. A Feynman diagram for this interaction is shown in Fig. 4.8.

The main advantage of using an EFT approach is that each operator and energy scale can describe a range of processes. For instance, depending on the direction of the arrow of time in Fig. 4.8, the dimension-6 operator in Eq. (4.13) describes the process of DM annihilation $\overline{\chi} \chi \rightarrow \overline{q} q$, scattering off quarks $\chi q \rightarrow \chi q$ and production at colliders $\overline{q} q \rightarrow \overline{\chi} \chi$. In this case, the calculation of physical observables is based on a Taylor series expansion in $E^n/\Lambda^n$ which is truncated at an appropriate interaction energy scale. Thus, EFTs provide a consistent description of a higher-order process as long as the interaction energy scale lies below the energy scale $\Lambda$. The EFT description is most valid when the energy scales of the operator and the interaction are well-separated.

Although EFTs provide a simple and economical way of capturing the higher-order processes, the validity of EFTs for DM searches at colliders has been questioned [131–134] and the limitations of its use are now recognised in the particle physics community. The effective operators offer a tool to describe the effects of heavy mediators in a low-energy theory where such particles are integrated out. Due to the range of energies delivered by the colliders such as the LHC, one can directly produce an on-shell mediator particle. In this case, the EFT description fails completely. This simple point demands a careful and consistent check of the EFT validity in the context of DM searches at the LHC, or even better, a newer approach for DM searches at the LHC.

A way out of this deadlock is to resort to full-fledged models of new physics comprising
a DM candidate, i.e., using the top-down approach as discussed earlier. Models that are connected to the solution of the hierarchy problem such as supersymmetric (SUSY) or composite Higgs models are already being thoroughly studied. In addition, searches for DM within a complete framework of particle physics models are currently a subject of research. On the other hand, more fundamental physics frameworks involve many parameters. Thus, the inverse problem, i.e., using experimental results to understand the theory space necessarily involves a large number of degeneracies. This is a severe problem, particularly for DM where the only precisely known property is its thermal relic density.

An alternative approach is based on simplified models \[135,136\]. In these models, the WIMP-SM interaction occurs via a “mediator” field which propagates the degrees of freedom of a UV theory. By increasing the number of parameters to specify the unknown DM interactions, one gains a complete theoretical control. For heavy mediators, they can be integrated out and the EFT situation is recovered.

When building a simplified DM model, one wishes to extend the SM by adding new degrees of freedom: not too many, otherwise, simplicity is lost; not too few, otherwise, the relevant physics is not completely captured. To this end, one builds simplified models based on the following general prescriptions:

- the SM is extended by adding a new stable DM candidate; and
- the new Lagrangian operators of the models are renormalizable and consistent with symmetries such as Lorentz invariance, SM gauge invariance and DM stability.

In addition to these exact symmetries, the SM has other important global symmetries. Baryon $B$ and lepton $L$ numbers are anomalous, but they can be treated as exact symmetries at the renormalizable level. Thus, simplified models must respect $B$ and $L$.

On the other hand, the flavour symmetry of the SM can be broken by new physics but this breaking should be sufficiently small to agree with high-precision flavour experiments. A very convenient approach to deal with this is to either impose that the new physics respects the SM flavour symmetry or that the breaking of the symmetry is associated with the quark Yukawa matrices. This idea is known as Minimal Flavour Violation (MFV) \[137\]. It also allows us to keep small CP-violating effects which are possibly induced by new physics.

Simplified models have appealing features as well as limitations. Despite being simple and effective, they are not the only way to go. In fact, one can look for alternative scenarios which can still offer diverse phenomenology \[138\]. On the other hand, simplified models retain some of the virtues of other extreme approaches: a small number of manageable parameters for simpler search strategies, and close contact with ultraviolet (UV) completions, which reduce to the simplified models in some particular low-energy limit. Moreover, one can exploit the direct searches for the mediator as a complementary
tool to explore the dark sector. An artistic view of the DM theory space is shown in Fig. 4.9.

The EFT interaction in Eq. \((4.13)\) provides a low-energy description of the following simplified model with a \(Z'\) mediator field

\[
\mathcal{L}_{\text{int}} \supset -Z'_\mu \left( g_\chi \bar{X} \gamma^\mu \chi + \sum_q g_q \bar{q} \gamma^\mu q \right). \tag{4.14}
\]

Here the mediator \(Z'\) couples to a Dirac fermion DM \(\chi\) with coupling \(g_\chi\) and to the SM quarks with coupling \(g_q\). A Feynman diagram for this interaction is shown in Fig. 4.10.

At energies below the mediator mass \(m_{Z'}\), the heavy mediator can be integrated out. In this case, we are left with the EFT in Eq. \((4.13)\) where the interactions between DM and quarks are described by a tower of effective operators. The expansion in terms of this tower of operators can be viewed as the expansion of the mediator propagator as

\[
\frac{g_q g_\chi}{m_{Z'}^2 - Q^2} = 
\frac{g_q g_\chi}{m_{Z'}^2} \left[ 1 + \frac{Q^2}{m_{Z'}^2} + O\left(\frac{Q^4}{m_{Z'}^4}\right) \right], \tag{4.15}
\]

where \(Q^2\) is the momentum transfer for a given process. In the low-energy limit \(Q^2 \ll m_{Z'}^2\), only the leading order term \(1/m_{Z'}^2\) is relevant. Thus, the parameters of the high-energy theory and scale \(\Lambda\) associated with the dimension-6 operator of the low-energy EFT in Eq. \((4.13)\) can be connected via

\[
\Lambda = \frac{m_{Z'}}{\sqrt{g_q g_\chi}}. \tag{4.16}
\]

An example of a simplified model with a well-resolved mediator is the so-called Higgs portal scenario [139–148]. In these models, the WIMP-SM interaction occurs via a SM
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Figure 4.10: Feynman diagram for an interaction between a fermion DM $\chi$ and a SM quark $q$ via a $Z'$ portal.

Higgs boson as

$$\mathcal{L}_{SM} \supset \frac{1}{\Lambda^n} O_{DM} \Phi^\dagger \Phi,$$  \hspace{1cm} (4.17)

where $\Phi$ is the SM Higgs doublet. This is motivated by the simplicity of the model in the required BSM particle content, and by the fact that the operator $\Phi^\dagger \Phi$ is one of the two lowest-dimensional gauge invariant operators in the SM (the other being the hypercharge field strength tensor $B_{\mu\nu}$). With the recent discovery of a SM-like Higgs boson at the LHC [10, 56], it opens up a new window to probe the possible connections between the Higgs boson and DM.

4.3.2 Axions

Axions were first proposed by R. Peccei and H. Quinn in 1977 to solve the strong CP problem [149]. In essence, the Lagrangian for the strong force contains a term that gives an arbitrarily large electric dipole moment to the neutron. As no such dipole moment is observed for the neutron, Peccei and Quinn postulated that a new symmetry must prevent the appearance of such a term (similar to the gauge invariance of the QED Lagrangian which keeps the photon massless). They further theorised that the symmetry is slightly broken and leads to a new, very light scalar particle called the axion. Although the particle is expected to be extremely light with mass in the $\mu$eV range, it can exist in sufficient numbers today to act as cold DM.

Axions should couple to photons and can be searched for using precisely tuned radio frequency (RF) cavities. Inside the magnetic field of an RF cavity, an axion can be converted into a photon which would show up as an excess power in the cavity. In a unique blend of particle and astrophysics, limits on axions have been placed through observations of red giant stars. If axions exist, they can offer another cooling mechanism which can be constrained by studying how quickly red giant stars cool down [150]. The ADMX experiment has already excluded a portion of the axion mass range and is continuing to search for axions with a mass of roughly $10 \mu$eV [151]. A different technique involving a search for keV photons from axion-photon conversion in the Sun (via the Primakoff effect)
has been used in the KEK, CAST and IAXO observatories. Such axion helioscopes are sensitive to the higher end of the axion mass range. In addition, new ideas for axion searches including the Cosmic Axion Spin Precession Experiment (CASPeR) [152], broadband and resonant approaches [153] have been proposed. Axion searches will continue to reach into the theoretically best-motivated regions of the axion mass and coupling parameter space.

In addition to the well-motivated particle DM candidates introduced above, other exotic DM candidates can also exist. These include Q-balls, WIMPzillas, branons and GIMPs [154–156].

4.4 Relic density of WIMPs

In the early universe, energetic and massive particles were created. They remained in thermal equilibrium via mechanisms such as pair production or collisions with other particles. However, as the universe expanded and cooled, two main changes occurred. First, lighter particles no longer had sufficient kinetic (thermal) energy to produce heavier particles through interactions, and second, the universe’s expansion diluted the number of particles such that interactions occurred less frequently or ceased altogether. At some point, the density of heavier particles or a particular particle species became too low to support frequent interactions and conditions for thermal equilibrium were violated. After this stage, particles freeze-out and their comoving number density (no longer affected by interactions) remained constant. The exact moment or temperature of freeze-out is calculated by equating the reaction rate $\Gamma$ to the Hubble rate $H$, see Appendix C for more details. The density of a specific particle species remaining at the time of freeze-out is known as the relic density. It remains constant with the expansion of the universe.

For a Majorana fermion WIMP $\chi$, the evolution of its number density $dn/dt$ is governed by the following Boltzmann equation [157]

$$\frac{1}{a^3} \frac{d}{dt} (na^3) = \frac{dn}{dt} + 3Hn = (\sigma v_{\text{rel}}) (n_{\text{eq}}^2 - n^2),$$

(4.18)

where $H \equiv \dot{a}/a$ is the Hubble parameter, $\langle \sigma v_{\text{rel}} \rangle$ is a thermal average of the WIMP annihilation cross-section $\sigma$ times its relative velocity $v_{\text{rel}}$ and $n_{\text{eq}}$ is the equilibrium number density of WIMPs. Depending on the relative velocity of the WIMP $\chi$, the equilibrium number density is

$$n_{\text{eq}}(T) = \begin{cases} 
\frac{3}{4} \frac{\zeta_3}{\pi^2} \xi_T^3, & \text{relativistic, } T \gg m, \\
g_T \left( \frac{m_T}{2\pi} \right)^{3/2} e^{-m_T/T}, & \text{non-relativistic, } T \ll m,
\end{cases}
$$

(4.19)

where $\zeta_3 \approx 1.202$ and $g_T$ is the number of degrees of freedom of $\chi$, see Appendix C for more details. Thus, if $\chi$ remains in thermal equilibrium, $n = n_{\text{eq}}$ and its abundance decreases exponentially. However, when the $\chi$ abundance is small, equilibrium cannot be maintained due to a reduced number density. Consequently, the WIMP $\chi$ freezes out.
As the dynamics leading to freeze-out occurs during the radiation dominated era of the universe, it is useful to recast physical quantities in terms of the CMB photons. The total radiation density $\rho_R$ can be written in terms of the photon energy density $\rho_\gamma$ as $\rho_R = (g_\rho/g_\gamma)\rho_\gamma$ where $g_\rho$ counts the relativistic ($T > m$) degrees of freedom as

$$g_\rho \equiv \sum_b g_b \left(\frac{T_b}{T_\gamma}\right)^4 + \frac{7}{8} \sum_f g_f \left(\frac{T_f}{T_\gamma}\right)^4. \quad (4.20)$$

Here $b$ ($f$) refers to bosons (fermions). For particles that are in thermodynamic equilibrium with photons, $T_{b,f} = T_\gamma$. If relativistic particles are present which are decoupled from photons, it is necessary to distinguish between two kinds of $g$: $g_\rho$ in Eq. (4.20) and $g_s$ which is associated with the total entropy density, namely

$$g_s \equiv \sum_b g_b \left(\frac{T_b}{T_\gamma}\right)^3 + \frac{7}{8} \sum_f g_f \left(\frac{T_f}{T_\gamma}\right)^3. \quad (4.21)$$

Note that $g_\rho$ and $g_s$ differs only when relativistic particles are present that are not in equilibrium with the photons, i.e., when $T_{b,f} \neq T_\gamma$. For the SM particle content, this only occurs for $T \lesssim m_e$ when the $e^\pm$ pairs annihilate and heat up the photons relative to the neutrinos (such that $T_\gamma > T_\nu$) after the neutrinos have decoupled ($T_{\nu,\text{dec}} \sim 2–3$ MeV).

The entropy of the universe in a comoving volume $S = s a^3 = (2\pi^2/45)g_s T^3 a^3$ is conserved. Thus, the evolution equation in Eq. (4.18) can be written in terms of $Y \equiv n/s$ and $x = m_\chi/T$ where

$$Y_{eq} = \frac{n_{eq}}{s} = \frac{45}{2\pi^4} \sqrt{\frac{\pi}{8}} \frac{g_\chi}{g_s} x^{3/2} e^{-x}. \quad (4.22)$$

Conservation of entropy also allows us to relate changes in the scale factor $a$ and temperature $T$. During radiation dominated epochs, the expansion rate of the universe, namely $H$ is related to the total energy density by $H \equiv \dot{a}/a = \sqrt{\rho_R/(3M_p^2)}$ where $\rho_R = (\pi^2/30)g_\rho T^4$. Thus, the evolution equation can be written as

$$\frac{dY}{dx} = s \langle c_v \rangle H x \left[1 + \frac{1}{3} \frac{d(\ln g_s)}{d(\ln T)} \right] \left(Y_{eq}^2 - Y^2 \right). \quad (4.23)$$

This expression makes it clear that the only source of uncertainty and model dependence comes from $g(T)$, which enters directly in $S \propto g_s T^3$ and $H \propto g_{\rho}^{1/2} T^2$. For our choice of WIMP masses, $10$ MeV $\lesssim m_\chi \lesssim 10$ TeV, we set $g = g_\rho = g_s$ and $T_b = T_f = T$. We rely on the values of $g(T)$ obtained in Ref. [158].

We assume that the WIMP $\chi$ begins in thermal equilibrium for $x \gtrsim 1$ and solve Eq. (4.23) for $Y_0 = Y(t = t_0, T = T_0)$ as $x \to \infty$ ($x \gg 1$) where $T_0 = 2.7255 \pm 0.0006$ K [3] is the present day CMB temperature. The WIMP relic density $\rho_\chi$ can be expressed in terms of the density parameter $\Omega_\chi$ as

$$\Omega_\chi h^2 \equiv \frac{\rho_\chi}{\rho_c} h^2 = \frac{m_\chi s_0 Y_0}{\rho_c} h^2. \quad (4.24)$$
Figure 4.11: Evolution of the WIMP $\chi$ abundance as a function of $x = m_\chi / T$. The thick curves show the WIMP mass density $m_\chi n(x)$ normalized to the initial equilibrium number density $n_{eq}(x = 1)$ for different choices of annihilation cross-section $\langle \sigma v_{rel} \rangle$ and WIMP mass $m_\chi$. Results for $m_\chi = 100$ GeV are shown for weak interactions, $\langle \sigma v_{rel} \rangle = 2 \times 10^{-26}$ cm$^3$ s$^{-1}$ (dashed red), electromagnetic interactions, $\langle \sigma v_{rel} \rangle = 2 \times 10^{-21}$ cm$^3$ s$^{-1}$ (dot-dashed green), and strong interactions, $\langle \sigma v_{rel} \rangle = 2 \times 10^{-15}$ cm$^3$ s$^{-1}$ (dotted blue). For the weak-scale annihilation cross-section, the thin dashed curves show the dependence of the WIMP abundance on its mass for $m_\chi = 10^3$ GeV (upper dashed curve) and $m_\chi = 1$ GeV (lower dashed curve). The solid black curve shows the evolution of the equilibrium abundance for $m_\chi = 100$ GeV. Figure based on Ref. [157].

In Fig. 4.11, we show the evolution of the WIMP mass density $m_\chi n(x)$ normalized to its initial equilibrium value $n_{eq}(x = 1)$ as a function of $x = m_\chi / T$ (a proxy for “time”) for different values of $\langle \sigma v_{rel} \rangle$. In this definition, the final asymptotic value is proportional to the WIMP relic abundance $\Omega_\chi h^2$. During the early universe when the WIMP is relativistic ($T \gtrsim m_\chi$, $x \lesssim 1$), the production and annihilation rates far exceed the expansion rate $H$ and $n = n_{eq}$ is a very accurate, approximate solution of Eq. (4.18). Even when $T \lesssim m_\chi$ and $x \gtrsim 1$, the actual WIMP number density closely tracks its equilibrium value. When the universe expands and cools ($T \lesssim m_\chi$), the WIMP production rate is exponentially suppressed as evident from the rapid drop in $n_{eq}$. Annihilations continue to take place at a lower rate due to an exponentially suppressed production rate. At some point, equilibrium can no longer be maintained and $n$ deviates from $n_{eq}$. However, even for $x \gtrsim 1$, the annihilation rate is still very fast compared to the expansion rate and $n$ continues to decrease, but more slowly than $n_{eq}$. For some value of $T \ll m_\chi$ and $x \gg 1$, WIMPs become so rare that residual annihilations also cease and their number stops evolving in a comoving volume. As a result, they freeze-out and leave behind a thermal relic.
It is also evident from Fig. 4.11 that a large annihilation cross $\langle \sigma v_{\text{rel}} \rangle$ allows $\chi$ to maintain equilibrium for large values of $x = m_\chi / T$, i.e., up to low temperatures. This leads to a smaller relic abundance in the universe today. On the other hand, $\chi$ would freeze-out earlier than expected if its annihilation cross-section is small. This would lead to a large relic abundance in the universe today. In fact, WIMPs with a weak-scale interaction cross-section can naturally reproduce the observed DM relic abundance. This is one of the reasons why WIMPs are well-motivated DM candidates. For higher WIMP masses, $m_\chi \gtrsim 10$ GeV, the relic abundance is insensitive to $m_\chi$, whereas for lower WIMP masses, it is strongly sensitive to $m_\chi$. Thus, for the same value of $\langle \sigma v_{\text{rel}} \rangle$, increasing the WIMP mass can result in a factor of two difference in its relic density.

### 4.5 Detection methods

The detection or creation of DM offers the key to determine its properties and role in the formation of structure in the universe. Many experiments are searching for signs of a WIMP-like DM using different detection methods. Although the production of DM in a particle accelerator such as the LHC would be ideal (as we would have better control over a repeatable experiment), direct and indirect detection also plays an important role in the search. This complementarity is illustrated in Fig. 4.12. For a recent review on direct and indirect DM searches, see Refs. [159, 160].

In the following subsections, we discuss the detection methods for DM in more detail. In doing so, we assume that the local DM distribution is at rest in the Milky Way halo. Other possibilities such as DM clumps and velocity streams due to an incomplete virialization are also possible [161].

#### 4.5.1 Collider searches

As DM particles are assumed to be electrically neutral and cosmologically stable, they would appear as missing energies at collider experiments [16]. Thus, collider searches for DM are based on the detection of the visible counterpart of a signal such as jets and/or charged leptons. An important aspect of collider searches is that it offers a complementary probe for DM but cannot determine exactly if a signal is due to DM as any neutral particle that decays outside the detector would carry away the missing energy. Only direct and indirect detection methods can provide a way to confirm whether a potential signal is truly due to DM.

The most commonly used experimental strategies for DM searches at the LHC are as follows [17].

- **Mono-jet searches**: If a pair of DM particles can be produced from $pp$ collisions, it should also produce one or more QCD jets from initial state radiation (ISR).
Searches for events where a jet with high transverse momentum $p_T$ is produced in association with large missing transverse momentum $E_T$ have become emblematic for DM searches at the LHC. Typically, mono-jet searches only impose a strict veto on events containing leptons but do include events with several high $p_T$ jets.

In some models, the DM particles are produced preferentially in association with one or more bottom quarks [162, 163]. Searches for such models are conceptually similar to mono-jet searches except that they require at least one hard jet to pass $b$-tagging requirements [164–166].

- **Mono-V searches**: Similar to the mono-jet events, DM may also be produced together with a vector boson $V \in (\gamma, W, Z)$ which is radiated off a quark in the initial state. While the corresponding production cross-section is significantly smaller than for the QCD radiation, the process is much cleaner and can be searched for with higher sensitivity. Moreover, if DM particles couple directly to a pair of gauge bosons, mono-$V$ processes can be the dominant way to produce DM at the LHC [167].

Mono-photon searches are among the simplest searches for DM, and typically require only the presence of a high $p_T$ photon and no isolated leptons [168]. Although both detector effects (e.g., electron or jet misidentification) and beam-induced events can potentially fake mono-photon events, background levels are typically very low, and the experimental sensitivity is limited only by statistics.

- **Invisible Higgs decays**: If the DM mass is less than half the SM Higgs boson mass, it may be possible to produce pairs of DM particles in Higgs decays. Such invisible Higgs decays can be searched for in a number of different ways. Firstly, indirect constraints can be obtained by combining the visible decay modes in order to construct an upper bound on all unobserved decay channels. This approach, however, requires an assumption on the Higgs production cross-section, which is typically taken to be given by the SM prediction. Secondly, one can directly search
for invisible Higgs decays by triggering on the particles that signal the production of a Higgs boson. The two most relevant production modes in this context are vector boson fusion (VBF) and association production of a massive vector boson ($Vh$). However, the gluon fusion mode can also be interesting if the Higgs boson is produced with an additional jet from ISR.

LHC searches for the associated production of a Higgs boson and a massive vector boson followed by an invisible decay of the Higgs boson are conceptually very similar to the mono-$V$ signatures as discussed earlier. They can be searched for both in the leptonic decays of a $Z$ boson or in the hadronic decays of a $W$ or $Z$ boson \cite{169–171}. On the other hand, the jet-associated gluon fusion production mode essentially yields a mono-jet signature \cite{169}.

A truly novel signature is obtained in the VBF case \cite{172}. In this channel, the production of a Higgs boson is signalled by the presence of two jets with large separation in pseudorapidity and large invariant mass \cite{169,173}. This distinctive topology can be exploited to discriminate hypothetical invisible Higgs decays from the large SM backgrounds. Indeed, searches for invisible Higgs decays in the VBF production mode typically yield the strongest upper limits on the Higgs invisible branching ratio $\mathcal{BR}_{\text{inv}}$.

Combinations of the various direct searches for invisible Higgs decays have been performed by both the ATLAS \cite{174} and CMS \cite{169} experiments.\(^3\) The resulting upper bounds at 95\% C.L. on the Higgs invisible branching ratio are $\mathcal{BR}_{\text{inv}} < 0.25$ and $\mathcal{BR}_{\text{inv}} < 0.24$ respectively. These bounds are comparable to the ones obtained indirectly from the visible Higgs decay modes \cite{11,174}.

In the EFT approach, the strongest constraints on the suppression scale $\Lambda$ from hadron colliders are obtained for effective operators involving quarks and gluons. Another interesting possibility includes contact interactions between the DM particles and SM gauge bosons \cite{167,175,176} or Higgs bosons \cite{177}. In such a set-up, any gauge boson or Higgs boson produced at the LHC can radiate off a pair of DM particles, potentially leading to mono-$V$ or mono-Higgs signals.

For the Higgs portal models introduced earlier, one of the simplest ways to couple a fermionic DM to the SM is via the following dimension-5 operator

$$L_{\text{int}} \supset \frac{1}{\Lambda} \Phi^* \Phi \bar{\chi} \chi,$$  

(4.25)

where $\Phi$ is the SM Higgs doublet. After EWSB, this operator gives rise to an $h \bar{\chi} \chi$ vertex where $h$ is the physical Higgs boson. For $m_\chi < m_h/2$, this interaction leads to an invisible Higgs decay, which is strongly constrained by the experimental data. On

\(^3\)The latter includes first results from data taken at $\sqrt{s} = 13$ TeV.
the other hand, for \( m_\chi > m_h/2 \), the DM production cross-section at the LHC is strongly suppressed [139]. For a scalar singlet DM model, the corresponding Higgs portal operator is in fact renormalizable, leading to the simplest model for DM production at the LHC.

The original appeal of the EFT approach was based on the idea that bounds on effective operators are model-independent, in the sense that it is not necessary at any point of the analysis to specify the details of the underlying UV completion. However, this hope has been challenged by two related observations. Firstly, it has become clear that there are many interesting models describing the production of DM at the LHC which are not correctly captured by the EFT approach [178–180]. In other words, these models predict kinematic distributions that differ significantly from the ones obtained from contact interactions. Secondly, it was shown that, at least for certain values of the suppression scale \( \Lambda \), the effective operator approach makes unphysical predictions so that it becomes impossible to find a plausible UV completion [180–182].

Both of these observations are connected to the way in which effective operators are obtained from a more fundamental theory. For instance, for the EFT interaction in Eq. (4.13), there is a condition which defines the point at which the EFT description breaks down for DM searches at the LHC. These searches include mono-jet and mono-V signals as shown by the Feynman diagram in Fig. 4.13. The \( Z' \) mediator in Eq. (4.14) must carry at least enough energy to produce DM at rest, i.e., \( Q > 2m_\chi \). Combining this with Eq. (4.16) and the EFT validity limit \( Q \ll m_{Z'} \) gives

\[
\Lambda > \frac{Q}{\sqrt{g_q g_\chi}} > \frac{2m_\chi}{\sqrt{g_q g_\chi}}. \tag{4.26}
\]

In the extreme case when the couplings are as large as possible while remaining in the perturbative regime, \( g_q, g_\chi < 4\pi \), we get

\[
\Lambda > \frac{m_\chi}{2\pi}. \tag{4.27}
\]

This condition is necessary but not enough to ensure the validity of the EFT approximation. A better measure of the validity comes from comparing \( Q \) and \( m_{Z'} \). This defines the following three regions as shown in Fig. 4.14.
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Figure 4.14: A sketch of the mediator-DM mass plane used to present experimental results for simplified DM models. Figure from Ref. [17].

1. When $Q^2 < m_{Z'}^2 \equiv g_q g_s \Lambda^2$, the approximation in Eq. (4.15) holds. This is the only region where the EFT approximation is valid.

2. In the region where $Q^2 \approx m_{Z'}^2$, the production cross-section undergoes a resonant enhancement. The EFT approximation misses this enhancement and gives conservative results with respect to the full theory.

3. When $Q^2 \gg m_{Z'}^2$, the expansion in Eq. (4.15) fails and the signal cross-section falls like $Q^{-1}$ rather than $m_{Z'}^{-1}$. In this region, the EFT constraints will be stronger than the full theory.

Another issue that can arise when high-energy collisions at the LHC are dealt using the EFT approach is the unitarity violation of the $S$-matrix. When adopting the EFT description, the condition of unitarity preservation sets an energy scale above which the contact interaction is not reliable. In this case, a UV-completion of the EFT operator must be considered. For the operator in Eq. (4.13), the unitarity constraint translates to [181]

$$\Lambda > \left[ \left( 1 - \frac{4m_{\chi}^2}{s} \right) s \frac{\sqrt{\Lambda}}{4\pi} \right]^{1/2},$$

where $\sqrt{s}$ is the centre-of-mass energy of the initial state for the process $q\bar{q} \to \chi \chi + \text{jets}$.

4.5.2 Direct detection

The idea behind direct DM detection is very simple: set up a very sensitive device containing a large amount of an element(s) and detect very small motions or interactions with the atoms within it. If DM is everywhere in the universe, it should be travelling around (and through) the Earth, and thus a detection apparatus at all times. Although DM
is weakly interacting, it may occasionally bump into the nucleus of a detector atom and deposit some non-zero energy that can be detected. However, the energy deposited by a WIMP is quite small. By estimating the WIMP velocity around $220 \text{ km s}^{-1}$ and a mass of roughly 100 GeV, the nuclear recoil energy is

$$ T = \frac{1}{2} m v^2 = \frac{1}{2} (1.78 \times 10^{-25} \text{ kg})(2.2 \times 10^5 \text{ m s}^{-1})^2 \approx 4.314 \times 10^{-15} \text{ J} \approx 26.9 \text{ keV}. \quad (4.29) $$

This only provides an upper limit; the actual amount would certainly be smaller as it is unlikely for a weakly interacting particle to be completely stopped within the detector. In contrast, natural radioactive elements emit MeV-scale energies. This makes a keV-scale energy event nearly impossible to find. For this reason, direct detection experiments must be radioactively clean and shielded from other background sources such as cosmic rays.

The recoil energy $E$ of a nucleus with mass $M$ after scattering off a WIMP with mass $m$ is

$$ E = \frac{\mu^2 v^2}{M} (1 - \cos \theta), \quad (4.30) $$

where $\mu = m M / (m + M)$ is the WIMP-nucleus reduced mass, $v$ is the speed of the WIMP relative to the nucleus and $\theta$ is the scattering angle in the centre-of-mass (c.o.m.) frame.

A signal from WIMP will have very specific characteristics. Firstly, events should be uniformly distributed throughout the detector as the local DM density $\rho_\odot$ is assumed to be homogeneous, and the cross-section for the WIMP-nucleus interaction remains constant. Secondly, the WIMP-nucleus interaction is a single-site event, whereas events initiated by cosmic rays or radioactive elements will be multi-site. Thus, direct detection experiments have an anti-coincidence veto system to avoid events which are caused by the same incoming particles.

The interactions of a WIMP with the detector material can be classified into the following two categories:

1. **Elastic and inelastic scattering:** In elastic scattering, the WIMP-nucleus interaction occurs as a whole. This results in a nuclear recoil with energies of the order of few keVs. However, in inelastic scattering, all of the energy does not go into the nuclear recoil; rather a nucleus is excited into a higher energy state (for instance, the $5/2^+$ state in $^{73}\text{Ge}$) which decays by photon emission. If the excited state is long-lived, the decay signal can be separated from the nuclear recoil event; this leads to a better background discrimination. However, inelastic scattering cross sections are generally smaller than the elastic ones due to a lack of coherence, i.e., the interaction is with individual nucleons rather than the nucleus as a whole [183];

2. **Spin-dependent and spin-independent scattering:** A spin-dependent (SD) scattering occurs when the spin of a WIMP couples to the spin content of a nucleon. On the other hand, a spin-independent (SI) scattering does not depend on this coupling and
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Figure 4.15: Detection techniques used by various direct DM detection experiments. Figure from Ref. [18].

has the advantage of higher cross sections with larger nuclei due to coherence, i.e., the WIMP interacts with the nucleus as a whole.

A recoil event can take one of the following three forms:

1. **Phonon/Thermal**: It appears as a vibration (detected as a rise in temperature) in the crystal lattice of the detector due to a slight movement of a nucleus from a WIMP-nucleus interaction. Using an extremely sensitive thermometer system which is placed around the detector, one can record any temperature variations caused by the nuclear recoil;

2. **Ionisation**: An incident particle (such as a WIMP) can pass enough energy to an electron in the detector to escape the pull of its nucleus. This event is recorded by placing a small electric field in the detector which pushes the electron to a detector wall where it can be registered and counted as an ionisation event;

3. **Scintillation**: This type of recoil event occurs when an electron absorbs enough energy to climb to a higher energy state. After a short time, the electron loses this energy and emits a photon which can be collected by photomultipliers and converted into an electric signal for further analysis.

In general, a detector is set up to record two of these WIMP signals as shown in Fig. 4.15. As a result, background events can be recognised on an event-by-event basis and discarded, thereby allowing for possible DM signatures to be counted and analysed.
To compute the expected number of recoil events $N$ in a detector within a range of recoil energy $(E_1, E_2)$, we take a sum over the nuclear species $i$ in the detector as

$$N = \sum_i \int_{E_1}^{E_2} \frac{dR_i}{dE} \frac{dM_i}{dE} \epsilon_i(E), \quad (4.31)$$

where $dR_i/dE$ is the expected recoil rate off nuclear species $i$ (in units of cpd kg$^{-1}$ keV$^{-1}$ where cpd is counts/day), $M_i$ is the total mass of nuclei of species $i$ in the detector that is active for time $T_i$ and $\epsilon_i(E)$ is the counting efficiency for nuclear recoils with energy $E$.

The differential rate $dR_i/dE$ is given by

$$\frac{dR_i}{dE} = \frac{\rho_\odot \sigma_i |F_i(E)|^2}{2m\mu_i^2} \int_{v>v_{\text{min}}} d^3 v \frac{f(v, t)}{v}, \quad (4.32)$$

where $\rho_\odot$ is the local DM density, $\sigma_i$ is the WIMP-nucleus cross-section, $F_i(E)$ is the nuclear form factor which accounts for the fact that a nucleus is not a simple point-like object, $m$ is the WIMP mass, $\mu_i$ is the reduced mass, $v$ is the WIMP velocity with respect to the detector and $f(v, t)$ is the WIMP velocity distribution (commonly assumed to be a Maxwell-Boltzmann distribution) in the reference frame of the detector. The lower limit on the integral is

$$v_{\text{min}} = \sqrt{\frac{M_i E}{2\mu_i^2}}. \quad (4.33)$$

This corresponds to the minimum WIMP velocity that can initiate a nuclear recoil with energy $E$. The nuclear physics uncertainties are locked into the form factor $F_i(E)$, whereas the main astrophysical uncertainties lie in the WIMP velocity distribution $f(v, t)$ and the local DM density $\rho_\odot$.

The DM halo in our local neighbourhood is most likely dominated by a smooth and well-mixed (virialized) component with an average density of $\rho_\odot \approx 0.4$ GeV cm$^{-3}$ [184]. The simplest model for this smooth component is often taken to be the Standard Halo Model (SHM) of an isothermal sphere with an isotropic, Maxwell-Boltzmann velocity distribution and a root-mean-square (RMS) velocity dispersion $\sigma_v$ [185]. The Maxwell-Boltzmann velocity distribution is given by

$$f(v) = \begin{cases} \frac{1}{N_{\text{esc}}(2\pi\sigma_v^2)^{3/2}} e^{-3v^2/2\sigma_v^2}, & |v| < v_{\text{esc}}, \\ 0, & \text{otherwise}, \end{cases} \quad (4.34)$$

where

$$N_{\text{esc}} = \text{erf} \left( \frac{v_{\text{esc}}}{\bar{v}} \right) - \frac{2}{\sqrt{\pi}} \frac{v_{\text{esc}}}{\bar{v}} \exp \left( -\frac{v_{\text{esc}}^2}{\bar{v}^2} \right). \quad (4.35)$$

Here $\bar{v} = \sqrt{2/3}\sigma_v \approx 235$ km s$^{-1}$ is the most probable speed [186–188] and $v_{\text{esc}} = 550$ km s$^{-1}$ is the galactic escape speed.

In recent years, the use of a Maxwellian velocity distribution has been questioned. However, it was also shown that the results with DM using a Maxwellian distribution are
consistent with the ones where baryons are included in the N-body simulations [189–191]. Thus, the Maxwellian distribution is a perfectly good approximation when comparing results from DM search experiments with data.

From Eq. (4.31), we can see that a detector should ideally have a large mass, operate for a long period of time, and be properly shielded against background radiation. By comparing the observed number of signal events against the predicted ones from Eq. (4.31), an upper limit can be placed on the WIMP-nucleon cross-section (since different detection experiments use different target material). Thus, negative results from direct detection experiments do not go to waste; instead, they allow us to make statements about the existence of WIMPs in certain regions of the parameter space for a given DM theory and extend searches towards more sensitive regions. Fortunately, the current generation of direct detection experiments is employing advanced detection techniques to probe the WIMP-nucleon cross-section with increasing sensitivity. Currently, the best upper limits on the SI WIMP-nucleon cross-section come from the PandaX-II (2017) [19], XENON1T (2017) [192] and LUX (2017) [193] experiments. The results are shown in Fig. 4.16.

Although SI scattering gives a larger interaction rate in most WIMP models, SD scattering can explore the parameter space where scalar interactions are less probable. For this reason, experiments that are searching for SD interactions have placed competitive upper limits on the WIMP interactions. However, the coupling of the WIMP spin to protons and neutrons can be substantially different. Thus, SD experiments can only constrain one of the two SD cross sections, $\sigma_{SD}^p$ or $\sigma_{SD}^n$. For the spin-dependent WIMP-proton interaction, the best upper limits come from the LUX (2016) [194], PandaX-II

Figure 4.16: Upper limits on the WIMP-nucleon cross-section vs WIMP mass at 90% C.L. from the PandaX-II 2017 (red), PandaX-II 2016 (blue), XENON1T 2017 (black) and LUX 2017 (magenta) experiments. Figure from Ref. [19].
(2016) [195] and PICO [24, 196] experiments, whereas for the spin-dependent WIMP-neutron interaction, they come from the LUX (2016) [194] and PandaX-II (2016) [195] experiments. The results are shown in Fig. 4.17.

The DM signal is expected to modulate throughout the year. As the Sun orbits around the GC, Earth-based detectors effectively move into a wind of WIMPs. As WIMPs are moving in random directions in the galaxy, the motion of the Sun creates (on average) a relative velocity between us and the WIMP wind. In addition, the relative velocity of the Earth with the WIMP wind also varies over a year due to its orbit around the Sun. This effect is shown in Fig. 4.18. Thus, the count rate is expected to modulate sinusoidally over the year, peaking in June and with a minimum in December. The annually modulating recoil rate can be approximated by [185]

$$
\frac{dR}{dE}(E, t) \approx S_0(E) + S_m(E) \cos \left( \omega(t - t_0) \right),
$$

(4.36)

where $|S_m| \ll S_0$, $S_0$ is the time-averaged rate, $S_m$ is the modulation amplitude, $\omega = 2\pi$/year and $t_0$ is the phase of the modulation. The variation of the WIMP flux over a year is only about 7%. This means that many events are required to see such a small modulation. These among other indications can help experiments to decide whether the observed signals are truly from WIMPs or background sources.

The Dark Matter (DAMA) experiment has reported an annual modulation in the scattering events of around 7% [197]. This experiment uses NaI crystals at the Gran Sasso tunnel under the Apennine mountains near Rome. It has observed exactly the expected annular modulation with the correct phase as shown in Fig. 4.19. In fact, DAMA has collected 10 years of cycles corresponding to 9σ detection of annual modulation.

However, the DAMA results are puzzling as no other direct detection experiment to date has seen such a signal. From Fig. 4.20, we might think that other experiments rule
4.5. Detection methods

Figure 4.18: A simplified picture of the WIMP velocities as seen from the Sun and Earth. Due to the rotation of the Sun around the galactic center in essentially a non-rotating DM halo, the solar system experiences an effective WIMP wind which causes an annual modulation in the DM signal measured on Earth. The Earth’s orbit is inclined at about 60° with respect to the plane of the disk. Figure from Ref. [185].

![Diagram of WIMP wind](image)

<table>
<thead>
<tr>
<th>Energy Interval</th>
<th>Residuals (cpd/kg/keV)</th>
<th>DAMA/NaI</th>
<th>DAMA/LIBRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-6 keV</td>
<td>0.29 ton·yr</td>
<td>100 kg</td>
<td>250 kg</td>
</tr>
</tbody>
</table>

Figure 4.19: Results from the DAMA/NaI and DAMA/LIBRA experiment which shows a 9σ detection of annual modulation. Figure from Ref. [21].

out the DAMA signals as being due to WIMPs. However, this may not be true for all experiments as each experiment uses different target materials. The DAMA experiment is the only one to date that uses NaI crystals. Other experiments such as LUX [193] and XENON100 [198] experiments use xenon, whereas CDMS (and SuperCDMS) [199] uses germanium crystals, i.e., far heavier nuclei than the NaI crystals used in DAMA.

A theoretical input is required to compare DAMA results against other experiments. For instance, if we assume that the WIMP-nucleon scattering is nuclear spin-independent such that the cross-section scales as $A^2$ where $A$ is the total number of nucleons, we can plot the different experimental limits on the WIMP-nucleon cross-section vs WIMP mass as in Figs. 4.16 and 4.20. The signals in DAMA experiment can be explained by a 10 GeV WIMP if it scatters off the sodium (Na) atom, whereas the signal can be explained by an 80 GeV WIMP if it scatters off the iodine (I) atom. The higher WIMP masses are in severe conflict with bounds from other experiments, while the lower mass region
also appears to be ruled out. If we abandon the $A^2$ scaling of the WIMP-nucleon cross-section, this comparison plot is no longer valid. For all known theoretical assumptions, it is hard to reconcile the positive results of DAMA with the negative results of other experiments [200]. Many alternate explanations for the DAMA results have been proposed (e.g. radon contamination, muons) but all of them are shown to be incorrect. The reason DAMA remains interesting today is that there is no other non-WIMP explanation for the annual modulation.

To verify the DAMA results, further experimental tests using the same detector material as DAMA are required. In particular, DAMA-like experiments in the southern hemisphere would be ideal to rule out seasonal variations. Some of the proposed experiments include SABRE [201], COSINE-100 [202], DM-Ice [203] and ANAIS [204]. In the next 5 years or so, we can hope to either confirm or refute the long-standing DAMA signal.

### 4.5.3 Indirect detection

Indirect detection focus on searching for signs of SM particles produced from the annihilation or decay of the DM particles in our galaxy or throughout the cosmos [160,207]. Not only do they offer a unique advantage of being able to identify particle DM in an astro-
physical context, they also provide an independent means of mapping the DM distribution, and yield insight into the gravitational interplay between DM and other components of the universe.

Many particle DM candidates may annihilate or decay and produce indirect signals. Among such candidates, WIMPs are the focus of most indirect searches. WIMPs typically have a weak-scale mass, although more massive candidates such as wimpzillas have been proposed; their decay may result in ultra-high-energy cosmic rays which motivates indirect searches with those observations. The right-handed or sterile neutrino is another viable DM candidate in many scenarios. They can yield indirect signals via their radiative decay into an active neutrino.

Most channels from DM annihilation or decay involve unstable SM particles which quickly decay or hadronize into stable states such as protons, neutrinos, electrons and positrons, protons and antiprotons, and heavier nuclei and anti-nuclei. Thus, a potential signal for the existence of DM is WIMP-WIMP annihilation. As the annihilation rate of WIMPs is proportional to the square of the DM density ($\Gamma_A \propto \rho_{DM}^2$), natural places to look for DM annihilations are those expected to have high WIMP densities such as the Sun, Earth and the GC. Due to their weak-scale masses (from tens of GeV to several TeV), they imply a similar energy scale for the prompt observable products from DM annihilation. Thus, indirect searches for WIMPs are focused largely on gamma rays, neutrinos and high-energy cosmic rays.

4.5.3.1 Gamma rays

Gamma rays are excellent astroparticle for indirect searches for WIMPs. The mass scale of the WIMP imply that a sizeable fraction of the emission generated by their annihilation or decay would end up at gamma-ray energies. Furthermore, gamma rays can travel to the observer without deflection, which allows for mapping of the signal sources. Together, the spatial and spectral signatures can be extremely useful for understanding the DM properties via indirect searches.

One way of producing gamma rays from WIMP annihilation is from a quark-anti-quark final state, which produces a particle jet along with gamma rays. The quark anti-quark fragmentation process has been thoroughly studied at accelerators and is well understood; the creation and propagation of gamma rays from such a jet is a fairly predictable process. The second form of gamma-ray production is the direct decay of WIMPs into gamma rays such as $\chi \rightarrow \gamma \gamma$, $\gamma Z$. These modes will produce a gamma-ray line with energy equal to the WIMP mass. As mentioned earlier, a typical WIMP can have a mass on the order of a few GeV. Thus, the resulting gamma rays would be extremely high in energy. Although the flux is small and quite difficult to detect, observing such a gamma-ray line would be a smoking gun signal of DM annihilation. The gamma-ray spectrum from the DM annihilation into various SM final states is shown in Fig. 4.21.
Figure 4.21: Energy spectrum of photons for the $\gamma\gamma$ final state without (blue) and with (red) virtual bremsstrahlung. The box-shaped spectrum (green) can be produced if the DM annihilates into a new state, which subsequently decays into photons. The dotted and solid lines compare the photon energy spectrum for energy resolution $\Delta E/E = 0.02$ and 0.15 respectively. The gray band corresponds to the photon energy spectrum from the DM annihilation into gauge bosons and quarks. Figure from Ref. [78].

The prompt flux emitted from the annihilation or decay of DM particles can be factored into a part that depends on the particle physics model for DM and a part that is determined by the DM distribution. The latter is known as the $J$-factor and is defined as

$$J_{\text{ann}}(\psi) = \int_{\text{l.o.s.}} \rho_{\text{DM}}^2(\psi, l) \, dl$$

(4.37)

for DM annihilation and

$$J_{\text{dec}}(\psi) = \int_{\text{l.o.s.}} \rho_{\text{DM}}(\psi, l) \, dl$$

(4.38)

for DM decay. Here $\psi$ is the sky direction, $l$ is the distance along the line-of-sight (l.o.s.) and $\rho_{\text{DM}}$ is the DM density distribution. Usually, the $J$-factor is given in terms of an integral of $J(\psi)$ over a specific angular region.

The differential gamma-ray flux per unit solid angle and energy in a region $\Delta \Omega$ towards a direction $\psi$ is [207–209]

$$\frac{d\Phi_{\text{ann}}}{d\Omega \, dE} = \frac{\langle \sigma v_{\text{rel}} \rangle}{2m^2_{\chi}} \frac{dN_\gamma}{dE} \frac{1}{4\pi} J_{\text{ann}}(\psi)$$

(4.39)

for DM annihilation and

$$\frac{d\Phi_{\text{dec}}}{d\Omega \, dE} = \frac{1}{m_{\chi} \tau} \frac{dN_\gamma}{dE} \frac{1}{4\pi} J_{\text{dec}}(\psi)$$

(4.40)

for DM decay. Here $\tau$ is the lifetime for the DM particle, $\langle \sigma v_{\text{rel}} \rangle$ is the velocity-averaged DM annihilation cross-section and $dN_\gamma/dE$ is the differential gamma-ray spectrum per
annihilation or decay. The factor of 2 in the denominator of Eq. (4.39) applies to a self-conjugate DM, and becomes a factor of 4 if the DM particle is not its own antiparticle.

In the past few years, the Fermi Large Area Telescope (Fermi-LAT) has discovered a gamma-ray excess towards the GC. It can be explained by the annihilation of a 40 GeV WIMP [210, 211]. More recent studies of the cosmic ray backgrounds have widened the possible range of WIMP masses [212]. However, studies have also shown that a point source explanation (e.g., pulsars) is at least as likely as a DM explanation [213–215]. Although a DM explanation for the excess sounds tantalising, it requires further proof due to the large uncertainties in the astrophysical backgrounds near the GC.

4.5.3.2 Neutrinos

Another indirect product of WIMP annihilations is neutrinos. Just like gamma rays, they preserve spectral information and point back to the source, making them a useful astroparticle for indirect searches. Detection of astrophysical neutrinos generally involves instrumenting a large volume of water or ice and detecting the Cherenkov light produced in the detector medium as the products of neutrino interactions pass through it. Large volumes are needed to gain sufficient statistics for neutrino-based DM searches.

As WIMPs travel through the universe and matter, they can lose small amounts of energy due to scattering off of nuclei. Thus, WIMPs can gather at the center of large gravitating bodies such as the Sun, thereby increasing their density until their annihilation rate equals half the capture rate (as two WIMPs are required for annihilation, whereas only one is required for capture). For many of the particle physics models, the WIMP annihilation and capture rates are at (or nearly at) equilibrium in the Sun. This equilibrium allows for a steady annihilation rate and a constant flow of neutrinos emanating from within the Sun. As neutrinos interact very weakly with ordinary baryonic matter in the Sun, they can travel straight to Earth. On the other hand, most DM models predict that the Earth has not yet reached such an equilibrium; it is less massive than the Sun, so it causes less WIMP scattering and has a much smaller gravitational potential well. Thus, neutrino telescopes usually focus on neutrino flux coming from the Sun rather than the Earth.

The differential neutrino flux from WIMP annihilation into a final state $f$ is given by [12]

$$
\frac{dN_\nu}{dE_\nu} = \frac{\Gamma_A}{4\pi D^2} \sum_f B_f \frac{dN^f_\nu}{dE_\nu},
$$

(4.41)

where $\Gamma_A$ is the annihilation rate of WIMPs in the Sun or Earth, $D$ is the distance of the detector from the source (the central region of the Sun or Earth), $f$ is the final state from the WIMP pair annihilation and $B_f$ is the branching ratio into a final state $f$. The parameter $dN^f_\nu/dE_\nu$ is the energy distribution of neutrinos generated by a final

\footnote{Specifically, it is a given by $dN_\nu/dE = \sum_f B_f dN^f_\nu/dE$ where $B_f$ is the branching ratio into a SM final state $f$.}
state $f$ [216]. Depending on the WIMP mass and its composition, annihilation processes include $\overline{\chi}\chi \to \bar{t}t$, $b\bar{b}$, $c\bar{c}$, $ZZ$, $W^+W^-$ and $\tau^+\tau^-$, which decay to neutrinos among other products. For WIMPs lighter than the $W$ mass, annihilation into $b\bar{b}$ and $\tau^+\tau^-$ states are the most common ones, yielding neutrinos with energies around 30 GeV. WIMP with heavier masses can annihilate into Higgs and gauge bosons, top and bottom quarks, and muons to produce high-energy neutrinos which are much easier to detect in neutrino telescopes. Thus, the detection of neutrinos heavily depends on the WIMP mass, annihilation rate, and density of WIMPs in the Sun and several other factors.

When neutrinos pass through the Earth, they can interact with the hydrogen, oxygen and other atoms around the optical modules in a neutrino detector. Electrons, muons and taus produced by such events are extremely energetic and travel faster than the speed of light in the medium. These particles are optically detected by their Cherenkov radiation. This technique is used in a cubic kilometer IceCube detector to constrain the spin-dependent WIMP-proton cross-section.\(^5\) In fact, IceCube currently provides the best upper limits on the SD WIMP-proton cross-section for higher WIMP masses depending on the final state from the WIMP annihilation. The results are shown in Fig. 4.22.

### 4.5.3.3 Antimatter

Antimatter can provide an excellent signal of WIMP annihilation as it is relatively rare in the universe, and many of the astrophysical processes that create antimatter are well understood. For instance, the annihilation of WIMPs can produce antiprotons via $\overline{\chi}\chi \to q\overline{q}$ through hadronization (where the dominant annihilation process yields $b$ quarks and anti-quarks), and positrons via secondary products such as $W^+W^-$ and $ZZ$ where $W/Z \to e^+\nu_e$. Unlike the production of gamma rays and neutrinos, these final products are electrically charged. Thus, they are affected by the magnetic fields in space and can lose energy due to inverse Compton, bremsstrahlung and synchrotron processes. Thus, one cannot make any conclusions about where the WIMP annihilation actually took place. Instead, the flux of antimatter particles from the galactic halo are studied as a whole, rather than dense regions such as the GC or large astrophysical objects.

Experimental searches for antimatter must be conducted near the top of the Earth’s atmosphere or preferably in space. Various cosmic rays and their consequential particle showers can create large and uncertain backgrounds, thus making it difficult to perform robust analyses. It is also important to consider and subtract any potential backgrounds arising from cosmic rays that reach the edges of our atmosphere.

Recently, results from the PAMELA (a Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics) satellite were released. The results indicated a sharp increase in the positron fraction over an energy range of 1.5–100 GeV. The authors concluded that

\(^5\)For the Sun, this is possible as the capture rate (proportional to the DM-nucleon cross-section) is twice the annihilation rate (proportional to the DM annihilation cross-section).
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{comparison_plot.png}
\caption{Comparison between the IceCube limits and latest constraints from Super-Kamiokande [22] and PICO [23, 24]. Depending on the DM annihilation channel, IceCube provides the best upper limits for WIMP masses above \( \sim 100–200 \) GeV. On the other hand, Super-K is more sensitive to low WIMP masses. When the annihilation spectrum is soft or heavily suppressed, the PICO experiment provides stronger upper limits than neutrino telescopes; other direct detection limits are weaker. Figure from Ref. [217].}
\end{figure}

an astrophysical object or DM annihilation must account for the abundance of cosmic-ray positrons [218]. The data from PAMELA also required heavy WIMP candidates or large boost factors associated with non-uniform clumps in the DM distribution, thus constraining the nature of the possible DM models. The Advanced Thin Ionisation Calorimeter (ATIC), a balloon-based experiment, also reported an excess of \( e^- \) or \( e^+ \) at 300–800 GeV. However, results from the Fermi-LAT [219] and High Energy Stereoscopic System (HESS) [220] did not see the same electron-positron excess as ATIC, which leaves the issue far from settled. However, Fermi-LAT did see an excess similar to that of PAMELA. Further data is needed to determine if the excess gamma-ray and antimatter fluxes are indeed signals of DM annihilation or signatures of local astrophysical objects/backgrounds.

Similarly, the Alpha Magnetic Spectrometer (AMS) experiment has found an excess of positrons [221]. However, this excess is not likely caused by WIMP annihilation [222]. First, it was pointed out that such a positron excess would also generate gamma rays from dwarf galaxies which were not seen in the Fermi-LAT data. Using the Fermi-LAT bounds on gamma rays from dwarf galaxies, one finds that all WIMP annihilation channels are excluded as an explanation for the AMS data, except one where a mediator decays to four muons [223]. Second, the Planck satellite examined the effects of such an excess on the
CMB and ruled out a large portion of the model parameter space [75]. Thus, it is far more likely that the AMS positron excess is due to pulsars or other point sources than due to the WIMP annihilation. As with other experimental probes, more data is required to make any definitive statements.
Chapter 5

Electroweak Baryogenesis

5.1 Introduction

From our everyday lives, it is evident that there is more matter than antimatter. In nature, antimatter is mainly found in the form of cosmic rays, e.g., antiprotons $\bar{p}$. Their flux with respect to protons is

$$\frac{\Phi_{\bar{p}}}{\Phi_p} \sim 10^{-4}.$$  (5.1)

This ratio is consistent with $\bar{p}$ production via high energy collisions with ordinary matter. On Earth, antimatter is much harder to produce and store in laboratories, e.g., $e^+ (\bar{p})$ production at the former LEP (Tevatron) experiment.

In this chapter, we review the topic of electroweak baryogenesis (EWBG) based on Refs. [25,26]. We start by motivating the presence of baryon asymmetry in our universe, outline the three Sakharov conditions required by any baryon-generating theory and check if these conditions are fulfilled in the SM. To study the details of the electroweak phase transition (EWPT), we will describe both the perturbative and non-perturbative methods. This will allow us to propose simple extensions of the SM, and discuss possible collider, indirect and gravitational wave (GW) signals.

5.2 Baryon asymmetry

The asymmetry between matter and antimatter can be characterised in terms of the baryon-to-photon ratio as

$$\eta \equiv \frac{n_b - n_{\bar{b}}}{n_\gamma},$$  (5.2)

where $n_b (n_{\bar{b}})$ is the number density of baryons (antibaryons), $n_\gamma = \zeta_3 g_\ast T^3/\pi^2$ is the number density of photons, $g_\ast = 2$ is the number of spin polarization states for photons and $\zeta_3 \approx 1.2021$. The ratio in Eq. (5.2) provides a useful measure of the asymmetry as it remains constant with the expansion of the universe, at least at late times. At earlier
One might wonder whether the universe could be baryon-symmetric on very large scales, and separated into regions which are either dominated by baryons or antibaryons. However we know that even in the least dense regions of the universe there are hydrogen gas clouds, so one would expect too many excesses of gamma rays in the regions between baryon and antibaryon dominated regions, due to annihilations. These are not seen, indicating that such patches should be rare.

Figure 5.1: Primordial abundance of light elements vs the baryon-to-photon ratio $\eta$. The range of $\eta$ values allowed by the CMB data is shown as the vertical yellow band. Figure from Ref. [25].

times (or high temperatures), many heavier particles were in thermal equilibrium which later annihilated to produce more photons but not many baryons. In this case, the entropy density $s$ is a better quantity to compare against the baryon number density. Thus, we can consider

$$n_b - n_{\tilde{\nu}} = \frac{1}{s} \eta,$$

where the conversion factor is valid in the present universe from the time when neutrinos went out of thermal equilibrium and positrons annihilated.

The baryon-to-photon ratio $\eta$ was historically determined using the big bang nucleosynthesis. The abundance of light elements $^3\text{He}$, $^4\text{He}$, D, $^6\text{Li}$ and $^7\text{Li}$ are sensitive to the values of $\eta$ [3]. A comparison between the theoretical predictions and measured experimental values for $\eta$ is made in Fig. 5.1. The boxes represent the regions that are consistent with the experimentally determined values for $\eta$. As the smallest error bars appear in the deuterium (D/H) abundance, we get

$$\eta = 10^{-10} \times \begin{cases} 6.28 \pm 0.35 \\ 5.92 \pm 0.56 \end{cases}$$
5.2. Baryon asymmetry

It is interesting to note that in a homogeneous, baryon-symmetric universe, there would still be a few baryons and antibaryons left since annihilations aren’t perfectly efficient. But the freeze-out abundance is

\[ n_B/n_\bar{B} \approx 10^{-20} \]  \hspace{1cm} (1.7)

which is far too small for the BBN or CMB. In the early days of big bang cosmology, the baryon asymmetry was considered to be an initial condition, but in the context of inflation, it is no longer tenable. Any baryon asymmetry existing before inflation would be diluted to a negligible value during inflation, due to the production of entropy during reheating.

It is impressive that A. Sakharov realized the need for dynamically creating the baryon asymmetry in 1967 [5], more than a decade before inflation was invented. The idea was not initially taken seriously; in fact it was not referenced again, with respect to the idea of baryogenesis, until 1979 [6]. Now it has 10^40 citations (encouragement to those of us who are still waiting for our most interesting papers to be noticed!). It was only with the advent of grand unified theories, that...
so far. This suggests that the matter/antimatter dominated regions have to be as large as the observable universe today. Thus, there is no plausible way of separating baryons and antibaryons from each other.

It is interesting to note that in a homogeneous, baryon symmetric universe, some baryon asymmetry is generated as annihilations are not 100% efficient. In this case, the freeze-out abundance of baryons and antibaryons is expected to be \[ n_b = n_{\bar{b}} \approx 10^{-20}. \] (5.7)

This is about 10 orders of magnitude smaller than the value of \( \eta \) determined from the BBN or CMB. Thus, an unknown mechanism must be responsible for generating the observed matter-antimatter asymmetry in our universe.

### 5.3 Sakharov conditions

During the early days of big bang cosmology, baryon asymmetry was considered as an initial condition. However, in the context of inflation, this idea is no longer supported as any baryon asymmetry existing before inflation would be washed out by the production of entropy during the re-heating process. Thus, the baron asymmetry must be generated dynamically.

In 1967, A. Sakharov realised the need for a dynamic generation of baryon asymmetry from symmetric initial conditions [227]. He outlined three necessary conditions that would result in an imbalance between matter and antimatter number densities.

#### 5.3.1 B violation

The generation of baryon asymmetry requires baryon number \( B \) violating processes. In the SM, \( B \) is violated by the triangle anomaly which spoils the conservation of left-handed baryon and lepton current [25], namely

\[
\partial_\mu J_{B_L+L_L}^\mu = \frac{3g^2}{32\pi^2} \epsilon_{\alpha\beta\gamma\delta} W_\alpha^{\alpha\beta} W_\gamma^{\gamma\delta},
\] (5.8)

where \( W_\alpha^{\alpha\beta} \) is the \( SU(2) \) field strength tensor. This leads to a non-perturbative sphaleron process as shown in Fig. 5.3. It involves 9 left-handed \( SU(2) \) quark doublets (3 from each generation) and 3 left-handed leptons (one from each generation). This process violates \( B \) and \( L \) by 3 units each, i.e.,

\[
\Delta B = \Delta L = \pm 3.
\] (5.9)
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the magnitude of its baryon asymmetry.) It is easy to see why these conditions are necessary. The need for \( B \) (baryon) violation is obvious. Let’s consider some examples of \( B \) violation.

2.1. \( B \) violation

In the standard model, \( B \) is violated by the triangle anomaly, which spoils conservation of the left-handed baryon + lepton current,

\[
\mu J_B + L_L L_L = 3 g^2 \frac{32\pi}{2} W_a W_a (2.1)
\]

where \( W_a \) is the SU(2) field strength. As we will discuss in more detail in section 4, this leads to the nonperturbative sphaleron process pictured in fig. 4. It involves 9 left-handed (SU(2) doublet) quarks, 3 from each generation, and 3 left-handed leptons, one from each generation. It violates \( B \) and \( L \) by 3 units each,

\[
B = L = \pm 3 \quad (2.2)
\]

Fig. 4. The sphaleron.

In grand unified theories, like SU(5), there are heavy gauge bosons \( X \) and heavy Higgs bosons \( Y \) with couplings to quarks and leptons of the form

\[
X qq, X \bar{\bar{q}} \bar{\bar{l}} \quad (2.3)
\]

and similarly for \( Y \). Thus the simultaneous existence of these interactions imply that there is no consistent assignment of baryon number to \( X \). Hence \( B \) is violated.

Figure 5.3: The non-perturbative sphaleron process which violates \( B \) and \( L \) by 3 units. Figure from Ref. [25].

5.3.2 Departure from thermal equilibrium

To understand this requirement, consider a hypothetical process

\[
X \to Y + Z, \quad (5.10)
\]

where \( X (Y) \) represents some initial (final) state with \( B = 0 \) and \( Z \) represents the excess baryons produced by the process with \( B \neq 0 \). If the process is in thermal equilibrium, the inverse process \( Y + Z \to X \) also occurs at the same rate such that

\[
\Gamma(Y + Z \to X) = \Gamma(X \to Y + Z). \quad (5.11)
\]

In this case, no net asymmetry is generated as the inverse process destroys the excess baryons as fast as Eq. (5.10) creates it. Thus, a departure from thermal equilibrium is essential for generating any baryon asymmetry.

The classic example of a departure from thermal equilibrium is that arising from out-of-equilibrium decays. In this case, \( X \) is a heavy particle with mass \( m_X > T \) at the time of decay \( \tau = \hbar / \Gamma \). As the energy of the final state \( Y + Z \) is of the order \( T \), there is not enough energy to produce the heavier \( X \) boson from the inverse process \( Y + Z \to X \). This results in a Boltzmann-suppressed rate, i.e.,

\[
\Gamma(Y + Z \to X) \sim e^{-m_X / T}. \quad (5.12)
\]

Thus, the original process \( X \to Y + Z \) can generate the observed baryon asymmetry.

5.3.3 C and CP violation

Suppose the above process \( X \to Y + Z \) has a charge conjugation \( C \) symmetry. This implies that the charge conjugated process \( \bar{X} \to \bar{Y} + \bar{Z} \) occurs at the same rate, i.e.,

\[
\Gamma(\bar{X} \to \bar{Y} + \bar{Z}) = \Gamma(X \to Y + Z). \quad (5.13)
\]

In this case, the net rate of baryon production is

\[
\frac{dB}{dt} \propto \Gamma(\bar{X} \to \bar{Y} + \bar{Z}) - \Gamma(X \to Y + Z). \quad (5.14)
\]
Thus, no net asymmetry is generated if C is a symmetry. However, even if C is violated, it is not enough. In addition, the combined charge conjugation and parity CP symmetry must also be violated. To understand this requirement, we consider a scenario where $X$ decays into two left-handed or right-handed quarks as

$$X \rightarrow q_L q_L, \quad X \rightarrow q_R q_R. \quad (5.15)$$

Under CP, $q_L \rightarrow \bar{q}_R$ where $\bar{q}_R$ is the left-handed antiparticle of $q_R$, see Eq. (2.32), whereas under C, $q_L \rightarrow \bar{q}_L$. Although C violation implies that

$$\Gamma(X \rightarrow q_L q_L) \neq \Gamma(\bar{X} \rightarrow \bar{q}_L \bar{q}_L), \quad (5.16)$$

$$\Gamma(X \rightarrow q_R q_R) \neq \Gamma(\bar{X} \rightarrow \bar{q}_R \bar{q}_R), \quad (5.17)$$

CP conservation would imply

$$\Gamma(X \rightarrow q_L q_L) = \Gamma(\bar{X} \rightarrow \bar{q}_R \bar{q}_R), \quad (5.18)$$

$$\Gamma(X \rightarrow q_R q_R) = \Gamma(\bar{X} \rightarrow \bar{q}_L \bar{q}_L). \quad (5.19)$$

This means that

$$\Gamma(X \rightarrow q_L q_L) + \Gamma(X \rightarrow q_R q_R) = \Gamma(\bar{X} \rightarrow \bar{q}_R \bar{q}_R) + \Gamma(\bar{X} \rightarrow \bar{q}_L \bar{q}_L). \quad (5.20)$$

If the initial state contains equal numbers of $X$ and $\bar{X}$, we will end up with no net asymmetry. The best we can hope to achieve is an asymmetry between left- and right-handed quarks. However, this does not correspond to a baryon asymmetry.

Now, suppose that the process $X \rightarrow qq$ violates both C and CP symmetries, i.e.,

$$\Gamma(X \rightarrow qq) \neq \Gamma(\bar{X} \rightarrow \bar{q} \bar{q}), \quad (5.21)$$

where we have ignored the distinctions between $q_L$ and $q_R$ for convenience. We can imagine that if all $X$’s decay into $qq$ and all $\bar{X}$’s decay into $\bar{q} \bar{q}$ when $n_X = n_{\bar{X}}$ initially, we will eventually end up with equal numbers of $q$ and $\bar{q}$, although there was temporarily an excess. To avoid such outcomes, there must be at least one competing channel $X \rightarrow Y$, $\bar{X} \rightarrow \bar{Y}$ such that

$$\Gamma(X \rightarrow Y) \neq \Gamma(\bar{X} \rightarrow \bar{Y}). \quad (5.22)$$

In this channel, $Y$ should have a different baryon number than $qq$. Thus, a baryon asymmetry will develop by the time all $X$’s have decayed. The CPT theorem with the requirement of $B$ violation guarantees that there is no other competing decay channel with the correct properties [228]. It also implies that the total decay rates of $X$ and $\bar{X}$ are equal, i.e.,

$$\Gamma(X \rightarrow qq) + \Gamma(X \rightarrow Y) = \Gamma(\bar{X} \rightarrow \bar{q} \bar{q}) + \Gamma(\bar{X} \rightarrow \bar{Y}). \quad (5.23)$$

As $B$ violation is required, $Y$ should have a different baryon number than $qq$. Otherwise, we can consistently assign a baryon number of $2/3$ to $X$ which does not result in any $B$ violation.
5.4 B and CP violation in the SM

5.4.1 B violation

The SM has a usable source of $B$ violation. In 1976, ’t Hooft showed that the triangle anomaly violates baryon number $B$ through a non-perturbative process [229]. As we have seen in Eq. (5.8), the baryon current is not conserved in the presence of external $W$ boson field strengths. However, this $B$ violation does not manifest itself in any perturbative process. Instead, it is associated with the vacuum structure of $SU(N)$ gauge theories with spontaneously broken symmetry. To explain this, we introduce the concept of a Chern-Simons number as

$$N_{CS} = \int d^3 x K^0,$$

(5.24)

where the current $K^\mu$ is given by

$$K^\mu = \frac{g^2}{32\pi^2} \epsilon^{\mu\nu\alpha\beta} \left( F^a_{\nu\alpha} A^a_{\beta} - \frac{g}{3} \epsilon_{abc} A^a_{\alpha} A^b_{\nu} A^c_{\beta} \right).$$

(5.25)

This current has the property that

$$\partial_\mu K^\mu = \frac{g^2}{32\pi^2} F^a_{\mu\nu} F^a_{\nu\mu}.$$  

(5.26)

In reality, the Chern-Simons number has a topological nature which can be seen by considering configurations that are pure gauge at some initial time $t_0$ and final time $t_1$. It can be shown that

$$N_{CS}(t_1) - N_{CS}(t_0) = \int_{t_0}^{t_1} dt \int d^3 x \partial_\mu K^\mu = \omega,$$

(5.27)

where $\omega$ is an integer called the winding number. The gauge field is a map from the physical space to the manifold of the gauge group.

We are mainly interested in the vacuum structure of the $SU(2)$ gauge theory. We consider a family of static gauge field configurations with continuously varying $N_{CS}$. Those configurations with integer values turn out to be pure gauge everywhere with vanishing field strength and zero energy. To interpolate between two such configurations, one must pass through other configurations with non-vanishing field strengths. The form of the energy vs Chern-Simons number $N_{CS}$ is shown in Fig. 5.4.

Each minimum is a valid perturbative vacuum state of the theory. They are called $n$-vacua. The height of the energy barrier is given by

$$E_{sph} = f \left( \frac{\lambda}{g^2} \right) \frac{4\pi v}{g} \simeq \frac{8\pi v}{g} \frac{2m_W}{\alpha_W} f \left( \frac{\lambda}{g^2} \right),$$

(5.28)

where $v = 174$ GeV is the VEV of the Higgs field, $\lambda$ is the Higgs quartic coupling and $\alpha_W = g^2/4\pi \sim 1/30$. The function $f$ ranges between $f(0) = 1.56$ and $f(\infty) = 2.72$. 
It was ’t Hooft who showed that tunnelling between $n$-vacua through field configurations occur via instantons. This is relevant for $B$ violation via the following relation

$$\partial_\mu J^\mu_{BL+L_L} = N_f \partial_\mu K^\mu, \quad (5.29)$$

where $N_f = 3$ is the number of families. After integrating over space and time coordinates, the spatial divergence integrates to zero and we are left with

$$3 \frac{d}{dt} N_{CS} = \frac{d}{dt} B = \frac{d}{dt} L. \quad (5.30)$$

Thus, each instanton transition violates $B$ and $L$ by 3 units. The transition causes simultaneous generation of 9 quarks and 3 leptons with each generation represented equally. However, the transition amplitude is

$$\mathcal{A} \sim e^{-8\pi^2/g^2} \sim 10^{-173}. \quad (5.31)$$

This is too small to ever happen during the lifetime of our universe. For this reason, anomalous $B$ violation in the SM was not first considered for baryogenesis. However, in 1985, V. A. Kuzmin, V. A. Rubakov and M. E. Shaposhnikov realised that at high temperatures, these transitions could become unsuppressed due to the availability of thermal energy to hop over the potential barrier instead of tunnelling through it [230]. This occurs when $T \gtrsim 100 \text{ GeV}$, i.e., above the electroweak scale. The finite temperature transitions are known as sphaleron processes, a term coined by Klinkhamer and Manton from the Greek meaning “ready to fall.” It is the field configuration of the Higgs and $W^\mu$ fields which sit at the top of the energy barrier between the $n$-vacua [231]. A thermal transition between the $n$-vacua must pass through a configuration that is close to the sphaleron unless $T \gg E_{\text{sph}}$. The sphaleron is a static, saddle point solution of the field equations.

After evaluating the path integral for a sphaleron transition semi-classically, one finds that the amplitude goes as

$$\mathcal{A} \sim e^{-E_{\text{sph}}/T}. \quad (5.32)$$

To find the actual rate of transitions, a more detailed calculation is required [232]. The rate per unit volume of the sphaleron transitions was computed by Khlebnikov and Sha-
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Poshnikov to be

\[ \Gamma = B_0 \left( \frac{E_{\text{sph}}}{T} \right)^3 \left( \frac{m_W(T)}{T} \right)^4 T^4 e^{-E_{\text{sph}}/T}, \]  

(5.33)

where \( B_0 \) is a constant of order one and \( m_W(T) \) is the temperature dependent mass of the \( W \) boson. However, the above expression is only valid for temperature \( T < E_{\text{sph}} \). At \( T \gtrsim m_W \), EWSB has not yet occurred and \( m_W(T) = 0 \). The Higgs VEV vanishes in the symmetry-restored phase and \( E_{\text{sph}} = 0 \). In this case, there is no barrier between the \( n \)-vacua.

Above the EWPT, the rate of sphaleron transitions cannot be computed analytically; instead, lattice computations are required. For many years, the parametric dependence of the sphaleron transition rate was thought to be

\[ \frac{\Gamma}{V} = c \alpha_W^4 T^4 = c (g^2 T)^4, \]  

(5.34)

where \( c \sim 1 \) and \( \alpha_W = g^2/4\pi \sim 1/30 \). This is based on an idea that the transverse gauge bosons acquire a thermal mass of order \( g^2 T \) which is the only relevant scale in the problem. This determines the form of the above expression by dimensional analysis. However, it was later shown that this form is incorrect [233]. The time scale for sphaleron transition is actually \( g^4 T \) instead of \( g^2 T \) as in Eq. (5.34). This gives \( \Gamma/V \sim \alpha_W^5 T^5 \). Recent lattice calculations fix the dimensionless coefficient to be [234]

\[ \frac{\Gamma}{V} = (25.4 \pm 2.0) \alpha_W^5 T^4 = (1.06 \pm 0.08) \times 10^{-6} T^4. \]  

(5.35)

We can determine when the sphalerons were in thermal equilibrium in the early universe. To compute the rate, we must choose a relevant volume. We can take the thermal volume \( 1/T^3 \) which corresponds to the average space occupied by a particle in the thermal bath. Thus, we get

\[ \Gamma = 10^{-6} T. \]  

(5.36)

This should be compared against the Hubble rate \( H \sim \sqrt{g_*} T^2 / M_p \) such that

\[ \frac{\Gamma}{H} \sim \frac{1}{T}. \]  

(5.37)

At very high temperatures, sphalerons are out of equilibrium as shown in Fig. 5.5. They come into equilibrium when \( \Gamma = H \). This corresponds to \( T \sim 10^{13} \text{ GeV} \). When \( T \) falls below the EWPT temperature \( T \sim 100 \text{ GeV} \), the sphaleron rate again falls below \( H \).

5.4.2 CP violation

As the SM provides a useable source of \( B \) violation, it is natural to ask if baryogenesis is possible within the SM. Specifically, we can check if the remaining two Sakharov conditions can be satisfied.
Figure 5.5: Sphaleron transition and Hubble rates vs time. The sharp drop in the sphaleron transition rate occurs at the electroweak phase transition (EWPT) when $T \approx 100 \text{ GeV}$. Figure from Ref. [25].

In the SM, it is known that CP violation exists in the CKM matrix where

$$V_{\text{CKM}} = \begin{pmatrix} V_{ud} & V_{us} & V_{ub} \\ V_{cd} & V_{cs} & V_{cb} \\ V_{td} & V_{ts} & V_{tb} \end{pmatrix} = \begin{pmatrix} c_1 & -s_1c_3 & -s_1s_3 \\ s_1c_2 & c_1c_2c_3 - s_2s_3e^{i\delta} & c_1c_2s_3 + s_2c_3e^{i\delta} \\ s_1s_2 & c_1s_2c_3 + c_2s_3e^{i\delta} & c_1s_2s_3 - c_2c_3e^{i\delta} \end{pmatrix}.$$  \hspace{1cm} (5.38)

This is written in the KM parametrisation, whereas in the Wolfenstein parameterisation, $V_{ab}$ and $V_{td}$ contain CP violating phases. The phase residing in the CKM matrix can be changed by field redefinitions. To express the invariant phase, C. Jarlskog showed that one possible invariant combination is \cite{235}

$$J = (m_i^2 - m_e^2)(m_i^2 - m_d^2)(m_i^2 - m_s^2)(m_s^2 - m_d^2)(m_s^2 - m_b^2)(m_s^2 - m_d^2)K,$$  \hspace{1cm} (5.39)

where

$$K = s_1^2s_2s_3c_1c_2c_3 \sin \delta = \text{Im}(V_{ii}V_{jj}V_{ij}^*V_{ji}^*), \hspace{1cm} i \neq j.$$  \hspace{1cm} (5.40)

This can be derived by computing the determinant of the commutator of the up- and down-type quark squared mass matrices as

$$J = \det [M_u^2, M_d^2]$$  \hspace{1cm} (5.41)

which is invariant under field rotations.

The form of $J$ has been used to argue that CP violation in the SM is not enough for baryogenesis. Using the relevant temperature scale of the universe (which must be at least of order $100 \text{ GeV}$ for sphalerons to be effective), one finds a dimensionless measure of the strength of CP violation to be

$$\frac{J}{(100 \text{ GeV})^{12}} \sim 10^{-20}. \hspace{1cm} (5.42)$$
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This is too small to account for the measured value of $\eta \sim 10^{-10}$.

In Ref. [235], $J$ was defined in terms of the linear quark mass matrices as in Eq. (5.41) but with linear rather than squared mass differences. In a subsequent paper, it was argued that the sign of a fermion mass has no absolute physical significance. Thus, any physical quantity should depend on the square of the masses. However, this does not have any bearing on the mathematical fact that the original linear mass definition of $J$ is a valid invariant characterisation of the CP phase. If it were the physically correct definition, Eq. (5.41) would be revised to read $J \sim 10^{-10}$ which agrees with $\eta \sim 10^{-10}$.

A more specific criticism towards the above argument comes from Ref. [236]. Here it was shown that the above arguments could not be applied to the $K\bar{K}$ mixing in the neutral kaon system. The authors showed that the CP violating effect is not proportional to $J$ and the relevant scale is much smaller than 100 GeV, rather it is the mass of $K^0$. The idea that $J/T^{12}$ is the correct measure of CP violation only makes sense if all the ratios of particle masses to temperature are perturbatively small. This is not the case for the top quark mass. Although there is no theorem which proves that it is impossible to find some other mechanism that does work, no convincing demonstrations have been shown so far. Most experts on baryogenesis theories agree that CP violation in the SM is too weak. Thus, new sources of CP violation are required which motivates BSM physics.

5.5 Electroweak baryogenesis

One of the most attractive ways to account for the observed baryon asymmetry is via electroweak baryogenesis (EWBG) [230,237–242]. It refers to a mechanism that generates the baryon asymmetry during the electroweak epoch.

The assumed initial conditions for EWBG are a hot, radiation-dominated early universe with zero net baryon charge in which the full $SU(2)_L \otimes U(1)_Y$ electroweak symmetry is manifested [243,244]. As the universe cools down to temperatures below the electroweak scale, $T \lesssim 100$ GeV, the Higgs field settles into a vacuum state which spontaneously breaks the electroweak symmetry down to its $U(1)_{\text{EM}}$ subgroup. It is believed that during this phase transition, EWBG is meant to take place.

A successful EWBG requires a strong first-order EWPT. Such a transition proceeds via a nucleation of bubbles of the broken phase within the surrounding plasma in the symmetric phase. This process is shown in Fig. 5.6. As the bubbles expand, they collide and coalesce with other bubbles until only the broken phase remains.

In EWBG, baryon creation takes place in the vicinity of the expanding bubble walls [245]. As shown in Fig. 5.7, this occurs via the following three steps:

1. Particles in the plasma scatter with the bubble walls. If the underlying theory violates CP symmetry, these scattering processes will generate C and CP asymmetries in
Figure 5.6: Expanding bubbles of the broken phase within the surrounding plasma in the symmetric phase. Figure from Ref. [26].

Figure 5.7: Production of baryons in front of the expanding bubble walls. Figure from Ref. [26].

2. These asymmetries diffuse into the symmetric phase ahead of the bubble wall where they bias electroweak sphaleron transitions to produce more baryons than antibaryons [246];

3. A part of the net baryon charge created outside the bubble wall is swept up by the expanding wall into the broken phase. In this broken phase, the rate of sphaleron transitions is strongly suppressed and can be small enough to avoid washout of baryons created in the first two steps.

The above steps explicitly satisfy the three Sakharov conditions [227]. First, the departure from thermodynamic equilibrium is induced by the passage of the rapidly expanding bubble walls through the cosmological plasma. Second, $B$ violation comes from the
rapid sphaleron transitions in the symmetric phase. And third, both C- and CP-violating scattering processes are required at the phase boundaries to create an asymmetry in particle number densities. This biases the sphalerons to create more baryons than antibaryons.

All of the required ingredients for EWBG are present in the SM. However, EWBG is unable to explain the observed baryon asymmetry within the SM alone. The first impediment is that a strongly first-order EWPT is only possible in the SM if the Higgs boson mass lies below $70 \text{ GeV}$ \cite{247,248}. This is much less than the observed Higgs boson mass $m_h = 125 \text{ GeV}$ \cite{10,56}. Even if the phase transition was first-order, the CP violation induced by the CKM matrix in the SM is not enough to generate large enough chiral asymmetries \cite{249,250}.

An essential feature of all viable realisations of EWBG is BSM physics. The new physics must couple to the SM with at least a moderate strength and must be abundant in the thermal plasma at the time of EWPT. These two conditions together imply that new particles must exist with masses not too far above the electroweak scale and with direct couplings to the SM. Thus, a generic feature of EWBG is that new phenomena should be discovered in the upcoming collider, precision and astrophysical experiments. It is this property of EWBG which sets it apart from other mechanisms for baryon creation.

Due to the detection probes for EWBG, it is particularly important to achieve the most robust theoretical predictions for the baryon asymmetry and associated phenomenological implications. Thus, we review the current progress in various theoretical tools used to compute the baryon asymmetry and detection probes.

5.6 Electroweak phase transition

Baryon creation in EWBG is closely tied to the dynamics of the electroweak phase transition (EWPT). In this transition, the thermal plasma goes from a symmetric state in which the full $SU(2)_L \otimes U(1)_Y$ gauge invariance is manifested to a broken one where only the $U(1)_{\text{EM}}$ electroweak subgroup remains \cite{243,251–253}. As discussed earlier, the transition must be first-order and proceed via the nucleation of bubbles of the broken phase. We discuss the dynamics of the phase transition and describe its role in EWBG.

The transition from symmetric to broken phase in the SM can be characterised by the VEV of the Higgs field $\Phi \equiv (\phi_+ , \phi_0)^T$. A field basis can always be chosen such that only the real component of $\phi_0$ develops a non-zero VEV. Thus, we will write

$$\langle \phi_0 \rangle = \phi / \sqrt{2}. \quad (5.43)$$

The symmetric phase corresponds to $\phi = 0$, whereas the broken phase corresponds to $\phi \equiv v \neq 0$. In the unitary gauge, the masses of the $W^\pm /Z$ bosons and fermions are proportional to $\phi$. For more details, see chapter 2.
The features of the phase transition that are most relevant for EWBG are its character (first-order, second-order or a crossover), the critical temperature $T_c$, the bubble nucleation temperature $T_n$, which describe when the transition takes place, and the sphaleron transition rate $\Gamma_{\text{sph}}$, which governs the rate of baryon number generation, washout and the bubble nucleation rate. These features have been extensively studied using a broad range of theoretical tools.

The most robust computation of these quantities is performed using non-perturbative, Monte Carlo methods. Due to the level of efforts required to perform such studies, they have only been carried out for a few specific theories of EWBG. Instead, perturbative methods have been used more frequently to study the dynamics of the EWPT in a broad range of BSM scenarios. Perturbative analyses can also help in giving useful insights into some aspects of phase transition dynamics which may be less accessible with Monte Carlo methods. However, it should be noted that the application of perturbation theory to EWPT physics comes with uncertainties and potential ambiguities. For instance, in the SM, one often finds that the transition temperature $T_n$ obtained using perturbative methods is significantly lower than the value obtained from Monte Carlo studies for a fixed Higgs boson mass. Given the widespread use of perturbation theory, we first begin by reviewing this approach to present the conventional treatment and comment on its difficulties. We subsequently review some of the features of the non-perturbative analysis.

5.6.1 Perturbative methods

In a perturbative analysis of the EWPT, a key quantity of interest is the renormalised finite-temperature effective potential $V_{\text{eff}}$. It coincides with the free energy of the cosmological plasma [238, 254, 255] as long as it is reasonably close to the thermodynamic equilibrium. A key feature of the effective potential is that the expectation value of the Higgs field is the one that minimises its value.

At one-loop order, the effective potential is given by [238]

$$V_{\text{eff}}(\phi, T) = V_0(\phi) + V_1(\phi) + V_{1(T)}(\phi, T),$$  \hspace{1cm} (5.44)

where

$$V_0(\phi) = -\frac{1}{2} \mu^2 \phi^2 + \frac{1}{4} \lambda \phi^4$$  \hspace{1cm} (5.45)

is the tree-level Higgs potential, $V_1(\phi)$ is the one-loop correction to the effective potential at $T = 0$ and $V_{1(T)}^T(\phi, T)$ contains the leading order thermal corrections. The one-loop correction $V_1(\phi)$ is given by [256]

$$V_1(\phi) = \sum_i \frac{n_i (-1)^{2s_i}}{4(4\pi)^2} m_i^4(\phi) \left[ \log \left( \frac{m_i^2(\phi)}{\mu^2} \right) - C_i \right],$$  \hspace{1cm} (5.46)

where the sum $i$ runs over all particles in the theory, each with $n_i$ degrees of freedom, field-dependent mass $m_i(\phi)$ and spin $s_i$. We have assumed a mass-independent renormalisation
where $\mu$ is the renormalisation scale and $C_i$ are the scheme-dependent constants. Choosing $\mu \sim \max \{m_i(\phi)\}$ optimises the perturbative expansion. We note that the Fadeev-Popov ghosts are massless and decoupled if we work in the Landau gauge ($\xi = 0$). In this case, $n_i = 3$ for each vector and Goldstone bosons in the theory.

The thermal corrections at one-loop order are given by [238]

$$V_1^{(T)}(\phi, T) = \frac{T^4}{2\pi^2} \left[ \sum_{i=\text{bosons}} n_i J_b \left( \frac{m_i^2}{T^2} \right) + \sum_{j=\text{fermions}} n_j J_f \left( \frac{m_j^2}{T^2} \right) \right],$$

(5.47)

where $J_b$ and $J_f$ are loop functions. For $x \ll 1$, the loop functions expand to [257]

$$J_b(x^2) = -\frac{\pi^4}{45} + \frac{\pi^2}{12} x^2 - \frac{\pi}{6} x^3 - \frac{1}{32} x^4 \log \left( \frac{x^2}{a_b} \right) + O(x^3),$$

(5.48)

$$J_f(x^2) = -\frac{7\pi^4}{360} - \frac{\pi^2}{24} x^2 - \frac{1}{32} x^4 \log \left( \frac{x^2}{a_f} \right) + O(x^3),$$

(5.49)

where $\log(a_b) \approx 5.4076$ and $\log(a_f) \approx 2.6351$. For $x \gg 1$, the loop functions reduce to [257]

$$J_b(x^2) \approx J_f(x^2) = \left( \frac{x}{2\pi} \right)^{3/2} e^{-x} \left[ 1 + \frac{15}{8x} + O(x^{-2}) \right].$$

(5.50)

In this expression, we can see the familiar Boltzmann suppression of heavier particles when $x = m/T > 1$.

The effect of thermal corrections on the SM Higgs potential can be illustrated by writing down the potential in an approximate form using the high-temperature expansions in Eqs. (5.48) and (5.49). This gives [257]

$$V_{\text{eff}}(\phi, T) \approx D(T^2 - T_0^2)\phi^2 - ET\phi^3 + \frac{\lambda}{4} \phi^4,$$

(5.51)

where $D$ and $\lambda$ are slowly varying functions of $T$ only.

In the limit of $E = 0$, the phase transition is second-order with a transition temperature of $T = T_0$ and a Higgs VEV for $T < T_0$ of

$$\phi = T_0 \sqrt{\frac{2D}{\lambda} \left( 1 - \frac{T^2}{T_0^2} \right)}.$$

(5.52)

In this case, the effective potential $V_{\text{eff}}(\phi)$ evolves with temperature $T$ as in the right panel of Fig. 5.8.

For $E \neq 0$, the phase transition is first-order. Starting from $T \gg T_0$, a second minimum appears away from the origin when $T = T_1$ where

$$T_1 = T_0 \sqrt{\frac{8\lambda D}{8\lambda DT_0^2 - 9E^2}}.$$

(5.53)
Figure 5.8: Schematic illustration of the evolution of $V_{\text{eff}}(\phi)$ with temperature $T$ for a first- (left) and second- (right) order phase transition. Figure from Ref. [25].

Here the temperature-dependent coefficients $D$ and $\overline{\lambda}$ are evaluated at $T = T_1$. The second symmetry breaking minimum becomes degenerate with the origin at the critical temperature $T_c$ and becomes deeper at lower temperature. This is illustrated in the left panel of Fig. 5.8. The degree to which the phase transition is first-order is typically characterised by $\phi_c/T_c$ where $\phi_c$ is the location of the minimum at $T = T_c$. In terms of the parameters in Eq. (5.51), we get

$$\frac{\phi_c}{T_c} = \frac{2E}{\lambda}. \quad (5.54)$$

Once the temperature falls below $T_c$, regions of the cosmological phase tunnel to the deeper broken minimum and the phase transition proceeds via nucleation of bubbles.

Before discussing the dynamics of a first-order phase transition, it is worth examining the validity of the perturbative expansion as given above. This expansion breaks down at very high temperatures when the thermal loop expansion parameter $g^2 T^2 / m^2(\phi)$ (where $g^2$ is the coupling entering in the loop) becomes large [252, 258]. Indeed, we have seen earlier that the leading thermal corrections (generated by loops only) completely change the vacuum structure of the theory by restoring the symmetry at very high temperatures. The breakdown of the perturbative expansion can be postponed by re-summing the most dangerous thermal corrections and incorporating thermal mass corrections in the propagators. The net result of such a daisy resummation (or ring diagrams) is to generate an additional term in the effective potential given by [259]

$$V_1^{(\text{daisy})}(\phi, T) = -\frac{T}{12\pi} \sum_{\{b\}} n_b \left[ \overline{m}_b^3(\phi, T) - m_b^3(\phi) \right]^{3/2}, \quad (5.55)$$

where the sum runs only over scalars and longitudinal vectors. The parameter $\overline{m}^2$ is the field-dependent thermal squared mass and is given by

$$\overline{m}^2(\phi) = m^2(\phi) + \Pi(T), \quad (5.56)$$

where $\Pi(T) \propto T^2$ is a thermal mass correction.

The daisy corrections are particularly important for a first-order phase transition as they directly affect the crucial cubic term. For instance, suppose that a contribution to
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the cubic term comes from a scalar with a zero-temperature mass of $m^2(\phi) = g\phi^2$ and a thermal correction of $\Pi(T) = \kappa T^2$. In this case, the cubic term becomes

$$\Delta E\phi^3 = \frac{1}{12\pi}g^{3/2}\phi^3 \rightarrow \frac{1}{12\pi} \left( g\phi^2 + \kappa T^2 \right)^{3/2}.$$  \hspace{1cm} (5.57)

When $\Pi(T)$ is large relative to $m^2(\phi)$, the above expression ceases to behave as a cubic in $\phi$ and the phase transition may no longer be first-order.

In a first-order EWPT, the phase transition proceeds by the nucleation of bubbles of the broken phase within the surrounding plasma of symmetric phase. Bubble nucleation is governed by thermal tunnelling from the local minimum at $\phi = 0$ to a deeper minimum at $\phi \neq 0$ [260]. In nucleating a bubble, there is a competition between the decrease in free energy proportional to the bubble volume and an increase due to the tension of the wall proportional to the bubble surface area. Thus, there is a minimum radius for which a bubble can grow after it is formed, which limits the tunnelling rate. Bubble formation and growth only begin in earnest when this rate exceeds the Hubble rate and occurs at the nucleation temperature $T_n$. After a sufficiently large bubble formation, it expands until it collides with other bubbles until the universe is filled entirely with the broken phase. The typical profile and expansion rate of the bubble walls can be computed from the effective potential by taking account of the frictional effects from scattering with surrounding particles in the plasma [261, 262]. The baryon creation process is very sensitive to the speed and profile of the bubble walls [263].

A first-order EWPT is not enough for a successful EWBG. The transition must be strongly first-order. Within the context of perturbation analysis, the quantitative condition for a strongly first-order phase transition is

$$\frac{\phi_c}{T_c} \gtrsim 1.$$  \hspace{1cm} (5.58)

This ratio approximates a factor which appears in the sphaleron transition rate in the broken phase within the bubble walls. If this condition is not met, the transitions will wash out the baryon asymmetry created by EWBG. As we will see below, the requirement of a strongly first-order phase transition is one of the reasons why EWBG does not work in the SM. Thus, it provides a strong motivation for new BSM physics.

The condition in Eq. (5.58) is a frequently applied approximation, but a precise calculation of the baryon abundance from EWBG requires a detailed analysis. For one, the relevant temperature for the phase transition dynamics is the slightly lower bubble nucleation temperature rather than the critical temperature, although it is often the case that $T_n \approx T_c$ [264]. A more serious worry is the lack of gauge invariance. In particular, it is well-known that the VEV of the one-loop effective potential at any temperature is gauge-dependent [265–271], so the ratio on the left-hand side of Eq. (5.58) is not a well-defined physical quantity. Moreover, the above procedure for calculating $T_c$ perturbatively
also introduces a spurious gauge-dependence. This becomes clear after expanding the right-hand side of Eq. (5.54) in an arbitrary gauge as

\[
\frac{\phi_c}{T_c} = \frac{2E}{\lambda} = \frac{3 - \xi^{3/2}}{4\pi \lambda} \left[ 2g_2^2 + (g_1^2 + g_2^2)^{3/2} \right] + \ldots,
\]

where the additional terms are \( \xi \)-dependent contributions from the one-loop corrections to the Higgs quartic self-coupling. As we saw earlier, the conventional analyses have been performed in the Landau gauge. However, a small change in the choice of the gauge parameter \( \eta \) can significantly alter the ratio \( \phi_c/T_c \).

To obtain a gauge invariant baryon number preserving condition (BNPC), we require several modifications of the naive perturbative treatment given above. Some of these modifications are discussed below.

1. Determine \( T_c \) (or \( T_n \)) in a gauge invariant manner by following the evolution of \( V_{\text{eff}}(\phi, T) \) and consistently implementing the so-called Nielsen identities \([265, 266]\). A procedure for doing this involves an \( h \)-expansion of \( V_{\text{eff}}(\phi, T) \) \([266, 270, 272]\). By generalising this procedure, we can approximate the full daisy resummation in a gauge invariant way and reproduce the trends for \( T_c \) found in non-perturbative calculations \([270]\).

2. Perform a gauge invariant computation of the energy of the sphaleron configuration \( E_{\text{sph}} \). In the perturbation theory, it is possible to do so in the broken phase by working with the high-temperature effective theory in which the zero-temperature masses are replaced by their gauge invariant Debye masses. The energy \( E_{\text{sph}} \) depends on a gauge invariant scale \( \bar{\phi}(T) \) which is not the same as \( \phi(T) \). The fluctuation determinant \( \kappa \) characterises the leading quadratic corrections to the sphaleron action \([273, 274]\).

3. Compute the baryon density \( n_B \) at the end of EWPT (corresponding to a time delay of \( \Delta t_{\text{EW}} \) after its onset) and compare it with the initial density resulting from the CP violating (CPV) transport dynamics \([26]\). The resulting ratio is called the washout factor and is given by

\[
S = \frac{n_B(\Delta t_{\text{EW}})}{n_B(0)}.
\]

For the baryon asymmetry created by EWBG to be preserved, the washout factor \( S \) must not be too small.

The washout factor can be re-written in terms of \( X \) defined as \( S > e^{-X} \) such that the quantitative BNPC is \([270]\)

\[
\frac{4\pi B}{g} \left( \frac{\bar{\phi}(T_c)}{T_c} \right) - 7 \log \left( \frac{\bar{\phi}(T_c)}{T_c} \right) > -\log X - \log \left( \frac{\Delta t_{\text{EW}}}{t_H} \right) + \log Q F + h \log \kappa.
\]

(5.61)
Here $B$ parametrises the relationship between the scale $\phi(T)$ and the sphaleron energy [275,276]

$$E_{\text{sph}} \simeq B\frac{2m_W}{\alpha_W} \frac{\phi(T)}{\phi(0)}, \quad (5.62)$$

where $B$ is a constant of order unity that depends on the mass of the Higgs boson, $\phi(0) = 174$ GeV is the Higgs VEV at $T = 0$ and $\alpha_W$ is the weak coupling. The other quantities in Eq. (5.61) are the Hubble time $t_H$, a quantity $Q$ characterising the contribution of sphaleron zero modes, a function $F$ that characterises the dependence of the unstable mode of the sphaleron on $\phi(T)$ and a factor $\kappa$ accounting for fluctuations that are not zero modes. The appearance of logarithms in Eq. (5.61) and the dependence on $t_{\text{EW}}$ leads to [232]

$$\frac{dn_B}{dt} \simeq \frac{13N_f}{2} \frac{\Gamma_{\text{ws}}}{VT^3} e^{-E_{\text{sph}}/T}, \quad (5.63)$$

where $N_f$ is the number of fermion families and

$$\frac{\Gamma_{\text{ws}}}{VT^3} \propto e^{-E_{\text{sph}}/T} \quad (5.64)$$

is the sphaleron rate per unit volume inside the bubble. Qualitatively, the BNPC in Eq. (5.61) corresponds to the requirement that the sphaleron rate in the broken phase during the phase transition is much slower than the Hubble expansion rate $H$.

The conventionally employed condition in Eq. (5.54) results from replacing the gauge invariant ratio $\phi(T_c)/T_c$ by the gauge-dependent one $\phi_c/T_c$ and making specific choices for the parameters appearing in Eq. (5.61). In particular, it has been assumed that $X = 10$, i.e., by allowing the initial baryon asymmetry to be 5 orders of magnitude larger than what is observed today (an assumption that is questionable in view of recent studies of the CPV transport dynamics). Additional significant uncertainties are associated with the value of the fluctuation determinant $\kappa$ and the duration of the transition $\Delta t_{\text{EW}}$. In short, even if one employs an appropriately gauge invariant procedure to determine the degree of baryon number preservation, considerable uncertainty remains on the precise requirement.

Almost all phenomenological studies carried out over the past decade or so have neglected these issues. Even if one places some trust in the use of perturbation theory to analyse EWPT dynamics, it should be clear that considerable amount of work is required to make a robust statement about the presence or absence of a sufficiently strong first-order phase transition in a given BSM scenario. For instance, it may be that a given BSM scenario significantly modifies the dependence of $E_{\text{sph}}$ on the gauge invariant scale $\phi(T_c)$, the dependence of $\phi$ on $T_c$ itself, the duration of the transition or the fluctuation determinant. With this view, conclusions that have been drawn as to the viability of EWBG based on existing perturbative analyses of the scalar field dynamics should be viewed as provisional at best and in an ideal situation, revisited in light of these open theoretical issues.
<table>
<thead>
<tr>
<th>Lattice</th>
<th>$m^c_h$ (GeV)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4D Isotropic</td>
<td>80 ± 7</td>
<td>[287]</td>
</tr>
<tr>
<td>4D Anisotropic</td>
<td>72.4 ± 1.7</td>
<td>[288]</td>
</tr>
<tr>
<td>3D Isotropic</td>
<td>72.3 ± 0.7</td>
<td>[289]</td>
</tr>
</tbody>
</table>

Table 5.1: Maximum value of the Higgs boson mass $m^c_h$ allowed for a first-order EWPT in the SM as obtained from lattice studies. Table from Ref. [25].

5.6.2 Non-perturbative methods

Dedicated non-perturbative numerical studies of the EWPT have been carried out for the SM [234, 248, 277–286]. Some of the properties studied that are particularly relevant to EWBG are the critical temperature $T_c$, the weak sphaleron rate $\Gamma_{sph}$ and the character of the phase transition (first-order, second-order or a crossover) [234, 284, 285]. As we will discuss below, the latent heat $L$ is also critical for the amplitude of gravity wave production [277].

The starting point for EWBG is the process of bubble nucleation which requires a strongly first-order phase transition. In the SM, this requirement is only satisfied for a sufficiently light Higgs boson. It is possible to find the maximum value of the Higgs boson mass for which a first-order phase transition is allowed. Representative results from lattice studies are shown in Table 5.1. The results are obtained using three-dimensional (3D) lattices after carrying out the procedure of dimensional reduction to a 3D effective theory before studying the phase transition properties of the latter using Monte Carlo methods [282]. For 3D or 4D studies, a criterion must be identified to determine the character of the phase transition. Among those employed are the susceptibility associated with the scalar field

$$\chi \propto \langle (\phi^\dagger \phi - \langle \phi^\dagger \phi \rangle )^2 \rangle$$

and correlation lengths. The scaling behaviour of $\chi$ with lattice volume can be used to determine whether the transition is first-order, second-order or a crossover. For $m_h \gg m^c_h \approx 75$ GeV, as implied by collider searches for a SM-like Higgs boson, the transition appears to be a crossover between the symmetric and broken phases. This is shown in Fig. 5.9.

5.7 Extended scalar sector

The need for a strongly first-order EWPT is one of the two main reasons why EWBG does not work in the SM. This motivates new physics near the electroweak scale. The new physics is also needed to stabilise the electroweak scale and account for dark matter. A broad range of SM extensions has been proposed to strengthen the EWPT and allow for a successful EWBG. Most of them fall in one of the following two groups.
1. In the first group, new scalars can couple to the SM Higgs field and affect the cubic term in the effective potential through loop effects. For instance, the relevant interaction of a new scalar $X$ can be written in the following form [264, 290]

$$\mathcal{L} \supset -M_X^2 |X|^2 - \frac{1}{6} K|X|^4 - Q|X|^2 \Phi^\dagger \Phi,$$

where the third term is a Higgs portal coupling. Assuming that $X$ does not develop a VEV, its physical mass is

$$m_X^2 = M_X^2 + \frac{1}{2} Q \phi^2.$$  

(5.67)

Its contribution to the effective potential is

$$\Delta V_{\text{eff}}(\phi, T) \supset -\frac{n_X T}{12\pi} \left[ \Pi_X(T) + M_X^2 + \frac{1}{2} Q \phi^2 \right]^{3/2},$$

(5.68)

where $\Pi_X(T)$ is the thermal mass of $X$ and $n_X$ is the number of degrees of freedom. If $Q \phi^2 / 2$ is much larger than the other terms when $\phi \approx \phi_c$, this correction gives a strong enhancement to the cubic operator which drives a first-order phase transition. If $X$ is charged under $SU(3)_C$, the contribution to the cubic term is further enhanced at two-loop order by corrections involving virtual gluons [291, 292]. The net result is that a strong first-order EWPT can be obtained for $Q \gtrsim 1$ and $M_X^2 \lesssim 0$ if $X$ is a $SU(3)_C$ triplet, but much larger $Q$ values are required if $X$ is a gauge singlet [292].

2. The second group consists of scalar fields which couple to the Higgs field and develop non-trivial dynamics in the early universe. Thus, the scalar fields directly influence the effective potential. For instance, the Higgs field can be coupled to a new scalar which develops a non-trivial VEV near the electroweak scale [293]. A simple example of this case is

$$\mathcal{L} \supset -m_N^2 N^2 - A_N N^3 - \lambda_N N^4 - (A_H N + \zeta_H N^2) \Phi^\dagger \Phi + \ldots,$$

(5.69)
where $\Phi = (\phi_+, \phi_0)^T$. These interactions can allow both $\phi_0$ and $N$ to develop non-zero VEVs, which results in a mixing between the physical singlet and $SU(2)_L$ scalar in the theory. When the singlet and $SU(2)_L$ mass parameters are similar, it is convenient to track the evolution of VEVs in polar coordinates as [293]

$$
\langle \phi_0 \rangle = \varphi \cos \alpha, \quad \langle N \rangle = \varphi \sin \alpha.
$$

(5.70)

In this parametrisation, one obtains cubic terms in the tree-level potential for $\varphi$ which can lead to a strong first-order EWPT. The singlet can also strengthen the phase transition by contributing to the loop-induced cubic term in the effective potential or reducing the effective Higgs quartic coupling near the critical temperature [293]. Similar effects arise in gauge extensions of the SM and in theories with two or more $SU(2)_L$ doublets [292,294,295].

When the characteristic mass scale $\Lambda_N$ of the singlet sector is significantly larger than the $SU(2)_L$ one, the singlet can be integrated out of the theory. This gives an effective Higgs interaction of the following form

$$
\mathcal{L} \supset \mu^2 \Phi^\dagger \Phi - \lambda (\Phi^\dagger \Phi)^2 - \frac{1}{\Lambda_N^2} (\Phi^\dagger \Phi)^3 + \ldots.
$$

(5.71)

For $\Lambda_N \lesssim 1000$ GeV, the third term can drive a strong first-order EWPT [296,297].

In both cases, new scalars with significant coupling to the Higgs field are required. Both mechanisms to enhance the strength of EWPT require new physics below the TeV scale. This is precisely the energy regime that is currently being probed directly by high-energy colliders and indirectly by low energy precision probes.

### 5.8 Tests for electroweak baryogenesis

Electroweak baryogenesis requires new particles/interactions to obtain a strongly first-order EWPT and sufficient CP violation. The new particles cannot be much heavier than the electroweak scale and must couple to the Higgs field. These two properties together imply that new particles will have observable effects in upcoming high-energy and high-precision experiments.

The prospects for observing new particles directly at the LHC and indirectly via high-sensitivity, low-energy studies of CP-violating observables mean that EWBG is a generally testable or falsifiable baryogenesis scenario. In this way, it contrasts from other scenarios which typically involve high energy scales such as standard thermal leptogenesis or Affleck-Dine baryogenesis. We discuss some of the primary experimental tests for EWBG by considering three frontiers in particle physics: the high-energy frontier; the intensity frontier; and the cosmological frontier.
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5.8.1 The high-energy frontier

New particles related to EWBG can potentially be produced at high energy-colliders such as the LHC. This is especially true for new coloured states that can help to strengthen the EWPT, e.g., a new coloured scalar $X$. These particles must be lighter than about $m_X \lesssim 200$ GeV to have an adequate effect; they also lead to large LHC production cross sections. Such states should also be consistent with existing collider limits.

The new physics required for EWBG must also couple significantly to the $SU(2)_L$ doublet Higgs field. This can potentially induce observable changes in the production and decay properties of the Higgs boson. A very significant effect arises from coloured $X$ scalars which couple to the Higgs field as in Eq. (5.66). Such scalars will contribute in loops to the amplitudes for the Higgs boson production via gluon fusion and Higgs decay to diphotons. Large couplings $Q$ are required to induce a strongly first-order phase transition. In this case, the contribution from gluon fusion interferes constructively with the dominant top quark loop in the SM and destructively with the dominant $W^\pm$ loop for the Higgs decay to diphotons. The net result is an enhancement of the gluon fusion rate that is closely related to the strength of the EWPT and a modest decrease in the branching ratio to diphotons [291].

In Fig. 5.10, we show the enhancement of the gluon fusion rate from $X$ relative to the SM as a function of $Q$ and the mass parameter $M_X^2$ along with an estimate for where the phase transition is strong enough for EWBG. Gluon fusion is the dominant Higgs production mode at the LHC, whereas the primary decay channels are $\gamma\gamma$, $W^+W^-$ and $ZZ$. Indeed, the enhancement of the gluon fusion rate as implied by this mechanism for strengthening the EWPT is already strongly constrained by current LHC and Tevatron Higgs searches [291].

New uncoloured $X$ particles that couple to the SM Higgs boson can also help in strengthening the phase transition, although their effects tend to be weaker than the coloured particles. If such an uncoloured state has a non-trivial electric charge, it will modify the Higgs branching ratio into diphotons [291]. As in the coloured case, the interference with the $W^\pm$ loop is destructive when the phase transition is strongly first-order. Thus, the Higgs branching ratio to diphotons is reduced, whereas the gluon fusion rate largely remains unchanged. Uncoloured $X$ particles could potentially be discovered at colliders. In addition, they can also lead to indirect effects on the Higgs quartic self-coupling $\lambda$ [299–301].

A successful EWBG can also be realised if new scalar fields develop VEVs in the early universe at roughly the same time as the SM Higgs field. A simple example of this scenario is the real singlet model presented in Ref. [294]. In this case, there is an additional fundamental scalar boson in the theory which mixes with the $SU(2)_L$ doublet Higgs excitation. The resulting real scalar mass eigenstates will consist of a SM-like $h_1$
and a singlet-like $h_2$. Decays of $h_1$ are frequently similar to the SM but can be changed radically if $h_1 \to h_2 h_2$ is kinematically allowed. The decays of the $h_2$ state are typically inherited from $h_1$, so the chain $h_1 \to h_2 h_2$ is likely to produce $4b$, $2b 2\tau$ and $4\tau$ final states which can be distinctive but challenging to find at hadron colliders [302, 303]. On the other hand, the singlet-like $h_2$ state may have more exotic decay channels if there are other light states in theory, e.g., a light singlet fermion [304]. Generically, one could expect a significant reduction of signal in conventional SM Higgs search channels due to the mixing, $h_1 \to h_2 h_2$ decay if it is kinematically allowed [293] and the appearance of the second state $h_2$ [305].

New light particles are also needed to induce CP violation in the expanding bubble walls. In many cases, they carry non-trivial electroweak charges and couple to the varying Higgs background. Direct searches for such particles are underway at the LHC and some relevant exclusions have already been presented in Ref. [306]. Even so, the detailed signals are very sensitive to the decay channel of the new states.

**5.8.2 The intensity frontier**

The most powerful probes for BSM sources of CP violation are searches for the permanent electric dipole moments (EDMs) of the electron, neutron and neutral atoms. In all cases, only null results have been obtained so far. This translates into stringent constraints on new sources of CP violation. Limits on the muon EDM also exist, but they are considerably
weaker than the electron EDM. One expects the 1-loop EDM of an elementary fermion \( f \) generated by new field(s) of mass \( M \) to go as

\[
d_f \sim e \left( \frac{m_f}{M^2} \right) \frac{\alpha_k}{4\pi} \sin \theta, \tag{5.72}
\]

where \( \alpha_k \) is either the fine structure constant or strong coupling at the scale \( M \) and \( \theta \) is a CP violating phase associated with the new interaction(s). For \( \alpha_k = \alpha_{\text{EM}} \), the above expression gives

\[
d_f \sim \sin \theta \left( \frac{m_f}{\text{MeV}} \right) \left( \frac{1 \text{ TeV}}{M} \right)^2 \times 10^{-26} \text{ e cm}. \tag{5.73}
\]

The present limit on the electron EDM is \(|d_e| < 10.5 \times 10^{-28} \text{ e cm}\) from an experiment on the Yb-F molecule. This implies

\[
|\sin \theta| \lesssim \left( \frac{M}{2 \text{ TeV}} \right)^2. \tag{5.74}
\]

Similar constraints can also be placed using the limits on the neutron \([308]\) and \(^{199}\text{Hg}\) atomic \([309]\) EDMs as

\[
|d_n| < 2.9 \times 10^{-26} \text{ e cm}, \quad |d_A(^{199}\text{Hg})| < 3.1 \times 10^{-29} \text{ e cm}, \tag{5.75}
\]

assuming that any contributions from the QCD \( \theta \)-term are sufficiently small that no cancellation between this source of SM CP violation and that arising from the new interaction occurs. Contributions from the CP violation associated with the CKM matrix first arise at three- (four-) loop order for \( d_n \) and \( d_A(d_e) \) implying effects that are well below the \( 10^{-30} \text{ e cm} \) level. The next generation of lepton, neutron and neutral atom EDM searches aim to improve the sensitivity by up to two orders of magnitude. Efforts to reach even higher sensitivity with storage ring hadronic EDM searches are also underway.

The constraints imposed in Eq. (5.74) generally makes EWBG unviable. For the new particles to be sufficiently abundant in the electroweak plasma at \( T \sim 100 \text{ GeV} \), their masses should be lighter than \( \sim 500 \text{ GeV} \), implying \(|\sin \theta| \lesssim 0.01\). In this case, the CP violating sources in the transport equations are suppressed and EWBG becomes untenable. However, there are several ways to evade the one-loop EDM constraints, see e.g., Ref. [26].

### 5.8.3 The cosmological frontier

A strong first-order phase transition as required for EWBG can produce a cosmological signal in the form of gravitational waves (GW) \([310–314]\). As discussed earlier, the phase transition proceeds by the formation of bubbles of the broken phase within the surrounding plasma in the symmetric phase. Gravitational background radiation is created by a turbulent expansion of the bubble walls and their subsequent collisions as they coalesce \([315, 316, 316]\). The net effect of bubble collisions within the current Hubble radius
would be a uniform stochastic background of gravitational radiation with a characteristic spectrum.

The spectrum and intensity of GW generated by a strongly first-order phase transition depends on three parameters. These include the latent heat $\alpha$ released by the phase transition at the nucleation temperature $T_n$ relative to the background radiation energy, the characteristic rate of bubble nucleation $\beta/H$ and the bubble wall velocity $v_b$ [317]. All three quantities can be calculated from the finite-temperature effective potential $V_{\text{eff}}$ in Eq. (5.44).

Estimates of the gravitational wave signals from a strong first-order EWPT suggest that they will be difficult to detect in the foreseeable future [317, 318]. The signal is typically too low in frequency to be picked up by the LIGO experiment, but it might be observable with LISA if the transition is extremely strong [319, 320]. The prospects for discovery are considerably better with DECIGO [321] and BBO [322]. Even in these cases, the signal from the phase transition could be obscured by other GW signals arising from astrophysical processes (e.g., neutron stars, black holes) or inflation [323]. Thus, a significant advancement in background reduction techniques will be required to detect the gravitational radiation from a strongly first-order phase transition.
Part II

Phenomenology of Higgs portal dark matter models
Chapter 6

Higgs portal dark matter models

6.1 Introduction

In chapter 4, we realised that the SM could not provide any particle DM candidates. This forces us to go beyond the SM. Among many potential DM candidates, the class of WIMPs is favoured. They appear in well-motivated BSM theories (e.g., SUSY) and can naturally account for the observed DM abundance via the WIMP miracle [76, 120].

Within the bottom-up EFT approach, Higgs portal DM models are well-motivated. In recent years, they have been a popular topic of interest. The most comprehensive study of the scalar singlet DM model was performed in Ref. [324]. Results from a global fit of the scalar singlet model were presented in Ref. [325] and more recently in Ref. [326]. The scalar, vector and Majorana fermion portal models were studied in Ref. [327] in light of the WMAP and XENON100 data, Higgs invisible width and XENON1T prospects. Current LHC constraints on the scalar singlet model from vector boson fusion, monojet and mono-Z analyses were shown to be weak in Ref. [328]. Similarly, monojet constraints on the vector and fermion portal models were shown to be weak in Ref. [329]. Constraints from perturbativity and electroweak vacuum stability on the scalar model parameter space were first imposed in Ref. [330] and recently in Ref. [331].

Limits on the scalar singlet model from gamma-ray line searches in the Higgs resonance region were recently imposed in Ref. [332]. The LUX limits on the scalar model parameter space were first imposed in Ref. [333]. This study also combined constraints from the antiproton data which were found to be important in the Higgs resonance region; they are competitive with the LUX limits at higher DM masses. For fermion DM models, the corresponding antiproton limits are weak due to a velocity suppressed DM annihilation cross-section \( \sigma v_{\text{rel}} \). In all cases, the results were found to be strongly dependent on the chosen propagation model. A combination of the parity-conserving and parity-violating terms in the fermion DM models was first considered in Ref. [334] and more recently in Refs. [335, 336]. In the latter two studies, it was noted that the parity-violating term could generate a significant parity-conserving coupling after EWSB.
In this chapter, we study the phenomenology of effective scalar, vector, Majorana and Dirac fermion Higgs portal DM models based on our work in Ref. [30]. For the fermion DM models, we take an admixture of parity-conserving scalar couplings (\(\propto \bar{\psi} \psi\)) and parity-violating pseudoscalar couplings (\(\propto \bar{\psi} i \gamma_5 \psi\)). With the fast approaching availability of the Cherenkov Telescope Array (CTA), it is an opportune moment to explore its expected reach in these models. As the fermion DM-nucleon cross-section is momentum suppressed, we re-derive the XENON100 and LUX limits using a dedicated code. However, in such cases, the results do not change appreciably, and the impact of direct searches remain negligible. Finally, we perform the same comprehensive study for all portal models and present a consistent set of detailed results.

We start by introducing the four effective Higgs portal DM models. After providing a brief description of various constraints and their implementations, we present our model results and discuss the prospects for detection at current and/or future experiments. A detailed derivation of the physical mass basis required to understand the post-EWSB fermion EFTs is given in Appendix D.

### 6.2 Models

We assume that the DM fields are SM gauge singlets and consider a scalar (\(S\)), vector (\(V_\mu\)), Majorana (\(\chi\)) and Dirac (\(\psi\)) fermion DM candidate. The following DM model Lagrangians are invariant under the symmetries of the SM [335, 337]

\[
\mathcal{L}_S = \mathcal{L}_{SM} + \frac{1}{2}(\partial_\mu S)(\partial^\mu S) - \frac{1}{2} \mu_S^2 S^2 - \frac{1}{4!} \lambda_S S^4 - \frac{1}{2} \lambda_{hS} S^2 \Phi^\dagger \Phi, \tag{6.1}
\]

\[
\mathcal{L}_V = \mathcal{L}_{SM} - \frac{1}{4} W_{\mu\nu} W^{\mu\nu} + \frac{1}{2} \mu_V^2 V_\mu V^\mu - \frac{1}{4!} \lambda_V (V_\mu V^\mu)^2 + \frac{1}{2} \lambda_{hV} V_\mu V^\mu \Phi^\dagger \Phi, \tag{6.2}
\]

\[
\mathcal{L}_\chi = \mathcal{L}_{SM} + \frac{1}{2} \lambda_{h\chi} \left( i \partial - \mu_\chi \right) \chi - \frac{1}{2} \lambda_{h\chi} \left( \cos \theta \bar{\chi} \chi + \sin \theta \bar{\chi} i \gamma_5 \chi \right) \Phi^\dagger \Phi, \tag{6.3}
\]

\[
\mathcal{L}_\psi = \mathcal{L}_{SM} + \lambda_{h\psi} \left( i \partial - \mu_\psi \right) \psi - \frac{1}{2} \lambda_{h\psi} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \Phi^\dagger \Phi, \tag{6.4}
\]

where \(\mathcal{L}_{SM}\) is the SM Lagrangian, \(W_{\mu\nu} \equiv \partial_\mu V_\nu - \partial_\nu V_\mu\) is the field strength tensor for the vector field \(V_\mu\) and \(\Phi\) is the SM Higgs doublet. The parameter \(\theta\) determines the type of interaction between DM and the Higgs field: \(\cos \theta = 1\) corresponds to a pure scalar interaction, whereas \(\cos \theta = 0\) corresponds to a pure pseudoscalar interaction.

The DM particles must be stable on cosmological timescales. For our portal models, their stability is guaranteed by imposing an assumed \(Z_2\) symmetry: \(X \rightarrow -X\) where \(X \in (S, V_\mu, \chi, \psi)\). Under the \(Z_2\) symmetry, the DM fields \((S, V_\mu, \chi, \psi)\) are odd while the SM fields are even. Thus, the decay of a DM particle into SM particles is forbidden. The

---

1As our study was performed in late-2015, some of the constraints included in this chapter are now outdated, e.g., Planck, CTA, LUX and XENON100 limits.
imposed symmetry also prohibits linear and cubic terms in the scalar field Lagrangian as well as the kinetic mixing terms between the electromagnetic and vector field strength tensors. As an explicit bare mass term for the DM field is allowed by the $\mathbb{Z}_2$ symmetry, it is included in the above Lagrangians for completeness.

The scalar DM model in Eq. (6.1) was first introduced 30 years ago [338–340]. Being one of the simplest extensions of the SM, it is both theoretically and phenomenologically satisfactory as long as the assumed $\mathbb{Z}_2$ symmetry remains unbroken. It is also renormalizable and valid up to high energy scales provided that the Landau pole is not reached. The vector DM model in Eq. (6.2) is simple, compact and appears renormalizable due to the presence of dimension-2 and dimension-4 operators only. However, in reality, it is non-renormalizable and violates unitarity in a similar fashion to the Fermi theory of weak interactions. Thus, it is an effective model which requires a UV completion. We leave the discussion of UV complete models for a future study; for simple UV completions, see Refs. [341,342]. Similarly, the fermion DM models in Eqs. (6.3) and (6.4) are non-renormalizable. A suggested UV completion is proposed in Ref. [343] and discussed in more detail in chapter 8.

Once the electroweak symmetry is broken, the SM Higgs field acquires a VEV. In the unitary gauge, we can write

$$\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_0 + h \end{pmatrix},$$

(6.5)

where $h$ is the physical SM Higgs field and $v_0 = 246.22$ GeV is the SM Higgs VEV. Thus, the $\Phi^\dagger \Phi$ term generates mass and interaction terms for the associated DM fields $X \in (S, V_\mu, \chi, \psi)$. These interactions are shown by the Feynman diagrams in Fig. 6.1. Using Eq. (8.7), we can rewrite the model Lagrangians as

$$\mathcal{L}_S = \mathcal{L}_{SM} + \frac{1}{2} (\partial_\mu S)(\partial^\mu S) - \frac{1}{2} m^2_S S^2 - \frac{1}{2} \lambda_S S^4 - \frac{1}{4!} \lambda_{hS} S^2 \left( v_0 h + \frac{1}{2} h^2 \right),$$

(6.6)

$$\mathcal{L}_V = \mathcal{L}_{SM} - \frac{1}{4} W_{\mu\nu} W^{\mu\nu} + \frac{1}{2} m^2_V V_\mu V^\mu - \frac{1}{4!} \lambda_V (V_\mu V^\mu)^2 + \frac{1}{2} \lambda_{hV} V_\mu V^\mu \left( v_0 h + \frac{1}{2} h^2 \right),$$

(6.7)

$$\mathcal{L}_X = \mathcal{L}_{SM} + \frac{1}{2} i \overline{\chi} \gamma_5 \chi - \frac{1}{2} \left[ \mu_\chi \overline{\chi} \chi + \frac{1}{2} \lambda_{h\chi} \right] v_0^2 \left( \cos \theta \overline{\chi} \chi + \sin \theta \overline{\chi} i \gamma_5 \chi \right)$$

$$- \frac{1}{2} \lambda_{h\chi} \left( \cos \theta \overline{\chi} \chi + \sin \theta \overline{\chi} i \gamma_5 \chi \right) \left( v_0 h + \frac{1}{2} h^2 \right),$$

(6.8)

$$\mathcal{L}_\psi = \mathcal{L}_{SM} + \overline{\psi} \gamma_5 \psi - \left[ \mu_\psi \overline{\psi} \psi + \frac{1}{2} \lambda_{h\psi} \right] v_0^2 \left( \cos \theta \overline{\psi} \psi + \sin \theta \overline{\psi} i \gamma_5 \psi \right)$$

$$- \frac{1}{2} \lambda_{h\psi} \left( \cos \theta \overline{\psi} \psi + \sin \theta \overline{\psi} i \gamma_5 \psi \right) \left( v_0 h + \frac{1}{2} h^2 \right),$$

(6.9)

where the physical scalar and vector DM masses are

$$m^2_S = \mu^2_S + \frac{1}{2} \lambda_{hS} v_0^2, \quad m^2_V = \mu^2_V + \frac{1}{2} \lambda_{hV} v_0^2.$$  

(6.10)
For the fermion DM models, when $\sin \theta \neq 0$, non-mass-type contributions appear which are purely quadratic in the DM fields. To define a real mass, we can redefine the fermion DM fields by performing a chiral rotation. This is achieved by

$$X \rightarrow e^{i\gamma_5/2} X, \quad \psi \rightarrow e^{i\gamma_5/2} \psi,$$

(6.11)

where $\alpha$ is a real, space-time-independent parameter. After substituting the redefined fields into the fermion DM Lagrangians, we demand the coefficients of the pseudoscalar terms $\overline{X}i\gamma_5X$ and $\overline{\psi}i\gamma_5\psi$ to vanish in order to go to the real mass basis. As shown in Appendix D, this places a constraint on the allowed values of $\alpha$ as

$$\tan \alpha = \left( -\frac{1}{2} \frac{\lambda_{hX,h\psi}}{\Lambda_{X,\phi}} v_0^2 \sin \theta \right) \left( \mu_{X,\psi} + \frac{1}{2} \frac{\lambda_{hX,h\psi}}{\Lambda_{X,\phi}} v_0^2 \cos \theta \right)^{-1}.$$

Thus, the post-EWSB fermion DM Lagrangians are

$$\mathcal{L}_X = \mathcal{L}_{SM} + \frac{1}{2} \overline{X}(i\partial - m_X)X - \frac{1}{2} \frac{\lambda_{hX}}{\Lambda_X} \left[ \cos \xi \overline{X}X + \sin \xi \overline{X}i\gamma_5X \right] \left( v_0h + \frac{1}{2}h^2 \right),$$

(6.12)

$$\mathcal{L}_\psi = \mathcal{L}_{SM} + \overline{\psi}i\partial - m_\psi)\psi - \frac{\lambda_{h\psi}}{\Lambda_\psi} \left[ \cos \xi \overline{\psi}\psi + \sin \xi \overline{\psi}i\gamma_5\psi \right] \left( v_0h + \frac{1}{2}h^2 \right),$$

(6.13)

where $\xi \equiv \theta + \alpha$,

$$\cos \xi = \frac{\mu_{X,\psi}}{m_{X,\psi}} \left( \cos \theta + \frac{1}{2} \frac{\lambda_{hX,h\psi}}{\Lambda_{X,\phi}} v_0^2 \right), \quad \sin \xi = \frac{\mu_{X,\psi}}{m_{X,\psi}} \sin \theta,$$

$$m_{X,\psi} = \sqrt{\left( \mu_{X,\psi} + \frac{1}{2} \frac{\lambda_{hX,h\psi}}{\Lambda_{X,\phi}} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{hX,h\psi}}{\Lambda_{X,\phi}} v_0^2 \sin \theta \right)^2}.$$  

The parameter $m_X$ ($m_\psi$) is the physical mass of the Majorana (Dirac) fermion DM field.

### 6.3 Constraints

For the scalar and vector DM models, the free parameters are the DM mass $m_{S,V}$ and its dimensionless coupling $\lambda_{hS,hV}$ with the SM Higgs boson.\(^2\) On the other hand, the fermion

\(^2\)The quartic self-coupling $\lambda_{S,V}$ can be ignored as it does not play any role in the DM phenomenology. However, it has important implications on the model parameter space if the constraints from electroweak vacuum stability and model perturbativity are imposed [330, 344–350].
DM models in Eqs. (6.12) and (6.13) contain three free parameters: $m_{X,\psi}, \lambda_{h_{X,\psi}}/\Lambda_{X,\psi}$ and $\cos \xi$. Thus, we choose to impose constraints on the model parameter space at fixed values of $\cos \xi$. Specifically, we study the following cases: pure scalar interaction ($\cos \xi = 1$); equally mixed scalar-pseudoscalar interaction ($\cos \xi = 1/\sqrt{2}$); and pure pseudoscalar interaction ($\cos \xi = 0$). Thus, the remaining free model parameters are the fermion DM mass $m_{X,\psi}$ and its dimensionful coupling $\lambda_{h_{X,\psi}}/\Lambda_{X,\psi}$ with the SM Higgs boson.

We use the publicly available software LanHEP_v3.2.0 [351, 352] to implement the scalar DM model in Eq. (6.1), vector DM model in Eq. (6.2) and the redefined, chiral-rotated fermion DM models in Eqs. (6.12) and (6.13). For the calculation of the model relic density $\Omega_X h^2$, annihilation cross-section $\sigma v_{\text{rel}}$ and the gamma-ray yields per annihilation, we rely on the micrOMEGAs_v3.6.9.2 [353] package. A flow chart of micrOMEGAs is shown in Fig. 6.2. In computing the model relic density, we also take account of DM annihilation into virtual gauge bosons.

In the following subsections, we provide a brief outline of various constraints and their implementations.

### 6.3.1 Thermal relic density

The best known value for the DM relic density (or abundance) comes from the Planck satellite [354]

$$\Omega_{\text{DM}} h^2 = 0.1199 \pm 0.0027,$$  \hspace{1cm} (6.14)

where $\Omega_{\text{DM}} = \rho_{\text{DM}}/\rho_c$ is the ratio of the DM mass density to the critical density $\rho_c = 3H_0^2/8\pi G$ and $h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1})$ is the reduced Hubble constant.

In general, the relic density of WIMPs from an s-wave annihilation goes as

$$\Omega_{\text{DM}} h^2 \sim \frac{3 \times 10^{-27}}{\langle \sigma v_{\text{rel}} \rangle} \text{ cm}^3 \text{ s}^{-1},$$ \hspace{1cm} (6.15)
where $\langle \sigma v \rangle_{\text{rel}}$ is the velocity-averaged annihilation cross-section. Thus, a small (large) value for $\langle \sigma v \rangle_{\text{rel}}$ leads to an overabundance (underabundance) of WIMPs in the universe today.

For our Higgs portal models, their relic density is mostly determined by the Higgs mediated $s$-channel annihilation into SM particles. A subdominant role is played by the annihilation into $hh$ final state via the direct $h^2X^2$ vertex as well as the Higgs mediated $t$-channel annihilation. As $\langle \sigma v \rangle_{\text{rel}}$ goes as the square of the DM-Higgs coupling, large (small) couplings give a suppressed (enhanced) DM relic density $\Omega_X h^2$ in agreement with Eq. (6.15).

The Planck measured DM relic density in Eq. (6.14) places a lower limit on the SM Higgs-DM coupling. For each portal model, we find the coupling(s) at a fixed DM mass which gives the correct relic density using Brent’s method [355]. These couplings are the roots (or zeros) of the following function

$$f_{\Omega} = \Omega_{\text{DM}} h^2 - \Omega_X h^2,$$

(6.16)

where $\Omega_X h^2$ is the model relic density as computed in micrOMEGAs and $\Omega_{\text{DM}} h^2 = 0.1199$ is the Planck measured central value in Eq. (6.14).

To address the possibility of a multicomponent dark sector where a given model constitutes only a small fraction towards the observed DM abundance, we define a relic abundance parameter as

$$f_{\text{rel}} \equiv \frac{\Omega_X}{\Omega_{\text{DM}}}. \quad (6.17)$$

For plotting purposes, we take $f_{\text{rel}} = 1, 0.1$ and $0.01$ corresponding to an $X$ relic abundance of $100\%$, $10\%$ and $1\%$ respectively.

For DM masses below $m_h/2$, we find multiple values of the SM Higgs-DM coupling which satisfies Eq. (6.16). Naively, we expect $\Omega_X h^2$ to decrease monotonically at large values of $\lambda_{hX}$ as in Eq. (6.15). However, $\langle \sigma v \rangle_{\text{rel}}$ has an additional dependence on $\lambda_{hX}$ through the full Higgs boson width $\Gamma_h(\sqrt{s})$ as a function of the center-of-mass energy $\sqrt{s}$. Thus, when $\lambda_{hX}$ increases, the increasing Higgs boson width counteracts the increase in $\langle \sigma v \rangle_{\text{rel}}$ from $\lambda_{hX}$ alone and at some point outstrips it such that $\langle \sigma v \rangle_{\text{rel}}$ starts decreasing with increasing $\lambda_{hX}$. This causes a minimum relic density $\Omega_X h^2$ for any given DM mass. When such features appear, we always find that only one root is consistent with the Higgs invisible width constraint; this is the one that we show in our results. Indeed, the same feature was also seen in Ref. [324] but was not explicitly commented on in the paper.

In addition, for DM masses below $m_h/2$, we do not find roots of Eq. (6.16) for $f_{\text{rel}} = 0.1$ and $0.01$. This is so because the minimum relic density is larger than the value of the contour being drawn. Thus, gaps in our relic density contours appear for $f_{\text{rel}} = 0.1$ and $0.01$.

When the DM mass is above $m_h/2$, the relic density monotonically decreases with larger couplings $\lambda_{hX}$. This gives a single root (or coupling) at a fixed DM mass. The
Higgs invisible width $\Gamma_{\text{inv}}(h \rightarrow \bar{X}X)$ vanishes in this region as the decay $h \rightarrow \bar{X}X$ is kinematically forbidden.

### 6.3.2 Higgs invisible width

When $m_X < m_h/2$, the decay $h \rightarrow \bar{X}X$ is kinematically allowed. This contributes to the Higgs invisible width $\Gamma_{\text{inv}}$. For our Higgs portal models, the Higgs invisible widths are given by $\Gamma_{\text{inv}}$.

Using an upper limit of $Y \approx 0.19$ or $0.05$ from above on $\mathcal{B}(h \rightarrow \bar{X}X)$, the Higgs invisible width $\Gamma_{\text{inv}}$ can be expressed in terms of the visible contribution $\Gamma_{\text{vis}}$ as

$$\Gamma_{\text{inv}} \leq \frac{Y}{1 - Y} \Gamma_{\text{vis}},$$

where $\Gamma_{\text{vis}} \equiv \Gamma_{\text{SM}} = 4.07$ MeV for $m_h = 125$ GeV [5]. Using the expressions for the Higgs invisible width in Eqs. (6.18)–(6.21), the upper limit on $\Gamma_{\text{inv}}$ can be translated into an upper limit on the SM Higgs-DM coupling as a function of the DM mass.

### 6.3.3 Indirect detection

Indirect DM searches are based on measuring the fluxes of gamma rays, neutrinos and antimatter produced from DM annihilation in distant regions of the universe. The annihilation flux $\Phi_{\text{ann}}$ scales as the square of the DM mass density, i.e., $\Phi_{\text{ann}} \propto \rho_{\text{DM}}^2$. Thus,

$\Phi_{\text{ann}} = \frac{\lambda_{hh}^2 v_0^2}{32\pi m_h} \sqrt{1 - \frac{4m_X^2}{m_h^2}}$, 

$\Gamma_{\text{inv}}(h \rightarrow SS) = \frac{\lambda_{hh}^2 v_0^2 m_X^3}{128\pi m_h^3} \left( 1 - \frac{4m_X^2}{m_h^2} + \frac{12m_X^4}{m_h^4} \right) \sqrt{1 - \frac{4m_X^2}{m_h^2}}$, 

$\Gamma_{\text{inv}}(h \rightarrow \bar{X}X) = \frac{m_h v_0^2}{16\pi} \left( \frac{\lambda_{hh}}{\Lambda_X} \right)^2 \left( 1 - \frac{4m_X^2 \cos^2 \xi}{m_h^2} \right) \sqrt{1 - \frac{4m_X^2}{m_h^2}}$, 

$\Gamma_{\text{inv}}(h \rightarrow \bar{\psi}\psi) = \frac{m_h v_0^2}{8\pi} \left( \frac{\lambda_{hh}}{\Lambda_\psi} \right)^2 \left( 1 - \frac{4m_\psi^2 \cos^2 \xi}{m_h^2} \right) \sqrt{1 - \frac{4m_\psi^2}{m_h^2}}$. 

In Ref. [356], an upper limit of 19% was obtained on the SM Higgs invisible branching ratio $\mathcal{B}(h \rightarrow \bar{X}X)$ at $2\sigma$ C.L. using combined fits to all Higgs production and decay channels probed by ATLAS, CMS and the Tevatron. An additional projected upper limit of 5% on $\mathcal{B}(h \rightarrow \bar{X}X)$ at no more than $1\sigma$ C.L. can be further imposed if no additional Higgs decay is detected at the 14 TeV LHC run after 300 fb$^{-1}$ of luminosity data is collected [357].
natural targets are those with the highest DM content, e.g., dwarf spheroidal (dSph) galaxies, the galactic centre (GC) and the Sun. Some of the current indirect search experiments include the Fermi-LAT [358], HESS [359] and AMS-02 [360]. The CTA is one of the next generation of ground-based gamma-ray telescopes [361].

We impose constraints on the model parameter space from indirect searches using the following combined delta log-likelihood function

$$\Delta \ln L_{\text{total}} = \Delta \ln L_{\text{CMB}} + \Delta \ln L_{\text{dSphs}} + \Delta \ln L_{\text{CTA}}.$$  (6.23)

In general, the combined delta log-likelihood receives contributions from all three indirect searches. However, the CTA delta log-likelihood is only included when projected limits are discussed. Each delta log-likelihood depends on the DM mass $m_X$ and its coupling with the SM Higgs boson $\lambda_{hX}$ via the zero-velocity annihilation cross-section $\langle \sigma v_{\text{rel}} \rangle_0 \equiv \langle \sigma v_{\text{rel}} \rangle |_{v \to 0} \equiv \langle \sigma v_{\text{rel}} \rangle |_{\sqrt{s} \to 2m_X}$, the branching ratio $B_f$ into a SM final state $f$ and the model relic density $\Omega_X h^2$. The allowed SM final states from the DM annihilation are $W^+W^-, ZZ, hh, \mu^+\mu^-$, $\tau^+\tau^-$ and $\bar{q}q$ where $q = b, c, t$.

We scale all indirect signals by $f_{\text{rel}}^2$ when $X$ constitutes only a small fraction of the observed DM abundance. In regions where $f_{\text{rel}} > 1$, we rescale in the same way and increase the expected signals. This is done for the sake of simplicity and has no practical consequence as the relevant region is robustly excluded by the relic density constraint.

We perform 2D scans in the model parameter space using Brent’s method by finding the roots of the following function

$$f_{\text{ID}} = \Delta \ln L_{\text{total}} - \Delta \ln L_{\text{C.L.}},$$  (6.24)

where $\Delta \ln L_{\text{total}}$ is the combined delta log-likelihood from Eq. (6.24) (equal to zero in the case of no DM signal). The term $\Delta \ln L_{\text{C.L.}}$ is the delta log-likelihood for a fixed C.L. For our study, we consider 1σ and 90% C.L. such that

$$\Delta \ln L_{\text{C.L.}} = \begin{cases} -0.500000, & 1\sigma \text{ C.L.}, \\ -1.352771, & 90\% \text{ C.L.} \end{cases}$$  (6.25)

When imposing current limits from indirect searches, the combined delta log-likelihood function is

$$\Delta \ln L_{\text{total}} = \Delta \ln L_{\text{WMAP}} + \Delta \ln L_{\text{dSphs}},$$  (6.26)

whereas for the projected future limits, the combined delta log-likelihood function is

$$\Delta \ln L_{\text{total}} = \Delta \ln L_{\text{Planck}} + \Delta \ln L_{\text{dSphs}}^{\text{projected}} + \Delta \ln L_{\text{CTA}}.$$  (6.27)

Here $\Delta \ln L_{\text{dSphs}}^{\text{projected}}$ differs from $\Delta \ln L_{\text{dSphs}}$ due to the projected Fermi-LAT improvements in adding more dwarf galaxies to its search and observing for a longer duration.

---

4For indirect searches, DM annihilation occur in the non-relativistic limit with DM speeds $v \sim 10^{-3}c$. In this limit, the centre-of-energy is $\sqrt{s} = 2m_X$. 
When \( m_X < m_h/2 \), we again find multiple values of \( \lambda_{hX} \) which satisfy Eq. (6.24). In these cases, we ignore the root at larger \( \lambda_{hX} \) and choose the one at smaller \( \lambda_{hX} \). This is done because the root at larger coupling is robustly excluded by the Higgs invisible width constraint.

### 6.3.3.1 CMB likelihood

The temperature fluctuations and polarization of the CMB are sensitive to the redshift of recombination \( z \sim 1100 \) as it determines the surface of last scattering. If the decay or annihilation of DM deposits extra electromagnetic radiation after \( z \sim 1100 \), it can delay the time for recombination and/or produce distortions in the CMB.

When computing the CMB bounds from the DM annihilation, a key quantity of interest is the efficiency \( f(z) \) for producing ionising radiation as a function of redshift \( z \). For DM annihilations, \( f(z) \) is determined in terms of the electromagnetic power injected per unit volume:

\[
\frac{dE}{dt \, dV} = f(z) \frac{\langle \sigma v_{\text{rel}} \rangle}{m_X} \Omega_X^2 \rho_c^2 \epsilon^2 (1 + z)^6. \tag{6.28}
\]

The bounds on \( \langle \sigma v_{\text{rel}} \rangle \) can be encoded in terms of an integral involving \( f(z) \) and a set of principle component basis functions \( e_i(z) \) [363, 364]. In terms of these basis functions, \( f(z) \) can be expanded as

\[
\epsilon f(z) = \sum_{i=1}^{\infty} \epsilon_i e_i(z),
\]

where \( \epsilon \equiv \langle \sigma v_{\text{rel}} \rangle / m_X \) and \( \epsilon_i = \epsilon f(z) \cdot e_i(z) / (e_i(z) \cdot e_i(z)) \). The inner product is an integral over \( z \) with the integration limits \( z_1 = 86.83 \) and \( z_2 = 1258.2 \). For DM annihilations, the basis functions are chosen to maximise the sensitivity to a generally expected \( z \)-dependence of the energy injection from annihilating DM in such a way that the most important contributions are described by the lowest components.

It is useful to consider the effective efficiency \( f_{\text{eff}} \) which is defined in terms of a universal WIMP annihilation curve \( e_W(z) \) as \( f_{\text{eff}} \sim (f \cdot e_W)/(e_W \cdot e_W) \). This has the interpretation that \( f_{\text{eff}} < 1 \) denotes the average efficiency of energy injection for the annihilation channel under consideration. Using the expansion \( e_W = \sum_i c_i e_i \) for WMAP7 [365], only the first principle component is dominant. Thus, for WMAP7, \( f_{\text{eff}} \) is given by

\[
f_{\text{eff}} = \frac{(f \cdot e_1)}{c_1 (e_1 \cdot e_1)},
\]

where \( c_1 = 4.64 \). For Planck [354], all three principle components contribute and this gives

\[
f_{\text{eff}} = \frac{1}{\sqrt{\lambda_1 c_1}} \sqrt{\sum_i \lambda_i \left( \frac{f \cdot e_i}{e_i \cdot e_i} \right)^2},
\]

where \( \lambda_i \) and \( e_i \) are parameters appropriate for Planck.
We use the tabulated values of $f_{\text{eff}}$ for various SM final states and DM masses from Ref. [362]. For intermediate DM masses, we interpolate the values of $f_{\text{eff}}$ in terms of $\log_{10} m_X$. For DM annihilation into multiple channels, the total $f_{\text{eff}}$ is a weighted sum of the effective efficiency $f_{\text{eff}, f}$ over final states $f$ with branching ratio $\mathcal{B}_f$ as

$$f_{\text{eff}} = \sum_f \mathcal{B}_f f_{\text{eff}, f}. \quad (6.29)$$

We impose CMB constraints on the model parameter space at arbitrary C.L. by constructing a delta log-likelihood function for the annihilation cross-section $\langle \sigma v_{\text{rel}} \rangle$, assuming a DM mass $m_X$ and a branching ratio $\mathcal{B}_f$ into final state $f$. For the Planck experiment, the delta log-likelihood function is given by [362]

$$\Delta \ln L_{\text{Planck}}(\langle \sigma v_{\text{rel}} \rangle | m_X, \mathcal{B}_f) = -\frac{1}{2} f_{\text{eff}}^2 \lambda_1 c_1^2 \left( \frac{\langle \sigma v_{\text{rel}} \rangle}{2 \times 10^{-27} \text{cm}^3 \text{s}^{-1}} \right)^2 \left( \frac{\text{GeV}}{m_X} \right)^2, \quad (6.30)$$

where $c_1 = 4.64$ and $\lambda_1 = 3.16$. The above expression assumes a linear response on the CMB against the deposited energy which is not accurate for WMAP. However, this can be corrected by the replacement $2 \times 10^{-27} \text{cm}^3 \text{s}^{-1} \rightarrow 3.2 \times 10^{-27} \text{cm}^3 \text{s}^{-1}$ and $\lambda_1 = 0.279$. Thus, the delta log-likelihood function for the WMAP experiment is [362]

$$\Delta \ln L_{\text{WMAP}}(\langle \sigma v_{\text{rel}} \rangle | m_X, \mathcal{B}_f) = -\frac{1}{2} f_{\text{eff}}^2 \lambda_1 c_1^2 \left( \frac{\langle \sigma v_{\text{rel}} \rangle}{3.2 \times 10^{-27} \text{cm}^3 \text{s}^{-1}} \right)^2 \left( \frac{\text{GeV}}{m_X} \right)^2, \quad (6.31)$$

where $c_1 = 4.64$ and $\lambda_1 = 0.279$.

### 6.3.3.2 Fermi dwarfs likelihood

The Fermi-LAT is a powerful tool in searching for signs of DM annihilation in distant astrophysical sources. It currently provides the strongest upper limits on $\langle \sigma v_{\text{rel}} \rangle$ based on a combined analysis of 15 dwarf galaxies using 6 years of the Fermi-LAT data, processed with the new Pass-8 event-level analysis [367]. For each of the 15 dwarf galaxies included in the analysis, the results are publicly available in the form of tabulated energy times integrated gamma-ray flux ($E \Phi_{\text{ann}}$) in units of MeV cm$^{-2}$ s$^{-1}$ and delta log-likelihoods ($\Delta \ln L_{\text{dSphs}}$) in 24 energy bins between 500 MeV and 500 GeV. The $\Delta \ln L_{\text{dSphs}}$ values are combined with the $J$-factors to give an array of integrated gamma-ray fluxes $\Phi_{\text{ann}}$ in various energy bins. The arrays of integrated flux times energy ($E \Phi_{\text{ann}}$) are compared against the tabulated delta log-likelihood values.

---

5 This is in fact a projected delta log-likelihood for the Planck polarization data, but it agrees very well with the actual constraints in Ref. [366].
6 [https://www-glast.stanford.edu/pub_data/1048/](https://www-glast.stanford.edu/pub_data/1048/)
Finally, $\Delta \ln L_{dSphs}$ is calculated at a fixed set of model parameters by summing over the interpolated delta log-likelihood values in each energy bin.

As inputs, the gamLike package requires an array of gamma-ray energies $E$ (GeV) and $\Phi_{PP}(E)$ ($\text{cm}^3 \text{s}^{-1} \text{GeV}^{-3}$) where

$$\Phi_{PP}(E) = \kappa \frac{\langle \sigma v_{\text{rel}} \rangle}{4 \pi m_X^2} \frac{dN_{\gamma}}{dE}. \quad (6.32)$$

The tabulated results of Ref. [367] are based on gamma-ray energies between 500 MeV and 500 GeV. Thus, we interpolate the differential gamma-ray spectrum $dN_{\gamma}/dE$ from micrOMEGAs between 500 MeV and the DM mass $m_X$.\footnote{The differential gamma-ray spectrum $dN_{\gamma}/dE$ goes to zero when $E \geq m_X$.} Thus, $\Delta \ln L_{dSphs}$ entering in Eq. (6.26) is a difference of the log-likelihoods for a DM signal and background-only hypothesis ($\Phi_{PP} = 0$).

For projected Fermi-LAT limits, we assume that Fermi operates for at least 10 years in its current survey mode and is able to add as many southern dwarf galaxies in the future as the northern dwarfs now. Assuming that the improvements in the Fermi-LAT reach are dominated by the statistical uncertainty, i.e., limits on $\langle \sigma v_{\text{rel}} \rangle$ scale as $\sqrt{N}$ where $N$ is the number of dwarfs, we calculate the projected Fermi-LAT sensitivities by scaling the current Fermi-LAT limits by a factor of $\sqrt{2 \times 10/6} = \sqrt{20/6} \sim 1.83$.

### 6.3.3.3 CTA likelihood

The Cherenkov Telescope Array (CTA) is a multinational project to build the next generation of ground-based gamma-ray instruments with sensitivity over energies from a few tens of GeV to 100 TeV. It is intended to improve the flux sensitivities of the current generation of Imaging Atmospheric Cherenkov Telescopes (IACTs) such as MAGIC [368], HESS [220] and VERITAS [369] by an order of magnitude.

The CTA will consist of several tens of telescopes of 2–3 different types with sizes varying between 5 and 25 meters. These will be distributed over an area of several square kilometers. The sensitivity will be a factor of 10 better than current instruments, and the field of view (FoV) will be up to $10^9$ in diameter [29]. It is envisaged as a two-part telescope with both southern and northern sites; CTA South will be relevant for DM searches towards the GC. The first detailed Monte Carlo (MC) analysis was presented in Ref. [370] where 11 different array configurations for CTA South were studied.

We use the array configuration known as Array I which provides a balanced configuration with 3 large ($\sim 24$ m aperture), 18 medium ($\sim 12$ m) and 56 small telescopes ($\sim 4$–7 m). The configuration provides a good compromise in sensitivity between low- and high-energy gamma rays [29]. Extensive information on the effective area, background rates, angular and energy resolution is also available for Array I. Previous DM sensitivity studies used a similar array: Array E in Ref. [371] and the Paris-MVA analysis of Array I.
in Ref. [372]. The point-source sensitivities of Arrays E and I agree very well at energies \( \lesssim 1 \) TeV, whereas Array I is more sensitive (only by a factor of less than 2) at higher energies.

To calculate \( \Delta \ln L_{\text{CTA}} \), we follow the analysis of Ref. [29] by using their tabulated values of integrated gamma-ray flux times energy \( E\Phi_{\text{ann}} \) (MeV cm\(^{-2}\) s\(^{-1}\)) and delta log-likelihoods (\( \Delta \ln L_{\text{CTA}} \)) between gamma-ray energies of 25 GeV and 10 TeV. The main features of this study are:

1. Assessing the impacts of all backgrounds such as cosmic ray protons and electrons hitting the atmosphere and diffuse astrophysical emissions. It was found that galactic diffuse emission (GDE) substantially degrades the CTA differential sensitivity, see Fig. 4 of Ref. [29];

2. Using a statistical framework to account for the impacts of differential acceptance uncertainties from sources such as event reconstruction, MC determination of the effective areas and the uncertainty in atmospheric conditions within a FoV on DM search limits from CTA [373]. Specifically, the tabulated results are based on a systematic uncertainty of 1%;

3. Using the Einasto profile [374] to calculate the \( J \)-factors for the GC. The profile is parametrised as

\[
\rho_{\text{DM}}(r) \propto \exp \left( -\frac{2}{\alpha} \left( \frac{r}{r_s} \right)^\alpha - 1 \right).
\]

It is normalized to a local DM density of \( \rho_\odot \equiv \rho_{\text{DM}}(r_\odot) = 0.4 \text{ GeV cm}^{-3} \) by choosing \( \alpha = 0.17 \), \( r_s = 20 \text{ kpc} \) and \( r_\odot = 8.5 \text{ kpc} \) [375];

4. Using a slightly contracted generalised Navarro-Frenk-White (NFW) profile [376] to indicate an improvement in CTA limits. The profile is parametrised as

\[
\rho_{\text{DM}}(r) \propto \frac{1}{r^\gamma (r_s + r)^{3-\gamma}},
\]

where \( \gamma = 1.3 \) is the inner slope of the profile and \( r_s = 20 \text{ kpc} \) is the scale radius. It is normalised in the same way as the Einasto profile, i.e., \( \rho_\odot = 0.4 \text{ GeV cm}^{-3} \);

5. Performing a morphological analysis by covering the area occupied by the two regions of interest (RoIs) in the left panel of Fig. 6.3 and dividing it into \( 1^\circ \times 1^\circ \) squares. This gives a total of 28 RoIs as shown in the right panel of Fig. 6.3. A morphological analysis allows for proper exploitation of the shape differences between the GDE (concentrated along the Galactic plane) and a DM annihilation signal (spherically distributed around the GC). The resultant constraints are stronger by a factor of a few when compared to the traditional ring analyses.
6.3. Constraints

Figure 6.3: *Left panel:* The signal and background regions of interest (RoIs) as used in the ring method of Ref. [28]. *Right panel:* Separation of the signal and background RoIs into 28 sub-RoIs for the morphological analysis of Ref. [29]. Figure from Ref. [29].

In summary, the tabulated results of Ref. [29] are based on a morphological analysis over 28 RoIs, assuming $\geq 100$ h of GC observation by CTA, 8% instrumental systematics, $J$-factors for the GC using the Einasto profile in Eq. (6.33) and inclusion of all known backgrounds (cosmic-ray electrons/protons and the galactic diffusion emissions).

We use the *gamLike_v1.0.0* package to calculate the CTA delta log-likelihood from the tabulated results of Ref. [29]. As the tabulated results are available for gamma-ray energies between 25 GeV and 10 TeV, the corresponding inputs for the *gamLike* package are arrays of gamma-ray energies $E$ (GeV) between 25 GeV and $m_X$, and $\Phi_{\nu\nu}(E)$ (cm$^3$ s$^{-1}$ GeV$^{-3}$).

In Fig. 7 of Ref. [29], upper limits on $\langle \sigma v_{\text{rel}} \rangle$ from CTA observation of the GC were presented assuming different annihilation channels and DM halo profiles. For the DM annihilation into the $b\bar{b}$ final state, a contracted generalised NFW profile in Eq. (6.34) yields a factor of 6 better limits on $\langle \sigma v_{\text{rel}} \rangle$ when compared against the Einasto profile in Eq. (6.33). This is primarily due to an increase in the GC $J$-factors by a factor of $\sim 2.9$ when summing over all RoIs. To extend the expected search capability of CTA towards higher DM masses, we also use these improved limits to see the impacts of using a more optimistic DM distribution.

6.3.4 Direct detection

Direct detection experiments are aimed at measuring the recoil of a nucleus from a collision with a DM particle. The differential rate per day (cpd kg$^{-1}$ keV$^{-1}$ where cpd is counts per day) for a spin-independent (SI) interaction is given by [185, 377]

$$\frac{dR}{dE} = \frac{\rho_\odot}{m M} \int d^3 \nu \nu f(\nu, \ell) \frac{d\sigma}{dE}, \quad (6.35)$$

As the limits of Ref. [29] are systematics dominated, they are more or less independent of any increase in the CTA observation time beyond 100 h. For our portal models, we calculate the indirect search limits based on 100 h of CTA observation time.
where $\rho_\odot$ is the local DM mass density, $f(v, t)$ is the time-dependent DM velocity distribution and $E$ is the nuclear recoil energy as defined in chapter 4. In the typical case where the target material contains more than one isotope, the differential rate is a mass-fraction weighted sum over contributions from all isotopes, each of the forms given by Eq. (6.35). The term $d\sigma/dE$ is the momentum-dependent differential SI cross-section and is given by

$$
\frac{d\sigma}{dE} = \frac{1}{E_{\text{max}}} \sigma_0 F^2(q) \Theta(q_{\text{max}} - q),
$$

(6.36)

where $E_{\text{max}} = q_{\text{max}}^2/2M = 2\mu^2v^2/M$ is the maximum energy transfer in a collision at a relative velocity $v$, $\sigma_0$ is the SI cross-section in the zero-velocity limit\(^9\) and $\Theta$ is the Heaviside step function. The term $F(q)$ is the form factor which accounts for the finite size of the nucleus. When DM coherently scatters off the entire nucleus at low momentum transfer, $F^2(q) \to 1$. However, when the de Broglie wavelength of the momentum transfer $q$ becomes comparable to the size of the nucleus, DM becomes sensitive to the internal structure of the nucleus and $F^2(q) < 1$ with $F^2(q) \ll 1$ at high momentum transfers.

It is traditional to define an effective SI cross-section as

$$
\sigma(q) \equiv \sigma_0 F^2(q)
$$

(6.37)

such that the dependency on the momentum transfer $q$ is contained entirely within the form factor $F^2(q)$. The actual cross-section is

$$
\int dq^2 \frac{d\sigma(q^2, v)}{dq^2}
$$

(6.38)

for a given DM-nucleus relative speed $v$. Using Eq. (6.37), the momentum-dependent differential SI cross-section in Eq. (6.36) simplifies to

$$
\frac{d\sigma}{dE} = \frac{M}{2\mu^2v^2} \sigma(q) \Theta(q_{\text{max}} - q).
$$

(6.39)

Using this expression, the differential rate per day in Eq. (6.35) simplifies to

$$
\frac{dR}{dE} = \frac{1}{2m\mu^2} \sigma(q) \rho_\odot \eta(v_{\text{min}}(E), t),
$$

(6.40)

where

$$
\eta(v_{\text{min}}(E), t) = \int_{v > v_{\text{min}}(E)} d^3v \frac{f(v, t)}{v}
$$

(6.41)

is the mean inverse speed and

$$
v_{\text{min}}(E) = \sqrt{\frac{ME}{2\mu^2}}
$$

is the minimum DM speed that results in a nuclear recoil with energy $E$. The requirement $q < q_{\text{max}}$ in the Heaviside step function of Eq. (6.36) imposes a lower limit of $v > v_{\text{min}}(E)$ on the integral in Eq. (6.41).

\(^9\)Generally, $\sigma_{\text{SI}}$ and $\sigma_{\text{SD}}$ are used to represent this term for nuclear spin-independent (SI) and spin-dependent (SD) interactions respectively.
The main advantage of writing down the recoil spectrum in Eq. (6.40) as opposed to Eq. (6.35) is that the particle physics and astrophysical aspects separate into two distinct factors: $\sigma(q)$ describe the particle physics aspect, whereas $\rho_\odot$ and $\eta(v_{\text{min}}(E), t)$ describes the astrophysical aspect.

For our Higgs portal models, the SI cross-section $\sigma_{\text{SI}}$ is given by

$$\sigma_{\text{SI}} = \frac{\mu^2}{\pi} \left[ Z \, G_p^{\text{SI}} + (A - Z) \, G_n^{\text{SI}} \right]^2 + \frac{q^2 \mu^2}{4m_X^2 \pi} \left[ Z \, \bar{G}_p^{\text{SI}} + (A - Z) \, \bar{G}_n^{\text{SI}} \right]^2,$$

(6.42)

where $Z$ ($A - Z$) are the number of protons (neutrons) in the nucleus and $G_N^{\text{SI}}$ ($\bar{G}_N^{\text{SI}}$) for $N \in (p, n)$ are the effective scalar (pseudoscalar) DM-nucleon couplings.\(^\{10\}\) For the scalar and vector models, $\bar{G}_N^{\text{SI}} = 0$, whereas for the fermion models, both terms contribute towards $\sigma_{\text{SI}}$. For the fermion models with a pseudoscalar DM-nucleon coupling, the SI cross-section is suppressed by $q^2/4m_X^2$ where $q \sim O(\text{MeV})$ is the momentum transfer [379]. Thus, the resulting direct detection limits are momentum suppressed.

When the effective scalar (pseudoscalar) DM couplings with protons and neutrons are approximately equal, i.e., $\sigma_{\text{SI}}^p \approx \sigma_{\text{SI}}^n$, the SI cross-section in Eq. (6.42) is enhanced by a factor of $A^2$ as the matrix elements for the cross-section are a coherent sum over the individual protons and neutrons in the nucleus.

For a SI interaction, the form factor is a Fourier transform of the nucleus mass distribution. As a reasonably accurate approximation, we use the Helm form factor [380]. It was first introduced as a modification to the form factor for a uniform sphere with a Gaussian function to account for the soft edge of the nucleus [381]. It is given by

$$F(q) = 3e^{-q^2s^2/2} \left[ \frac{\sin(qr_n) - qr_n \cos(qr_n)}{(qr_n)^3} \right],$$

(6.43)

where $s \approx 0.9 \text{ fm}$ and $r_n^2 = c^2 + \frac{2}{3} \pi^2 a^2 - 5s^2$ is the effective nuclear radius with $a = 0.52 \text{ fm}$ and $c \approx 1.23A^{1/3} - 0.60 \text{ fm}$.

We use the standard astrophysical parameters, namely the local DM density $\rho_\odot = 0.4 \text{ GeV cm}^{-3}$ and the local galactic disk rotation speed $v_{\text{rot}} = 220 \text{ km s}^{-1}$ (also equals the most probable speed $\bar{v}$ of the Maxwell-Boltzmann velocity distribution). We take the Galactic escape speed as $v_{\text{esc}} = 544 \text{ km s}^{-1}$. For more details, see Ref. [382].

In the standard analysis where only a single component of DM contributes towards the observed DM abundance, the differential rate is proportional to $(\rho_\odot \sigma_{\text{SI}})/m$ as in Eq. (6.40). To address the multicomponent scenario, we rescale the limiting value of $\sigma_{\text{SI}}$ by the fraction $f_{\text{rel}} = \Omega_X/\Omega_{\text{DM}}$ where $X \in (S, V_\mu, \chi, \psi)$. Thus, the local energy density of $X$ is $f_{\text{rel}} \rho_\odot$.

\(^{10}\)These are analogous to the four-fermion $G_F$-like couplings [378].
6.3.4.1 Non-fermion models

For the scalar and vector DM models, the SI DM-nucleon cross-section is

\[ \sigma_{SI} = \frac{\mu^2}{\pi} \frac{\lambda_{hX}^2 f_N^2}{4 m_h^2 m_N^4} = \frac{m_N^4}{4\pi(m_X + m_N)^2} \frac{\lambda_{hX}^2 f_N^2}{m_h^4}, \]  

(6.44)

where \( X \in (S, V) \), \( m_N = 931 \text{ MeV} \) and \( f_N = 0.30 \) [324]. The term \( f_N \) is related to the hadronic matrix elements by

\[ f_N = \sum_{\text{quarks}} f^{(N)}_{Tq} = \sum_{\text{quarks}} \frac{m_q}{m_N} \langle N|\bar{q}q|N \rangle = \frac{2}{9} + \frac{7}{9} \sum_{q=u,d,s} f^{(N)}_{Tq}, \]  

(6.45)

where the last equality follows from the heavy-quark expansion [383].

For the projected XENON1T [384–386] experiment, we use the 90% C.L. limit from XENON100 [387] and scale it by the relic abundance parameter \( f_{\text{rel}} = \frac{\Omega_X}{\Omega_{DM}} \). Assuming that the sensitivity of XENON1T as a function of the DM mass scales relative to the XENON100 by the exposure \( \epsilon \), we demand that

\[ \sigma_{\text{eff}} \equiv \epsilon f_{\text{rel}} \sigma_{SI} \leq \sigma_{Xe}, \]  

(6.46)

where \( \sigma_{Xe} \) is the 90% C.L. from XENON100 and \( \epsilon = 100 \).

For the LUX [388,389] experiment, we use a Poisson based likelihood [390] in the observed number of signal events \( N \) as

\[ \mathcal{L}_{\text{Poisson}}(s|N) = P(N|s) = \frac{(b + s)^N e^{-(b+s)}}{N!}, \]  

(6.47)

where \( b \) is the expected number of background events and

\[ s = MT \int_0^\infty dE \phi(E) \frac{dR}{dE}, \]  

(6.48)

is the expected number of signal events, \( M \) is the detector mass, \( T \) is the exposure time and \( \phi(E) \) is a global efficiency factor which incorporates trigger efficiencies, energy resolution and analysis cuts.

We calculate the LUX log-likelihood using the LUXCalc_v1.0.1 [391] package. For the LUX analysis region, we use \( N = 1 \) and \( b = 0.64 \) [392], whereas for XENON100, we use \( N = 2 \) and \( b = 1 \) [387]. The efficiency curves \( \phi(E) \) are generated by TPMC [393] using the NEST [394,395] model.

As inputs, the LUXCalc package require the effective SI scalar DM-nucleon coupling \( G^\text{SI}_N \) and pseudoscalar DM-nucleon coupling \( \tilde{G}^\text{SI}_N \). For the scalar and vector DM models, these are given by

\[ G^\text{SI}_N = \frac{\lambda_{hX} f_N m_N}{2m_X m_N^2}, \]  

(6.49)

\[ \tilde{G}^\text{SI}_N = 0, \]  

where \( X \in (S, V) \). The pseudoscalar effective DM-nucleon couplings are zero as the DM-nucleon interaction for the non-fermion models is mediated by a spin-0 boson.
6.3. Constraints

6.3.4.2 Fermion models

Given that the mediator $h$ is a spin-0 boson with scalar coupling to nucleons (specifically quarks), the DM-nucleon interaction is nucleon-spin independent. In the fermion DM models, a mixing between a pure scalar ($\cos \xi = 1$) and a pure pseudoscalar ($\cos \xi = 0$) interaction occurs.

For a pure pseudoscalar interaction, the SI cross-section is suppressed by a factor of $q^2/4m_X^2$ [379] where $q \sim O(\text{MeV})$ is the momentum transfer. Thus, a direct comparison between the analytical expression for the SI cross-section and XENON100/LUX limits is inaccurate. To remedy this, we use a generalized and augmented version of LUXCalc by including the $q^2/4m_X^2$ factor in the differential rate per day $dR/dE$.

For the fermion DM models, the effective scalar and pseudoscalar DM-nucleon couplings are given by

$$G_{SN}^{SI} = \frac{\lambda h X f_N m_N \cos \xi}{\Lambda_X m_h^2}, \quad G_{SN}^{SI} = \frac{\lambda h X f_N m_N \sin \xi}{\Lambda_X m_h^2},$$

where $X \in (\chi, \psi)$. For the XENON1T experiment, the expected improvement in sensitivity over XENON100 is $\varepsilon = 100$, whereas for the LUX experiment, limits are derived with $\varepsilon = 1$.

With the inclusion of a momentum-suppressed term in the differential rate per day, we perform 2D scans in the $(m_X, \lambda h X / \Lambda_X)$ plane where $X \in (\chi, \psi)$ using the Brent’s method. The function for the root-finding algorithm is

$$f_{\text{DD}} = \Delta \ln L_{\text{Poisson}} - \Delta \ln L_{90\% \text{ C.L.}},$$

where $\Delta \ln L_{\text{Poisson}}$ is the difference between a Poisson likelihood in Eq. (6.47) for a DM signal ($s \neq 0$) and no DM signal ($s = 0$). The parameter $\Delta \ln L_{90\% \text{ C.L.}} = -1.352771$ is the delta log-likelihood for a 90% C.L as in Eq. (6.25).

6.3.5 Validity of the fermion EFTs

Due to the presence of dimension-5 effective operators in the fermion DM models, it is important to check the validity of the EFT approximation. As discussed in chapter 4, an EFT is valid as long as the momentum exchange $q$ involved in an interaction is below the mass of the underlying mediator $\varphi$. Thus, the mediator mass $m_\varphi$ dominates the denominator of the internal propagator and allows $q$ to be neglected. In this case, $\varphi$ is said to be integrated out.

A non-renormalizable effective operator (as in the fermion EFTs) is valid only if its dimensionful coupling implies a mediator mass that is below the interaction scale of a given process. For DM annihilation, it is $q \sim \sqrt{s} = 2m_X$ where $X \in (\chi, \psi)$. Thus, the fermion EFTs are valid for indirect detection when $m_\varphi > 2m_X$. For direct detection
experiments, the momentum exchange occurs deep in the non-relativistic regime where $q \sim O(\text{MeV})$. This means that the fermion EFTs are valid for direct detection when $m_\phi > O(\text{MeV})$.

To find the values of $\lambda_{hX}/\Lambda_X$ which are consistent with the EFT approximation, it is instructive to consider a simple UV completion of the fermion EFTs. Assume that $\phi$ is a new scalar which interacts with the fermion DM field $X$ and the Higgs doublet $\Phi$ via dimensionless couplings $g_{\phi X}$ and $g_{\phi \Phi}$, respectively [343]. In the EFT limit, $q^2 \ll m_\phi^2$

$$\frac{\lambda_{hX}}{\Lambda_X} \simeq \frac{g_{\phi X} g_{\phi \Phi}}{m_\phi^2},$$

(6.52)

where $g_{\phi \Phi} = m' g_{\phi \Phi}$ and $m'$ is some characteristic mass scale of the new coupling, e.g., from a new Yukawa-type interaction.

To place an upper limit on the values of $\lambda_{hX}/\Lambda_X$ where the EFT approximation is valid in some UV completion, we require $m_\phi$ to be as small as possible (i.e., $2m_X$ for the DM annihilation) and the product $m' g_{\phi X} g_{\phi \Phi}$ to be as large as possible. The largest value $m'$ can realistically take is simply $m_\phi$ (as it would otherwise have already been integrated out). This gives

$$\frac{\lambda_{hX}}{\Lambda_X} \simeq \frac{g_{\phi X} g_{\phi \Phi}}{m_\phi}.$$  

(6.53)

For the EFT itself to remain perturbative, we also require $g_{\phi X} g_{\phi \Phi} \lesssim 4\pi$. Thus, the approximate values of $\lambda_{hX}/\Lambda_X$ above which we generically expect to receive corrections from UV effects in DM annihilation are $\lambda_{hX}/\Lambda_X \gtrsim 4\pi/2m_X$. This is the value at which the EFT is guaranteed to break down for indirect detection and relic density calculations. Depending on the UV completion, e.g., for weakly coupled theories, this scale can even be lower. In contrast, the EFT approximation is perfectly valid for direct detection as long as the mediator mass is above a few MeV, implying $\log_{10}(\lambda_{hX}/\Lambda_X \text{ GeV}) \lesssim 2$.

In presenting our fermion model results, we show the regions where the EFT approximation breaks down for DM annihilation, i.e., when $\lambda_{hX}/\Lambda_X > 4\pi/2m_X$. Whilst the use of fermion EFTs is valid for direct searches at all values of the coupling that we show in our plots, by choosing to rescale the direct search limits by the relic abundance parameter $f_{\text{rel}} \equiv \Omega_X/\Omega_{\text{DM}}$ which is itself subject to UV corrections, they are indirectly affected when $\lambda_{hX}/\Lambda_X > 4\pi/2m_X$.

\footnote{In this specific UV completion, the new scalar $\phi$ mixes with the SM Higgs boson $h$ and modifies the SM-like Higgs coupling to SM gauge bosons and fermions. In general, this mixing should be strongly suppressed for $m_\phi \gg m_h$, i.e., when the EFT is valid, but the presence and strength of this interaction is ultimately highly dependent on the details of the UV completion. For our study in line with the EFT assumption, we assume that such modifications are absent, i.e., the Higgs production cross-section and visible decay widths are same as in the SM.}
6.4. Results

After giving an outline of various constraints and their implementations, we present our model results. As our study is a generalization of the scalar singlet analysis in Ref. [324] to nonscalar models, we start by presenting our scalar model results obtained from micrOMEGAs to validate their consistency.

Although QCD corrections from quark final states at low scalar masses were included in Ref. [324], they are absent in our analysis as their inclusion in either micrOMEGAs or LanHEP is rather nontrivial, given the fact that micrOMEGAs relies heavily on autogenerated LanHEP codes.

In computing the model relic density in micrOMEGAs, we found a local step-function reduction of 5–12% in a small range of couplings over the mass range $100 \lesssim m_{S,V}/\text{GeV} \lesssim 400$ and $5 \lesssim m_{X,\varphi}/\text{TeV} \lesssim 180$. This feature is not seen in the annihilation cross-section, relic densities from the micrOMEGAs routines employing the freeze-out approximation, or in Ref. [324] for the scalar DM model. Away from this feature, the micrOMEGAs calculated relic densities are in good agreement with the freeze-out approximation and Ref. [324]. The drop appears symptomatic of a numerical error in the full micrOMEGAs Boltzmann solver, possibly due to poor convergence properties. As the regions where this occurs are only a few tenths of a unit-wide in the log of $\lambda_{hX}$ or $\lambda_{hX}/\Lambda_X$ as appropriate, we simply omit them from our limit curves and interpolate across the small gap.

6.4.1 Scalar model

We perform scans in the $(m_S, \lambda_{hS})$ plane and generate contours of fixed scalar relic density $\Omega_S h^2$ for $f_{\text{rel}} = 1$ (black solid), 0.1 (red dashed) and 0.01 (blue dotted) as shown in Fig. 6.4.
Figure 6.5: Indirect search limits on the scalar model parameter space. The grey and pink shaded regions are excluded respectively by the observed DM relic density and an upper limit of 19% on $\mathcal{BR}(h \to SS)$ at $2\sigma$ C.L. Values of $\lambda_{hS}$ below the current $1\sigma$ C.L. (brown solid) curve are excluded at more than $1\sigma$ C.L. Regions below the future 90% C.L. curve with the Einasto (blue dashed) and contracted NFW (brown dotted) profile will be excluded. **Left panel:** A close-up of the resonantly enhanced annihilation region, $m_S \propto m_h^2$. **Right panel:** The full range of $m_S$.

Values of $\lambda_{hS}$ in the grey shaded region are excluded by the relic density constraint as they lead to an overabundance of DM.

In the region $m_S < m_h/2$, an upper limit of 19% (pink solid) at $2\sigma$ C.L. and 5% (pink dotted) at $1\sigma$ C.L. on the Higgs invisible branching ratio $\mathcal{BR}(h \to SS)$ exclude couplings larger than $\log_{10} \lambda_{hS} \sim -1.75$ and $\log_{10} \lambda_{hS} \sim -2.1$ respectively. The combined constraints on the scalar relic density and Higgs invisible width exclude low scalar masses apart from a small triangular region between 54 GeV and $m_h/2$. Near the resonance $m_S \sim m_h/2$, the annihilation cross-section $\sigma v_{\text{rel}}$ is enhanced. Thus, the relic density contours move to lower values of $\lambda_{hS}$ to compensate for the enhancement. Above $m_S > m_h/2$, the relic density contours scale essentially linearly with $\log_{10} m_S$.

In Fig. 6.5, we show the combined sensitivity of indirect searches to various regions of the scalar model parameter space. For the current limits involving a combined analysis of 15 dwarf galaxies by Fermi-LAT and 7-year observations of the CMB (WMAP7), we only present $1\sigma$ C.L. (brown solid). The region $m_h/2 \lesssim m_S < 70$ GeV with $\log_{10} \lambda_{hS} \in [-2.5, -1]$ can be seen to be in tension with the current indirect searches at slightly more than $1\sigma$ C.L. The same can be said about the scalar masses below $\sim 51$ GeV; this region is currently excluded by the Higgs invisible width constraint at more than $2\sigma$ C.L. In extending the current indirect search limits to higher scalar masses, we find that scalar masses up to $\sim 232$ GeV are excluded by the current indirect searches at more than $1\sigma$ C.L. if $S$ makes up all of the dark matter.

The combined future limits incorporate the Planck polarization data, $\gtrsim 100$ h GC observation by CTA and extended improvements in the Fermi-LAT data from the addition of more southern dwarf galaxies in its search. Due to better exposure, future indirect DM searches will be sensitive enough to probe higher scalar DM masses, if $S$ makes up all of
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Figure 6.6: Direct search limits on the scalar model parameter space. The grey shaded region is ruled out by the observed DM relic density. Regions excluded by the LUX (XENON1T) experiment are delineated with blue dashed (blue dotted) curves and dark (light) shadings. **Left panel:** A close-up of the resonantly enhanced annihilation region, $m_S \propto m_h^2$. The pink shaded region is excluded by an upper limit of 19% on $\mathcal{B}(h \to SS)$ at 2$\sigma$ C.L. **Right panel:** The full range of $m_S$.

the dark matter. At low scalar masses, future DM searches will be relatively insensitive to the assumed DM density profile (Einasto or a contracted NFW). This is due to the fact that the *Fermi*-LAT delta log-likelihood dominates in this region. However, at high scalar masses, the CTA delta log-likelihood entering in Eq. (6.27) dominates the combined delta log-likelihood. Thus, the upcoming CTA experiment will be able to exclude scalar masses up to $\sim 176$ GeV (Einasto profile) and $\sim 9$ TeV (a contracted NFW profile) at more than 90% C.L., if $S$ makes up all of the dark matter.

The resulting limits in the $(m_S, \lambda_{hS})$ plane from the LUX (blue dashed) and the projected XENON1T (blue dotted) experiment are shown in Fig. 6.6. In the left panel near the resonance $m_S \sim m_h/2$, a small triangular region will continue to evade detection at the LUX and projected XENON1T experiments. At high scalar masses, the LUX experiment excludes masses up to 120 GeV for a narrow range of $\lambda_{hS}$ values. Most of the remaining parameter space will be tested and ruled out by the XENON1T experiment for a wide range of $\lambda_{hS}$ values. In particular, it will be able to exclude scalar masses up to 10 TeV, if $S$ makes up all of the dark matter.

6.4.2 Vector model

The contours of fixed vector relic density $\Omega_V h^2$ for $f_{\text{rel}} = 1$ (black solid), 0.1 (red dashed) and 0.01 (blue dotted) are shown in Fig. 6.7. For $f_{\text{rel}} = 0.1$ (0.01), no values of $\lambda_{hV}$ satisfy Eq. (6.16) for vector masses below 46 (56) GeV. The minimum relic density stays above the values of the contour being drawn, thus leaving gaps that are evident in the left panel of Fig. 6.7.

For $m_V < m_h/2$, upper limits on $\mathcal{BR}(h \to VV)$ of 19% (pink solid) at 2$\sigma$ C.L. and 5% (pink dotted) at 1$\sigma$ C.L. exclude couplings larger than $\log_{10} \lambda_{hV} \sim -2.28$ and
log_{10} \lambda_{hV} \sim -2.6$ respectively. The combined constraints on the vector relic density and Higgs invisible width exclude most of the low vector masses apart from a small triangular region between 56.5 GeV and $m_h/2$. Above $m_V > m_h/2$, the relic density contours scale linearly with $\log_{10} m_V$ in a similar fashion to the scalar model.

The combined sensitivity of indirect searches to various regions in the $(m_V, \lambda_{hV})$ plane is shown in Fig. 6.8. The current limits involve contributions from WMAP7 and the combined analysis of 15 dwarf galaxies by Fermi-LAT. The region $m_h/2 \leq m_V \leq 70$ GeV with $\log_{10} \lambda_{hV} \in [-2.5, -0.75]$ can be seen to be in tension with the current indirect searches. The same is true for vector masses below $\sim 52.5$ GeV; this region is already excluded by the Higgs invisible width constraint at more than $2\sigma$ C.L. Vector DM masses up to $\sim 230$ GeV are excluded by the current indirect searches at more than $1\sigma$ C.L., if $V$ makes up all of the dark matter.

Limits from future indirect searches will be able to probe parts of the parameter space that are not already excluded by the current indirect searches or relic density constraints. In particular, future indirect searches based on the Einasto and contracted NFW DM profiles will exclude vector masses up to $\sim 173$ GeV and $\sim 9$ TeV respectively at more than 90\% C.L., if $V$ makes up all of the dark matter.
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Figure 6.9: Same as Fig. 6.6 but for the vector DM model.

Limits from the LUX (blue dashed) and the projected XENON1T (blue dotted) experiment in the \((m_V, \lambda_{hV})\) plane are shown in Fig. 6.9. The LUX experiment excludes vector DM masses up to \(\sim 300\) GeV for a moderate range of \(\lambda_{hV}\) values, whereas the projected XENON1T experiment will exclude parts of the model parameter space that are not already ruled out by the DM relic density and Higgs invisible width constraints. In particular, it will be able to exclude vector masses up to \(\sim 30\) TeV, if \(V\) makes up all of the dark matter.

6.4.3 Majorana fermion model

The contours of fixed Majorana relic density in the \((m_\chi, \lambda_{h\chi}/\Lambda_\chi)\) plane for \(f_{rel} = 1\) (black solid), 0.1 (red dashed) and 0.01 (blue dotted) are plotted in Fig. 6.10. In each row, contours are drawn at fixed values of \(\cos \xi\): \(\cos \xi = 1\) for a pure scalar interaction (top row), \(\cos \xi = 1/\sqrt{2}\) for an equal mix between the scalar and pseudoscalar terms (middle row), and \(\cos \xi = 0\) for a pure pseudoscalar interaction (bottom row). When the SM Higgs-Majorana fermion DM interaction changes from pure scalar to pure pseudoscalar, the Majorana relic density contours move towards lower values of \(\lambda_{h\chi}/\Lambda_\chi\).

In the region \(m_\chi < m_h/2\), most values of \(\lambda_{h\chi}/\Lambda_\chi\) for \(\cos \xi = 1, 1/\sqrt{2}\) and 0 are excluded by the combined constraints on the Majorana relic density and Higgs invisible width; a small triangular region remains which continues to evade these limits in a similar fashion to the scalar and vector DM models. Above Majorana fermion masses of \(\sim 300\) GeV, the relic density contours for \(\cos \xi = 1/\sqrt{2}\) and 0 essentially remain constant and independent of the coupling \(\lambda_{h\chi}/\Lambda_\chi\). When \(f_{rel} = 0.1\) or 0.01, the relic density contours at higher DM masses lie in the green shaded region where \(\lambda_{h\chi}/\Lambda_\chi > 4\pi/2m_\chi\). Thus, the validity of our results in these regions cannot be guaranteed within the EFT framework.

The combined sensitivity of indirect searches to various regions in the \((m_\chi, \lambda_{h\chi}/\Lambda_\chi)\) plane is shown in Fig. 6.11 for \(\cos \xi = 1\) (top row), \(1/\sqrt{2}\) (middle row) and 0 (bottom row).
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a). Pure scalar interaction, cos ξ = 1.

b). Equally mixed scalar-pseudoscalar interaction, cos ξ = 1/√2.

c). Pure pseudoscalar interaction, cos ξ = 0.

Figure 6.10: Same as Fig. 6.4 but for the Majorana fermion DM model. The green shaded region is where the EFT approximation of the full theory breaks down for \( \lambda_h / \Lambda > 4 \pi / 2m_h \).

In the case of cos ξ = 1, the annihilation cross-section σv_rel entering in the calculation of indirect detection rates receives a ν^2 suppression where ν ~ 10^{-3} c is the typical speed of DM particles in the local halo. Thus, the resulting indirect search limits are weak and no exclusion is possible.

When interactions are pure pseudoscalar, the velocity suppression of σv_rel is completely lifted. Thus, the indirect detection limits become nontrivial. In the case of cos ξ = 1/√2 and 0, Majorana masses between \( m_h / 2 \) and 70 GeV with \( \log_{10}(\lambda_h / \Lambda \text{ GeV}) \) ∈...
6.4. Results

(a). Pure scalar interaction, \( \cos \xi = 1 \).

(b). Equally mixed scalar-pseudoscalar interaction, \( \cos \xi = 1/\sqrt{2} \).

(c). Pure pseudoscalar interaction, \( \cos \xi = 0 \).

Figure 6.11: Same as Fig. 6.5 but for the Majorana fermion DM model. The green shaded region is where the EFT approximation of the full theory breaks down for \( \lambda h / \Lambda \chi > 4\pi / 2m_\chi \).

\([-4.1, -2.8]\) can be seen to be in tension with the current indirect searches at more than 1\(\sigma\) C.L. A small triangular region around \(m_\chi \lesssim m_h/2\) will continue to evade the current and future indirect searches.

To illustrate the degree to which different indirect searches contribute to the resulting limits, we show the breakdown of the current 1\(\sigma\) C.L. and future 90\% C.L. (NFW, \(\gamma = 1.3\)) indirect search limits for a pure pseudoscalar coupling (\(\cos \xi = 0\)) in Figs. 6.12 and 6.13. Current indirect search limits incorporate the WMAP 7-year observations of the CMB and
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Figure 6.12: Breakdown of the current 1σ C.L. (blue solid) indirect search limit in the Majorana fermion model parameter space when $\cos \xi = 0$. The grey shaded region is excluded by the relic density constraint. The green shaded region is where the EFT approximation of the full theory breaks down for $\lambda_h/\Lambda_X > 4\pi/2m_X$. Left panel: A close-up of the resonantly enhanced annihilation region, $m_X \sim m_h/2$. Right panel: The full range of $m_X$.

Figure 6.13: Same as Fig. 6.12 but for the future 90% C.L. (NFW, $\gamma = 1.3$).

a combined analysis of 15 dwarf galaxies using 6 years of the Fermi-LAT data. Projected future limits include contributions from the Planck polarization data, projected Fermi-LAT limits based on the discovery of a further 15 southern dwarf galaxies over 10 years, and projected CTA limits from the GC. At low DM masses, limits from the Fermi-LAT are strongest, whereas at higher DM masses, limits from the upcoming CTA experiment will be strongest. Constraints from the CMB are weak in all parts of the model parameter space. Future indirect searches will be sensitive enough to exclude Majorana fermion masses up $\sim 12$ TeV (NFW, $\gamma = 1.3$) at more than 90% C.L., if $\chi$ makes up all of the dark matter.

In Fig. 6.14, we present direct search limits from the LUX (blue dashed) and projected XENON1T (blue dotted) experiment in the $(m_X, \lambda_{hX}/\Lambda_X)$ plane for $\cos \xi = 1$ (top row), $1/\sqrt{2}$ (middle row) and 0 (bottom row). Although the use of an EFT at direct search experiments is perfectly valid, our LUX and projected XENON1T limits within the green shaded regions are subjected to UV corrections. This is due to the scaling of our limits by the relic abundance parameter $f_{\text{rel}} = \Omega_X/\Omega_{\text{DM}}$. Thus, values of $\lambda_{hX}/\Lambda_X$ in the green
shaded region for the Majorana fermion masses above \( \sim 4.76 \text{ TeV} \) (\( \cos \xi = 1 \)), \( \sim 20.3 \text{ TeV} \) (\( \cos \xi = 1/\sqrt{2} \)) and \( \sim 28 \text{ TeV} \) (\( \cos \xi = 0 \)) cannot be guaranteed to validate the use of EFT approximation in DM annihilations.

When \( \cos \xi = 0 \), the SI cross-section is momentum suppressed by a factor of \( q^2/4m_\chi^2 \) where \( q \sim O(\text{MeV}) \). Thus, the expected number of signal events is small. In fact, the imposed direct search limits are significantly weaker than the Higgs invisible width constraint at 2\( \sigma \) C.L. Thus, the higher Majorana mass range with a pure pseudoscalar coupling will be inaccessible at the XENON1T experiment. This coincides with better prospects from indirect detection (see the bottom row in Fig. 6.11), making the latter class of observations the only type of experiment capable of probing the higher DM mass range if nature chooses to have DM interact with the SM Higgs boson only by a pure pseudoscalar coupling.

When interactions are pure scalar in nature, the momentum suppression of the SI cross-section is lifted. In the case of an equal mixing between the scalar and pseudoscalar terms, although the DM-nucleon effective couplings (\( g^{\text{SI}}_N, \tilde{g}^{\text{SI}}_N \)) are equal, the pseudoscalar effective couplings (\( \tilde{G}^{\text{SI}}_N \)) still carry a momentum dependence of the form \( q^2/4m_\chi^2 \) as is evident in Eq. (6.42). Thus, the direct search limits are strongest in the case of a pure scalar interaction, moderate for an equal mix between the scalar and pseudoscalar terms, and weakest in the case of a pure pseudoscalar interaction.

For Majorana fermion masses above 70 GeV, direct detection experiments will continue to exclude large portions of the model parameter space provided the EFT approximation remains valid for the model to account for all of the dark matter. The LUX experiment currently excludes Majorana fermion masses up to \( \sim 4.7 \text{ TeV} \) (\( \cos \xi = 1 \)) and \( \sim 200 \text{ GeV} \) (\( \cos \xi = 1/\sqrt{2} \)). Further exclusion will also be possible with the projected XENON1T experiment.

### 6.4.4 Dirac fermion model

The Dirac fermion model is analogous to the Majorana fermion model. An aspect that separates them is the conventional factor of \( 1/2 \) in front of each fermion bilinear \( \overline{\chi}\chi \) in defining a Majorana fermion field \( \chi \). This factor of \( 1/2 \) accounts for the field normalization and self-conjugation. Thus, the results for the Majorana fermion model carries over to the Dirac fermion model in a relatively straightforward way once the factor of \( 1/2 \) is accounted.

In Fig. 6.15, we show the contours of fixed Dirac relic density in \((m_\psi, \lambda_{h\psi}/\Lambda_\psi)\) plane for \( f_{\text{rel}} = 1 \) (black solid), 0.1 (red dashed) and 0.01 (blue dotted). Analogous to the Majorana fermion model, contours in each row are generated at fixed values of \( \cos \xi \): \( \cos \xi = 1 \) for a pure scalar interaction (top row), \( \cos \xi = 1/\sqrt{2} \) for an equal mix between the scalar and pseudoscalar terms (middle row), and \( \cos \xi = 0 \) for a pure pseudoscalar
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(a). Pure scalar interaction, $\cos \xi = 1$.

(b). Equally mixed scalar-pseudoscalar interaction, $\cos \xi = 1/\sqrt{2}$.

(c). Pure pseudoscalar interaction, $\cos \xi = 0$.

Figure 6.14: Same as Fig. 6.6 but for the Majorana fermion DM model. Although EFTs are valid at direct search experiments, our scaling of the LUX/XENON1T limits by the relic abundance parameter $f_{\text{rel}} = \Omega_\chi/\Omega_{\text{DM}}$ introduces a sensitivity to UV corrections when the EFT approximation in DM annihilations breaks down for $\lambda_{hx}/\Lambda_x > 4\pi/2m_x$.

interaction (bottom row). For $m_\psi < m_h/2$, most of the model parameter space except for a small triangular region between $\sim 57.5$ GeV and $m_h/2$ is excluded by the combined constraints on the Dirac fermion relic density and Higgs invisible width. Similar to the Majorana fermion model, roots of Eq. (6.16) for $f_{\text{rel}} = 0.1$ and $0.01$ do not exist when $m_{\psi} < m_h/2$. At higher Dirac fermion masses, the relic density contours continue to increase and ultimately become independent of the coupling $\lambda_{h\psi}/\Lambda_{\psi}$. 
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(a). Pure scalar interaction, \( \cos \xi = 1 \).

(b). Equally mixed scalar-pseudoscalar interaction, \( \cos \xi = 1/\sqrt{2} \).

(c). Pure pseudoscalar interaction, \( \cos \xi = 0 \).

Figure 6.15: Same as Fig. 6.10 but for the Dirac fermion DM model.

The sensitivity of indirect searches to various regions in the \((m_\psi, \lambda_{h\psi}/\Lambda_\psi)\) plane when \(\cos \xi = 1\) (top row), \(1/\sqrt{2}\) (middle row) and 0 (bottom row) is shown in Fig. 6.16. Again, in the case of \(\cos \xi = 1\), the annihilation cross-section \(\sigma v_{\text{rel}}\) is velocity suppressed. Thus, the resulting indirect search limits are weak. In fact, the relic density constraint alone is strong enough to exclude the entire region probed by the indirect search experiments in this case.

When interactions are pure pseudoscalar in nature, the velocity suppression of \(\sigma v_{\text{rel}}\) is lifted. Thus, parts of the model parameter space can be excluded by the indirect
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(a). Pure scalar interaction, \( \cos \xi = 1 \).

(b). Equally mixed scalar-pseudoscalar interaction, \( \cos \xi = 1/\sqrt{2} \).

(c). Pure pseudoscalar interaction, \( \cos \xi = 0 \).

Figure 6.16: Same as Fig. 6.11 but for the Dirac fermion DM model.

search experiments. With the strongest indirect limits in the case of a pure pseudoscalar interaction, Dirac fermion masses between \( m_h \) and 70 GeV for \( \log_{10}(\lambda_{h\psi}/\Lambda_{\psi} \text{ GeV}) \in [-4, -3] \) can be seen to be in tension with the current indirect search limits. Similarly, Dirac fermion masses below \( \sim 51.5 \) GeV are in tension with the current indirect searches at more than \( 1 \sigma \) C.L. On the other hand, future indirect searches will be able to exclude Dirac fermion masses up to \( \sim 74 \) GeV (Einasto), and between 166 GeV and 1.3 TeV (contracted NFW profile) in the case of a \( \cos \xi = 0 \), if \( \psi \) makes up all of the dark matter.

In Fig. 6.17, we present direct search limits in the \( (m_\psi, \lambda_{h\psi}/\Lambda_\psi) \) plane for \( \cos \xi = 1 \).
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(a). Pure scalar interaction, \( \cos \xi = 1 \).

(b). Equally mixed scalar-pseudoscalar interaction, \( \cos \xi = 1/\sqrt{2} \).

(c). Pure pseudoscalar interaction, \( \cos \xi = 0 \).

Figure 6.17: Same as Fig. 6.14 but for the Dirac fermion DM model.

(top row), \( 1/\sqrt{2} \) (middle row) and 0 (bottom row). Similar to the Majorana fermion model, the LUX/XENON1T limits within the green shaded regions are subject to UV corrections solely due to our scaling of the limits by the relic abundance parameter \( f_{\text{rel}} = \Omega_\psi / \Omega_{\text{DM}} \). For the Dirac fermion masses above \( \sim 3.3 \text{ TeV} \) (\( \cos \xi = 1 \)), \( \sim 14.2 \text{ TeV} \) (\( \cos \xi = 1/\sqrt{2} \)) and \( \sim 19.7 \text{ TeV} \) (\( \cos \xi = 0 \)), our limits cannot be guaranteed to keep the EFT approximation for DM annihilations valid, if \( \psi \) makes up all of the dark matter.

In the case of a pure pseudoscalar coupling (\( \cos \xi = 0 \)), the SI cross-section is momentum suppressed by a factor of \( q^2 / 4m_\psi^2 \). Thus, the expected event rates are small.
analogy with the Majorana fermion model when \( \cos \xi = 0 \), better prospects from indirect searches (see the bottom row in Fig. 6.16) make the latter class of observation the only type of experiment capable of probing the higher DM mass range if nature chooses to have DM interact with the SM Higgs boson only by a pure pseudoscalar coupling.

As interactions become pure scalar (\( \cos \xi = 1 \)), the momentum suppression of the SI cross-section is lifted and results in significant direct detection rates. The LUX experiment excludes Dirac fermion masses up to \( \sim 3.3 \) TeV (\( \cos \xi = 1 \)) and \( \sim 280 \) GeV (\( \cos \xi = 1/\sqrt{2} \)). In contrast with the Majorana fermion model when \( \cos \xi = 1 \), low Dirac fermion masses between 45 GeV and \( m_h/2 \) will be entirely excluded by the combined limits from the Dirac fermion relic density, Higgs invisible width and projected XENON1T experiment. Furthermore, the projected XENON1T experiment will reach higher sensitivity in excluding TeV-scale Dirac fermion masses, if \( \psi \) makes up all of the dark matter.

### 6.5 Summary

In this chapter, we performed an updated and combined analysis of effective scalar, vector, Majorana and Dirac fermion Higgs portal DM models. For the fermion models, we investigated the cases where interactions are either pure scalar, pure pseudoscalar or an equal mixture of the scalar and pseudoscalar terms. The presence of a pseudoscalar term and the requirement of a quadratic DM mass term lead us to redefine the post-EWSB fermion fields via a chiral rotation.

The combined constraints from the DM relic density and Higgs invisible width exclude most of the low mass parameter space in all portal models except for a small triangular region close to the resonance \( m_X \sim m_h/2 \) where \( X \in (S, V_{\mu}, N, \psi) \). In the special case of a Dirac fermion DM interaction via a pure scalar coupling with the SM Higgs boson, the entire resonance region will be excluded by the projected XENON1T experiment.

For the first time, we have performed a consistent study of the indirect detection prospects in all four effective Higgs portal models. Using the current and projected future gamma-ray astronomy data, we looked for viable regions of the model parameter space that can be probed by the existing or future indirect searches. Below the resonance \( m_X \sim m_h/2 \), the indirect search limits are weaker than the combined constraints on the DM relic density and Higgs invisible width. Depending on the assumed DM density profile, indirect search experiments can provide strong limits at high DM masses, if the model makes up all of the dark matter. The forthcoming CTA experiment will be very useful in this regard.

In agreement with previous studies, direct search experiments will continue to provide the strongest limits on the parameter space of all models. The projected XENON1T experiment will have the sensitivity to probe TeV-scale DM masses. As past studies on fermionic DM models with a pure pseudoscalar interaction have naively applied the XENON100/LUX limits without properly taking account of the momentum-suppressed
SI cross-section, we have rederived these limits by including the factor $q^2/4m_X^2$ in our calculations. Although the resulting limits are weak, they are important in order to perform a consistent study. In such cases, indirect search experiments are our *only* hope of accessing the higher DM mass range in these models.

When both the indirect and direct search limits are available, as is the case for our portal models, a joint observation in both channels is a very realistic possibility at higher WIMP masses. Such detection in multiple experiments would provide a far more robust discovery than a single signal alone.

For the fermion DM models, the EFT approximation breaks down when DM annihilations are considered. A proper examination of the fermion portal models in these parameter regions require a detailed and systematic study of possible UV completions. Such a UV completion will be studied in chapter 8.
Chapter 7

Scalar singlet electroweak baryogenesis

7.1 Introduction

With the discovery of a SM-like Higgs boson at the LHC [10, 56], it has probably confirmed the existence of an elementary scalar and its role in EWSB. In addition, it has opened up a new window to study the details of EWSB from the properties of the Higgs boson. On the other hand, recent observation of the first gravitational wave (GW) signal [396] has given us an entirely new way of probing the early history of the universe. As we saw in chapter 5, EWPT is a rather violent event in the early history of the universe. It is expected to leave GW imprints which can be detected in current or future GW experiments. In addition, the existence of DM as explained in chapter 4 also offers another way to probe the early history of our universe. In light of these experimental probes that are constantly developing, we study a scalar singlet extension of the SM.

In this chapter, we focus on the two main features of this model based on our work in Ref. [397]. As we saw in chapter 5, adding new scalar fields can help to facilitate EWBG [398] through a strong first-order EWPT. This phase transition is not first-order in the SM [399]. However, a scalar singlet extension of the SM can provide such a modification [400, 401], although an effective theory with the new scalar integrated out suggests otherwise [402–404]. Once an assumed $Z_2$ symmetry is imposed on the new scalar field, it can also serve as a viable DM candidate [340, 405, 406].

All of the above features have equally attractive discovery prospects. Firstly, the new scalar inevitably modifies the Higgs potential, which can be probed at collider experiments [400, 407]. Secondly, a strong first-order phase transition generates a strong GW signal [317]. This fact has been used to constrain various EWBG models [408–420] and test the stability of the electroweak vacuum [347, 421]. Lastly, the presence of a DM candidate with a non-zero relic abundance provides strong direct detection limits on the model parameter space [30, 324, 422].

The early history of the universe is poorly constrained by astrophysical experiments. To identify regions where our model can be viable, we investigate how the allowed parameter
space changes when the cosmological history is modified. Specifically, we consider a modification where a new component dominates the energy budget of the early universe and redshifts faster than radiation. We also identify the experimental bounds on this scenario and show the extent to which the modification changes the allowed parameter space of the scalar singlet model. This cosmological amendment will have two main effects: first on baryogenesis, as it helps to avoid the sphaleron bound \[423–427]\, and second on DM, as a faster expansion rate leads to an early freeze-out of the DM particles and larger DM abundance today.

We start by introducing a scalar singlet extension of the SM. After discussing the dynamics of the EWPT, we go over the discovery prospects of the model at colliders, gravitational wave and direct detection experiments. We also study the extent of the allowed model parameter space by considering a scenario with a modified cosmological history, and its impact on EWBG and DM abundance. The one-loop correction to the finite temperature effective potential is given in Appendix E.

### 7.2 Scalar singlet model

We extend the SM by adding a new real scalar singlet \( S \) which couples to the SM Higgs boson. Assuming \( \mathbb{Z}_2 \) symmetry: \( S \to -S \), the tree-level scalar potential is given by

\[
V_{\text{tree}}(\Phi, S) = -\mu^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2 + \lambda_{HS} \Phi^\dagger S\Phi S^2 + \frac{1}{2} \mu_S^2 S^2 + \frac{1}{4} \lambda_S S^4,
\]

(7.1)

where \( \Phi \) is the SM Higgs doublet as defined in Eq. (2.44). After EWSB, the physical mass of the new scalar \( S \) becomes

\[
m_S^2 = \mu_S^2 + \lambda_{HS} v_0^2,
\]

(7.2)

where \( v_0 \equiv \langle \phi \rangle = \mu / \sqrt{\lambda} \approx 246 \text{ GeV} \) is the SM Higgs VEV. At tree-level, the Higgs mass and its VEV fixes the constants \( \mu \) and \( \lambda \) in Eq. (7.1) to \( m_h = \sqrt{2} \mu = 125 \text{ GeV} \) and \( \lambda = m_h^2 / (2 v_0^2) \approx 0.129 \). We work with the renormalisation conditions that do not modify these values.

We explore a wide range of scalar-Higgs couplings \( \lambda_{HS} \) for the scalar masses \( m_S \) above \( m_h / 2 \). We fix the scalar self-coupling to \( \lambda_S = 1 \). Our results depend on \( \lambda_S \) in a mild way; an increase in its value would only shift the allowed regions to slightly higher values of \( \lambda_{HS} \). The one-loop corrections to the effective potential at zero and finite temperature are given in Appendix E. These corrections result in a barrier between the symmetric phase at \( \langle \phi \rangle = 0 \) and the EWSB one at \( \langle \phi \rangle \neq 0 \).

\(^1\)To compare this expression against Eq. (6.1) in chapter 6, use the following substitution: \( \lambda_{HS} \to \lambda_{HS}/2 \) and \( \lambda_S \to \lambda_S/6 \).

\(^2\)We only show results for \( \lambda_{HS} \in [0.2, 4\pi] \). For values of \( \lambda_{HS} \) above \( 4\pi \) \[400\], the one-loop corrections to the effective potential becomes unreliable.

\(^3\)When \( m_S < m_h / 2 \), \( h \to SS \) decay is kinematically allowed. For values of \( \lambda_{HS} \) that are of interest for EWBG, they are mostly excluded by the limits on the Higgs invisible branching ratio \[30, 324\].
7.3 Electroweak baryogenesis

The thermal corrections to the scalar potential restore the electroweak symmetry at very high temperatures. As the universe cools down, the EWSB minimum emerges. Due to the corrections arising from the new scalar, the electroweak minimum at $\langle \phi \rangle \neq 0$ can be separated from the symmetric one at $\langle \phi \rangle = 0$ by a potential barrier, thereby allowing a first-order phase transition which is absent in the SM [277].

As we saw in chapter 5, the necessary condition for EWBG is the decoupling of sphaleron processes after the EWPT. In the SM, the sphaleron processes are connected with the $SU(2)$ gauge interactions and provide baryon number $(B)$ violation which is necessary for creating a baryon-antibaryon asymmetry. However, if these processes are not decoupled after the transition, they can quickly wash-out any previously created asymmetry. Being $SU(2)$ interactions, they are heavily suppressed once the electroweak symmetry is broken. This breaking is quantified by the Higgs VEV and leads to the following well-known condition

$$\frac{v}{T} \geq 1, \tag{7.3}$$

where $v$ is the Higgs VEV at temperature $T$.

We start by approximating the transition temperature $T_\ast$ as the critical temperature $T_c$ at which the minima of the effective potential is degenerate. After discussing the dynamics of the phase transition, we outline our calculation of $T_\ast$ at which the transition truly begins. The calculation of the sphaleron rate is technically complicated and leads to slightly different lower bounds on $v/T [238, 407, 428, 429]$. For simplicity, we work with the bound given in Eq. (7.3).

7.3.1 Vacuum structure

Before presenting the details of the transition dynamics, we study the model parameter space allowed by the vacuum structure. In Fig. 7.1, we show the regions of the model parameter space where the symmetric minimum at the origin and the EWSB one are separated by a barrier at the critical temperature $T_c$. In the yellow shaded region, the electroweak minimum is not the true minimum of the potential at $T = 0$ and is excluded. For low scalar masses, this happens because the minimum in the $S$ direction is deeper while for very large couplings, the electroweak minimum is pushed up by quantum corrections to values above the minimum at the origin. In both cases, the universe would never transition to the broken EW symmetry phase, thus such situations are excluded. The region of small mass and coupling is also excluded as the negative mass terms start to overpower the $\phi^2 S^2$ coupling in the potential, and the new minimum appears in the general $\phi$ and $S$ directions at $\langle S \rangle > 0, \langle \phi \rangle > 0$. 
Figure 7.1: Parameter space of the scalar singlet model relevant for electroweak baryogenesis (EWBG). In the yellow shaded region, the electroweak minimum is not the global minimum at zero temperature and is excluded. The blue region is where the phase transition is strong first-order. The light blue region can still lead to a strong first-order phase transition in the modified cosmology scenario. The solid red line splits the regions where $\mu_S^2(T_c) < 0$ and $\mu_S^2(T_c) > 0$.

Depending on the sign of the bare scalar mass term $\mu_S^2$, the EWPT in this model can proceed in two possible ways.

1. $\mu_S^2 > 0$: This occurs at large $m_S$ and small $\lambda_{HS}$. In this case, the potential grows away from $S = 0$. Thus, the potential is one-dimensional along the $h$ direction. This leads to a one-step phase transition where the field initially sits in a homogeneous configuration at the origin and tunnels through the barrier towards the electroweak minimum, i.e., $(\langle \phi \rangle, \langle S \rangle) = (0, 0) \rightarrow (v_0, 0)$.

2. $\mu_S^2 < 0$: This occurs at small $m_S$ and large $\lambda_{HS}$. In this case, the universe can transition into a minimum along the $S$ direction before the EWPT occurs, i.e., $(\langle \phi \rangle, \langle S \rangle) = (0, 0) \rightarrow (0, \neq 0) \rightarrow (v_0, 0)$. This scenario requires a precise numerical calculation to compute the details of the EWPT.

### 7.3.2 Dynamics of the phase transition

The EWPT occurs when the temperature of the universe drops below the critical temperature $T_c$ and the EWSB minimum becomes the global minimum. Specifically, we require a first-order phase transition when the global EWSB minimum is separated from the EW symmetry preserving minimum by a potential barrier.

In the early universe, EWPT is driven by thermal fluctuations which eventually excite the field to cross the potential barrier. The calculation of the phase transition boils down
to finding the field profile that corresponds to such thermal excitations and appears most quickly to drive the transition. The crucial quantity for finding the transition temperature is the probability of finding a field configuration with action $S_3$ within a volume $V$.

$$\frac{\Gamma}{V} \approx T^4 \exp \left(-\frac{S_3(T)}{T}\right).$$

(7.4)

Thus, the most probable configurations (as usual) are ones with the smallest action, which in turn are the most symmetric ones. Note that we can start with a static field configuration (as the time derivative can only increase the result), thus we can write down the action for an $O(3)$ symmetric field bubble. In addition, we are interested in cases where the $S$ field cannot be neglected during the transition. This leads to a slightly more complicated action involving both scalar fields as

$$S_3 = 4\pi \int dr \, r^2 \left[ \frac{1}{2} \left( \frac{dh}{dr} \right)^2 + \frac{1}{2} \left( \frac{dS}{dr} \right)^2 + V_{\text{eff}}(h, S, T) \right],$$

(7.5)

where $V_{\text{eff}}$ is the finite temperature effective potential in Appendix E.

When the scalar mass $m_S$ is large, the potential grows in the $S$ direction. In this case, we can set $S = 0$ which leads to a much simpler analysis involving just the Higgs field direction. However, for small $m_S$, the universe transitions to the $\langle S \rangle > 0$, $\langle \phi \rangle = 0$ minimum before the EWPT. During this transition, no barrier is generated between the origin and the $\langle S \rangle > 0$ vacuum, i.e., the transition is a smooth crossover. The new problem when compared with the single field case is finding a trajectory in the field space which connects the initial vacuum ($\langle S \rangle > 0$, $\langle \phi \rangle = 0$) with the electroweak one ($\langle S \rangle = 0$, $\langle \phi \rangle = v_0$) and minimising the action in Eq. (7.5).

We follow a similar approach to the one outlined in Refs. [432–434]. We begin by choosing a path $\vec{\chi}(t) = (\phi(t), S(t))$ that connects the initial and final vacuum. We always set

$$\left| \frac{d\vec{\chi}}{dt} \right|^2 = \left( \frac{d\phi}{dt} \right)^2 + \left( \frac{dS}{dt} \right)^2 = 1$$

(7.6)

such that $d\vec{\chi}/dt$ ($d^2\vec{\chi}/dt^2$) is a unit vector parallel (perpendicular) to the path. Thus, we can rewrite the equations of motion (EOMs) from the original action in Eq. (7.5), namely

$$\frac{d^2h}{dr^2} + \frac{2}{r} \frac{d\phi}{dr} = \frac{\partial V}{\partial \phi}, \quad \frac{d^2S}{dr^2} + \frac{2}{r} \frac{dS}{dr} = \frac{\partial V}{\partial S},$$

(7.7)

in terms of the path $\vec{\chi}(t)$ as

$$\frac{d\vec{\chi}}{dt} \frac{d^2r}{dt^2} + \frac{d^2\vec{\chi}}{dt^2} \left( \frac{dt}{dr} \right)^2 + \frac{2}{r} \frac{d\vec{\chi}}{dt} \frac{dt}{dr} = \nabla V.$$  

(7.8)

By taking the part proportional to $d\vec{\chi}/dt$, we get the following EOM along the path

$$\frac{d\vec{\chi}}{dt} \left( \frac{d^2\chi}{dr^2} + \frac{2}{r} \frac{d\phi}{dr} \right) = (\nabla V)_\parallel,$$

(7.9)
while by taking the part proportional to $d^2 \dot{\chi}/dt^2$, we get the following EOM perpendicular to the path

$$
\frac{d^2 \dot{\chi}}{dt^2} \left( \frac{dt}{dr} \right)^2 = (\nabla V)_\perp. \tag{7.10}
$$

For a given path (just as in the one-dimensional case), finding the bubble profile corresponds to solving Eq. (7.9) along the path as

$$
\frac{d^2 t}{dr^2} + \frac{2 dt}{r dr} = \frac{dV}{dt} \tag{7.11}
$$

to find $t(r)$ subject to the following boundary conditions which are required for a finite action

$$
\frac{dt}{dr} \bigg|_{r=0} = 0, \quad t(r \to \infty) = V_f. \tag{7.12}
$$

Here $V_f$ is the value of the potential in the decaying initial vacuum. The problem in choosing a certain path is that we are completely neglecting Eq. (7.10) which must also be satisfied to solve Eq. (7.7).

To solve both EOMs, we choose a certain initial path and require Eq. (7.11) to satisfy the boundary conditions in Eq. (7.12). This gives us $dt/dr$ along the path which is used to calculate

$$
\tilde{N} = \frac{d^2 \dot{\chi}}{dt^2} \left( \frac{dt}{dr} \right)^2 - (\nabla V)_\perp. \tag{7.13}
$$

We modify our path until $\tilde{N} = 0$ which corresponds to finding a solution of Eq. (7.10). In practice, this should be done iteratively. Each step consists of moving each point along our path in the direction of $\tilde{N}$ and finding a modified path by fitting a polynomial to the modified points; fitting a function is necessary as otherwise, the algorithm becomes highly unstable. This is so because the result of one such modification is not a smooth function and the second derivative can grow uncontrollably, which would lead to an even bigger growth in subsequent modifications. We choose to fit a polynomial of order 5 after finding that the use of higher powers does not increase the accuracy of the results any further. After 20 such modifications, we again calculate the tunnelling action along the modified path by solving Eq. (7.11). This gives us the next approximation for $S_3$ and $dt/dr$ along the path which are used for further path modification. After a few such steps, the action stabilises which means that a solution has been found.

We have checked that the above algorithm converges to the result expected from any reasonable initial guess for the path. However, in practice, it is most convenient to start with a path obtained by choosing $S$ which minimises the potential for each $h$ between the initial and final vacuum. In fact, in this model, this simple choice proves to be a good approximation, and the path obtained from the path modification algorithm decreases the resulting action only by a few percent. This leads to a negligible modification of the transition temperature $T_*$. 
7.4. Experimental probes

We can use the action in Eq. (7.5) and decay width in Eq. (7.4) to find $T_*$. We assume that the phase transition proceeds when at least one bubble is nucleated in every horizon

$$\int_{T_*}^{\infty} \frac{1}{TH} V_H dT = \int_{T_*}^{\infty} \left( \frac{1}{T} \sqrt{\frac{45}{\pi g_{\text{eff}}}} \frac{M_p}{T} \right)^4 \exp \left( -\frac{S_3(T)}{T} \right) dT = 1, \quad (7.14)$$

where $V_H$ is the horizon volume, $H$ is the Hubble rate and $g_{\text{eff}}$ is the effective number of degrees of freedom at temperature $T$.\footnote{We use the tabulated values of $g_{\text{eff}}$ as a function of $T$ from micrOMEGAs_v3.6.9.2 \cite{micromegas}.} Under this assumption, our results depend on the thermal history of the universe. Indeed, this dependence is not negligibly small as previously shown in Ref. \cite{426}.

In Figs. 7.1 and 7.2, we show the model parameter space relevant for EWBG. The main difference between the simplified analysis using the critical temperature $T_c$ in Fig. 7.1 and the actual transition temperature $T_*$ in Fig. 7.2 is visible in the strong transition region, i.e., $v/T \geq 1$. Large values of $v_c$ mean that the barrier between the electroweak minimum and the symmetric one is large; the probability of the transition is so low that the universe would remain until today in a vacuum that preserves EW symmetry, i.e., $T_* \sim 0$. This scenario is of course excluded.

7.4 Experimental probes

In the following subsections, we discuss three experimental probes for scalar singlet EWBG, namely collider, GW and DM signals.

7.4.1 Collider signals

The direct detection of the new scalar at the LHC is hopeless due to its small signal-to-background ratio. However, it could be detected at a 100 TeV collider as long as its mass (coupling) is small (large) enough \cite{400}. This distinct possibility only covers a small portion of the model parameter space that is of interest to us. On the other hand, following indirect collider searches provide a far better probe of this scenario.

1. Modification of the triple Higgs coupling: The modification coming from the new scalar $S$ is

$$\lambda_3 = \frac{1}{6} \frac{\partial^3 V(\phi, S = 0, T = 0)}{\partial h^3} \bigg|_{h = v_0} \approx -\frac{m_h^2}{2v_0} + \frac{(\lambda_{H SV_0})^3}{24\pi^2 m_S^2}. \quad (7.15)$$

The triple Higgs coupling $\lambda_3$ can only be measured at the HL-LHC in double Higgs production events where the very small cross sections again make the measurement difficult. The estimated precision on this coupling is roughly 30% at the HL-LHC \cite{436} and can get up to 13% at 1 TeV ILC with 2.5 ab$^{-1}$ of experimental data \cite{437}.\footnote{We use the tabulated values of $g_{\text{eff}}$ as a function of $T$ from micrOMEGAs_v3.6.9.2 \cite{micromegas}.}
Figure 7.2: Parameter space of the scalar singlet model relevant for EWBG along with the reach of various collider experiments. In the yellow shaded region, the electroweak minimum is not the global minimum of the potential at zero temperature and is excluded. In the grey region, the universe is trapped in a metastable vacuum which preserves the electroweak symmetry. The blue region realises a strong first-order phase transition, whereas the light blue region can still be allowed due to the cosmological modification. Regions above the dotted and dashed lines can be tested at various collider experiments. Here \( \Delta \lambda_3 \equiv (\lambda_3 - \lambda_3^{\text{SM}}) / \lambda_3^{\text{SM}} \) is the modification of the triple Higgs coupling with respect to the SM expectation.

Much better precision is expected at the 100 TeV \( pp \) collider [438, 439]. Together with the direct detection of the new scalar via an off-shell Higgs decay [400], it could probe the entire model parameter space relevant for EWBG. However, the time frame of the 100 TeV collider is much bigger than other discussed experiments. Thus, we do not included it in our comparisons.

2. Modification of the \( Z h \) production at lepton colliders: The fractional change of the \( Z h \) production cross section relative to its SM value is [400, 440]

\[
\Delta \sigma_{Zh} = \frac{1}{2} \frac{\lambda_{HS}^2 v_0^2}{4 \pi^2 m_h^2} \left[ 1 + F \left( \frac{m_h^2}{4m_S^2} \right) \right],
\]

(7.16)

where

\[
F(\tau) = \frac{1}{4 \sqrt{\tau(\tau - 1)}} \log \left( \frac{1 - 2\tau - 2\sqrt{\tau(\tau - 1)}}{1 - 2\tau + 2\sqrt{\tau(\tau - 1)}} \right).
\]

(7.17)

The ILC is expected to reach a precision of 2%, whereas FCC-ee/TLEP will reach about 0.6% accuracy at 95% C.L. [441].

In Fig. 7.2, we show parts of the model parameter space that are accessible at colliders. As evident, a measurement of \( \lambda_3 \) is the best probe of the neutral scalar scenario. The ILC and a 100 TeV \( pp \) collider would be able to probe most of model parameter space where a strong first-order phase transition occurs for scalar masses above \(~ 350 \text{ GeV}\). The \( Z h \)
production is a somewhat weaker probe. The ILC is not expected to see any modification if the model is realised as it can only probe the unphysical region of the model parameter space. On the other hand, FCC-ee/TLEP could probe a significant portion of the model parameter space where a one-step phase transition can occur. However, it will have a smaller reach in the low mass region than the ILC. In the high mass region, it cannot probe the full parameter space where a strong first-order phase transition occurs.

### 7.4.2 Gravitational wave signals

A strong first-order phase transition is a very violent event in the early history of the universe. The nucleation and subsequent collision of bubbles, which convert the symmetric vacuum to the electroweak one, is a process that is far away from equilibrium and brings about vast transfers of energy. As all the fields are flat and interact gravitationally, it offers the perfect setting for the creation of GW signals. This has been widely studied in the literature where three primary sources of GWs have been identified. These are the collisions of the bubble walls [311, 442, 443], sound waves generated after the transition [444, 445] and the magneto-hydrodynamical (MHD) turbulence in the plasma [446].

Using the details of the phase transition as outlined above, we can calculate the energy carried by the bubbles that drive the transition and the time scale on which they proceed. These quantities are required to obtain the GW signals from the transition [317]. The first crucial parameter is the ratio of latent heat released from the transition to the energy density of the plasma background [320]

$$\alpha = \frac{1}{\rho R} \left[ -(V_{\text{EW}} - V_f) + T \left( \frac{dV_{\text{EW}}}{dT} - \frac{dV_f}{dT} \right) \right]_{T=T_c}, \quad (7.18)$$

where $V_f$ is the value of the potential in the unstable vacuum (in which the field initially resides) and $V_{\text{EW}}$ is the value of the potential in the final vacuum. The second crucial parameter is the inverse time of the phase transition

$$\frac{\beta}{H} = \left[ T \frac{d}{dT} \left( \frac{S_3(T)}{T} \right) \right]_{T=T_c}. \quad (7.19)$$

The parameters $\alpha$ and $\beta/H$ in Eqs. (7.18) and (7.19) allow us to compute the GW signals arising from the phase transition.

The first important source of GWs is bubble collisions. The peak frequency of the resulting signal is [442]

$$f_{\text{col}} = 16.5 \times 10^{-6} \frac{0.62}{v_b^3} \frac{0.11}{1 + 0.18v_b + 1.8} \frac{\beta}{H} \frac{T_\ast}{100} \left( \frac{g_*}{100} \right)^{1/2} \text{Hz} \quad (7.20)$$

and the energy density is

$$\Omega h^2_{\text{col}}(f) = 1.67 \times 10^{-5} \left( \frac{\beta}{H} \right)^{-2} \frac{0.11v_b^3}{0.42 + v_b^2} \left( \frac{\kappa \alpha}{1 + \alpha} \right)^2 \left( \frac{g_*}{100} \right)^{-4/3} \frac{3.8(f/f_{\text{col}})^{2.8}}{1 + 2.8(f/f_{\text{col}})^{3.8}} \quad (7.21)$$
The efficiency factor $\kappa$ and the bubble wall velocity $v_b$ is given by

$$
\kappa = \frac{\alpha_{\infty}}{\alpha} \left( \frac{\alpha_{\infty}}{0.73 + 0.083 \sqrt{\alpha_{\infty} + \alpha_{\infty}}} \right), \quad v_b = \frac{1/\sqrt{3} + \sqrt{\alpha^2 + 2\alpha/3}}{1 + \alpha}.
$$

(7.22)

This definition encompasses a fact that during a strong first-order phase transition, the energy deposited into the fluid saturates at $[263, 264, 447]$

$$
\alpha_{\infty} = 4.9 \times 10^{-4} \left( \frac{v_*}{T_*} \right)^2.
$$

(7.23)

We obtain values of $\alpha \in [10^{-3}, 10]$ and $\beta/H \in [1, 10^4]$. The condition $\alpha > \alpha_{\infty}$ is satisfied by a majority of points and gives hope for a detection in the near future. The bubble wall velocity in Eq. (7.22) provides only a lower bound on the true wall velocity $[442]$. However, we have checked that replacing it with $v_b = 1$ (more appropriate for a strong transition) does not modify our results noticeably. The same can be said about varying the bubble wall velocity within some uncertainty, say 20%. Although the GW spectrum changes slightly as their frequency and magnitude are multiplied by this $O(1)$ factor, the resulting reach of future GW experiments does not change significantly. For parameter points which give $\alpha < \alpha_{\infty}$, the contribution from bubble collisions to the GW signal can be removed.

The second source of GWs is sound waves generated in the plasma after the bubble collision. The corresponding peak frequency is $[444, 445]$

$$
f_{sw} = 1.9 \times 10^{-5} \frac{\beta}{H} \frac{1}{v_b} \frac{T_*}{100} \left( \frac{g_*}{100} \right)^{\frac{1}{2}} \text{ Hz}
$$

(7.24)

and the energy density is

$$
\Omega h_{sw}^2(f) = 2.65 \times 10^{-6} \left( \frac{\beta}{H} \right)^{-1} \left( \frac{\kappa \alpha}{1 + \alpha} \right) \left( \frac{g_*}{100} \right)^{-\frac{1}{2}} v_b \left( \frac{f}{f_{sw}} \right)^{3} \left( \frac{7}{4 + 3 (f/f_{sw})^2} \right)^{\frac{7}{2}}.
$$

(7.25)

The last remaining source of GW signals is the MHD turbulence in the plasma. The peak frequency is $[446]$

$$
f_{turb} = 2.7 \times 10^{-5} \frac{\beta}{H} \frac{1}{v_b} \frac{T_*}{100} \left( \frac{g_*}{100} \right)^{\frac{1}{2}} \text{ Hz}
$$

(7.26)

and the energy density is

$$
\Omega h_{turb}^2(f) = 3.35 \times 10^{-4} \left( \frac{\beta}{H} \right)^{-1} \left( \frac{\epsilon \kappa \alpha}{1 + \alpha} \right)^{\frac{1}{2}} \left( \frac{g_*}{100} \right)^{-\frac{1}{2}} v_b \left( \frac{f}{f_{turb}} \right)^{3} \left( 1 + f/f_{turb} \right)^{-\frac{11}{4}} \frac{[1 + 8 \pi f a_0/(a_0 H_*)]}{[1 + 8 \pi f a_0/(a_0 H_*)]},
$$

(7.27)

where the efficiency factor $\epsilon = 0.05$. The total energy density of GWs is a sum of all of the above mentioned sources $[320]$

$$
\Omega_{GW} h^2(f) = \Omega h_{col}^2(f) + \Omega h_{sw}^2(f) + \Omega h_{turb}^2(f).
$$

(7.28)
7.4. Experimental probes

Figure 7.3: Parameter space of the scalar singlet model relevant for EWBG along with the gravitational wave (GW) signals. In the green and purple shaded regions, the GW signals from the phase transition will be accessible in LISA and BBO experiments respectively. A few example points are marked and their GW spectra are shown in Fig. 7.4.

Figure 7.4: Spectra of GWs from EWPT for the example points marked in Fig. 7.3. Projected sensitivities of the future GW detectors such as LISA, BBO and the current LIGO experiment are also shown.

In general, the magnitude of the GW signal grows with the strength of the phase transition. In Figs. 7.3 and 7.4, we illustrate this effect and show the regions of the model parameter space that are accessible at future GW detectors, specifically LISA (using the most promising configuration A5M5) [448] and BBO [449]. For comparison sake, we also show the reach of LIGO [450] which cannot probe any part of the model parameter space relevant for EWBG.
For any value of the scalar mass $m_S$, the barrier separating the initial symmetric vacuum and the final EWSB one grows with $\lambda_{HS}$. This increases the Higgs VEV after the transition, reduces the transition temperature as tunnelling becomes suppressed, and results in an initial unstable configuration of the field which survives longer due to a larger barrier. This means that the action $S_3$ grows while the transition temperature $T_\ast$ lowers. At some point, this leads to an over-suppression of the thermal tunnelling by a factor of $S_3/T$. This would cause the field to remain in the initial unstable configuration up until today, i.e., $T_\ast \approx 0$. This scenario is of course excluded.

For low transition temperatures, the vacuum decay is driven by quantum fluctuations and is only suppressed by the action $S_4 [451]$ instead of $S_3/T$ in the exponent. The quantum tunnelling action $S_4$ still depends on the temperature as the potential does. However, this dependence is rather weak as the potential is close to its zero temperature value when the quantum tunnelling becomes important. The calculation of the action is technically very similar to the procedure outlined above. In this case, one main difference is that the solution is four-dimensional as it also includes the Euclidean time. Numerically, the resulting action is similar to the 3D one and the decay probability is much smaller than in the thermally-induced decay case. In the end, this effect saves some part of the model parameter space as the integrated decay probability is increased by adding this small probability in the integral over the temperature when the quantum tunnelling dominates and the BBN temperature $T_{\text{BBN}}$. However, this is a subdominant effect and the part of the model parameter space where it enables the phase transition to occur is negligible. While the calculation of the GW signal is different in this case, the difference between the vacuum energies is still very large, and the resulting signal magnitude would be just as large as in the high-temperature case. This allows for an observation up to the border of the allowed model parameter space.

An important point to note is that for all possible values of the scalar mass $m_S$, there is a significant region of the model parameter space where a successful EWBG is followed by an observable GW signal. Specifically, for low scalar masses, the coupling $\lambda_{HS}$ is too small for indirect detection at future based colliders, whereas the GW signal produced during the EWPT is within reach of planned GW detectors. Thus, we can conclude that the detection of GWs can be a more sensitive probe than the indirect collider searches.

### 7.4.3 Dark Matter signals

In this model, the new scalar $S$ is stable and acts as a DM candidate. All the DM considerations can be avoided if the model is extended by adding new dark sector fields which couple to the SM only via the new scalar $S [340,405,406,452]$. In that case, the new scalar would decay into light dark sector particles, thereby avoiding all the DM detection limits. However, if the minimal model is realised, these bounds provide strong exclusion
limits on the model parameter space [30].

To calculate the relic abundance of $S$ in the universe today, we follow the standard analysis by writing down the Boltzmann equation [453]

$$\frac{dY}{dx} = \frac{2\pi}{45} \frac{m_S^3}{x^4H} \left( h_{\text{eff}} + \frac{T}{3} \frac{d h_{\text{eff}}}{dT} \right) \langle \sigma v_{\text{rel}} \rangle \left( Y_{\text{eq}}^2 - Y^2 \right),$$

(7.29)

where $Y = n/s$, $x = m_S/T$, $\langle \sigma v_{\text{rel}} \rangle$ is the thermally-averaged annihilation cross-section and $h_{\text{eff}}$ is the effective number of entropy degrees of freedom. For the calculation of the $\sigma v$ into various SM final states, we use the results from Ref. [324]. We numerically solve Eq. (7.29) and obtain the number density $n_0$ of the scalar $S$ today. Finally, the $S$ relic density is

$$\Omega_S h^2 = \frac{m_S Y_0 s_0}{3 M_p^2 H_0^2} \sim m_S Y_0 \times 2.76 \times 10^8.$$  

(7.30)

Assuming that $S$ is the only DM candidate, its relic density must match with the Planck measured value [75]

$$\Omega_{\text{DM}} h^2 = 0.1188.$$  

(7.31)

However, if we assume a multicomponent dark sector, the $S$ abundance can be smaller but still cannot exceed the measured value.

To impose the direct search limits on the model parameter space, we calculate the spin-independent (SI) scalar-nucleon cross-section [30] as

$$\sigma_{\text{SI}} = \frac{\mu^2 f_N^2 f_{\text{SI}}^2}{4 m_n^2 m_h^4},$$

(7.32)

where $\mu = m_n m_S/(m_n + m_S)$ is the DM-nucleon reduced mass, $m_n = 938.95$ MeV and $f_N = 0.3$ [324,454,455]. If the $S$ abundance is smaller than the Planck measured value in Eq. (7.31), the SI cross-section in Eq. (7.32) must be scaled appropriately such that the parameter points with

$$\frac{\Omega_S}{\Omega_{\text{DM}}} \sigma_{\text{SI}} > \sigma_{\text{EXP}}$$  

(7.33)

are excluded.

At the time when our study was performed, the best upper limit on the SI DM-nucleon cross-section came from the LUX (2016) experiment [193]. Using these limits, we show the regions of the model parameter space excluded by the LUX experiment in Fig. 7.5. In regions where EWBG is viable, the scalar $S$ constitutes less than 1% of the total DM abundance. Even in this case, the LUX (2016) experiment can severely constrain the model parameter space. In fact, only a small region of the model parameter space is allowed where the $S$ abundance is small, either requiring scalar masses $m_S > 700$ GeV or masses just above the Higgs resonance $m_S \sim m_h/2$.

Our results also take into account the vacuum structure of the theory. The region where no EWPT occurs is not constrained by these results as such cases lead to a freeze-out of
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Figure 7.5: Parameter space of the scalar singlet model relevant for EWBG along with the DM abundance and LUX (2016) limits. Constraints from the vacuum structure of the theory are also taken into account. Thus, the correct abundance and the LUX (2016) limits do not enter in the grey and yellow shaded regions.

DM particles in the wrong vacuum; a much different computation of the DM relic density is required in that case. However, this is a pointless exercise to a large extent as the region is already excluded. There is a small loophole to this argument, namely in the region just below the no-EWPT excluded region where the transition proceeds at very low temperature. This means that the DM particles can freeze-out before EWPT occurs in a vacuum with \( \langle S \rangle > 0, \langle \phi \rangle = 0 \) for \( m_S < 600 \text{ GeV} \) or \( \langle S \rangle = \langle \phi \rangle = 0 \) for \( m_S > 600 \text{ GeV} \). Even this exotic possibility is mostly ruled out. For \( m_S > 600 \text{ GeV} \), DM particles freeze-out in the symmetry preserving vacuum. This closes all the usual decay channels generated by the \( hSS \) vertex as the Higgs VEV is zero. The resulting abundance of DM particles is higher than it would be in the electroweak vacuum; this region is more constrained by direct detection experiments. The \( m_S < 600 \text{ GeV} \) region has to be considered in two parts.

1. In the \( m_S < 2m_h \) region, even though the \( S \) VEV generates a \( Shh \) vertex, the \( S \rightarrow hh \) decay is kinematically forbidden. As discussed earlier, most of the decay channels via the Higgs decay into SM particles are closed due to a missing \( hSS \) vertex. Only the \( SS \rightarrow hh \) channel is available, which results in a smaller cross-section and larger \( S \) abundance. This is again constrained by direct detection experiments.

2. The last possibility is \( 2m_h < m_S < 600 \text{ GeV} \) where the decay \( S \rightarrow hh \) is possible. In principle, one could try to find points where the slightly larger DM abundance is depleted as \( S \) decays into Higgses in a short time between its freeze-out and EWPT. However, confirming this possibility would require a dedicated study in a negligibly
small region of the model parameter space. We leave this possibility unresolved as even if such points exist, they are very fine-tuned, and their existence is indeed open for questions.

In conclusion, $S$ cannot play the role of a single-component DM in regions where EWBG is allowed. Secondly, in the regions where EWBG is realised, even a very small $S$ abundance is enough to provide severe constraints from direct detection experiments. Moreover, the region of low mass and large coupling, which is considered as a hope for a successful EWBG in this scenario, is ruled out by the vacuum structure of the theory. However, we must keep in mind that by adding a lighter particle (e.g., a Dirac fermion [452, 456], another scalar [457]) which couples only to the scalar $S$, all the DM constraints can be removed without affecting our predictions for EWBG. This case would correspond to a freeze-out of the new scalar via its decay into the dark sector particles. This is an important realisation as the scalar $S$ without any new dark sector particles cannot account for all of the observed DM abundance.

### 7.5 Cosmological modification

To ensure that the viability of the model parameter space is well-studied, we discuss a possible modification of the cosmological history which can expand this area significantly. We focus on a simple and generic cosmological modification that can describe the effects of current cosmological models.

We assume an additional contribution $\rho_N$ to the energy budget of the early universe. In this case, the modified Friedmann equation is

$$H^2 \equiv \left(\frac{\dot{a}}{a}\right)^2 = \frac{8\pi}{3M_p^2} \left(\frac{\rho_R}{a^4} + \frac{\rho_N}{a^n}\right), \quad (7.34)$$

where $a \equiv a(t)$ is the scale factor and $n > 4$ such that the new component dilutes before it modifies any cosmological measurements. The first of such important measurements comes from BBN [458, 459]. The Hubble rate can be measured at the time of BBN as we precisely know when the neutrons need to freeze-out for a small fraction of them to recreate the observed abundance of light elements. While the observed expansion rate is consistent with a universe filled with the SM radiation, we are allowed to add a small fraction of the new component $\rho_N$ within experimental uncertainties.

We translate the effective number of neutrino species into a modification of the Hubble rate [460] as

$$\frac{H}{H_R}_{BBN} = \sqrt{1 + \frac{7}{43}\Delta N_{\text{eff}}}, \quad (7.35)$$

where $H_R$ is the standard case (i.e., SM radiation) and

$$\Delta N_{\text{eff}} = (N_{\text{eff}} + 2\sigma) - N_{\text{eff}}^{\text{SM}} = (3.28 + 2 \times 0.28) - 3.046 = 0.794$$
is the difference between the effective number of neutrinos in the SM radiation case and the experimental upper bound at 2σ C.L. [458, 459]. We assume that the new component does not directly interact with the SM such that the usual relationship between the scale factor and temperature holds, namely

$$\frac{\rho_R}{a^4} = \frac{\pi^2}{30} g T^4,$$

(7.36)

where \( g \) is the number of degrees of freedom in the SM. This gives a known result for the Hubble rate in the radiation-dominated case

$$H_R = \sqrt{\frac{4\pi g T^2}{45 M_p}}.$$

(7.37)

We can calculate an upper bound on the expansion rate at an earlier time, i.e., high-temperature. The contribution arising from the new component grows quickly and dominates the total energy density. When this occurs, we can neglect \( \rho_R \) in Eq. (7.34) and arrive at the following result

$$\frac{H}{H_R} = \sqrt{\left(\frac{H}{H_R}_{\text{BBN}}\right)^2 - 1 \left[\left(\frac{g}{g_{\text{BBN}}}\right)^{\frac{1}{2}} \frac{T}{T_{\text{BBN}}}\right]^{(n-4)/2}},$$

(7.38)

where the quantities with the subscript “BBN” are calculated at the BBN temperature \( T_{\text{BBN}} = 1 \text{ MeV} \). The resulting maximal modification of \( H \) is shown in the left panel of Fig. 7.6. In particular, \( n = 6 \) case can be realised in many cosmological models and results in an increase that can be as big as \( 10^5 \) in temperature around EWPT. This large modification has important consequences for DM and EWBG as discussed below.

### 7.5.1 The sphaleron bound

We revisit the sphaleron bound and its modification due to a non-standard cosmological history. The simplest criterion for the decoupling of sphalerons is

$$\Gamma_{\text{Sph}} = B_0 T^4 \frac{g}{4\pi} \left(\frac{v}{T}\right)^7 \exp\left(-\frac{4\pi v}{g T}\right) \leq H,$$

(7.39)

where the constant \( B_0 \) encapsulates the details of the \( SU(2) \) sphaleron calculation. Rigorous calculation of the value of \( B_0 \) has generally proved to be difficult and a few different values have been used in the literature, leading to different bounds on \( v/T \) [238, 407, 428, 429]. We use the standard bound in Eq. (7.3) for the SM radiation dominated case, i.e., \( H = H_R \). In the right panel of Fig. 7.6, we show the values of \( v/T \) needed to decouple the sphalerons after the EWPT as a function of the modified Hubble rate. In comparing the two panels in Fig. 7.6, we see that the required ratio can be as low as \( v/T \sim 1/2 \) for cosmological models with \( n = 6 \). We highlight this value in our results below and show its impact on the DM signals.
7.5.2 Implications for dark matter

The abundance of $S$ is very sensitive to any modifications in the cosmological history. An increased Hubble rate $H$ would result in an earlier freeze-out of the new scalar $S$ than in the case of standard cosmology. This would result in a larger abundance of $S$ in the universe today. To see this effect in action, we simply replace $H$ in Eq. (7.29) with a modified Hubble rate as given in Eq. (7.38). The result is shown in Fig. 7.7. The $S$ abundance is evidently increased by orders of magnitude. The $n = 6$ case can achieve the correct abundance in all parts of the model parameter space up to the region excluded by the vacuum structure. However, no parameter space that allows for the observed DM abundance opens up due to this modification. This is so because the increased $S$ abundance also results in severe direct detection limits from the LUX (2016) experiment.

It is interesting to note that a higher expansion rate increases the DM abundance for large couplings while allowing for smaller ones to be compatible with EWBG, thereby bringing the two regions closer.

7.6 Summary

In this chapter, we studied the viability and detection prospects of a scalar singlet extension of the SM. In particular, we have focused on two attractive features of this model, namely the possibility to facilitate EWBG and a DM candidate. We have discussed various experimental probes of this scenario and their reach in parts of the model parameter space. These include collider signals, detection of GW signals from the phase transition and
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Figure 7.7: Parameter space of the scalar singlet model relevant for EWBG along with the DM abundance and LUX (2016) limits from a modified cosmological history. Values of $\lambda_{HS}$ along the green lines give the correct DM abundance for cosmological modification at given $n$. For $n = 6$, the correct DM abundance can be obtained anywhere between the area excluded by the vacuum structure and the usual radiation domination case, $n = 4$. The LUX limit in the solid red line is based on the $S$ abundance for $n = 6$.

direct DM detection limits.

We have studied the dynamics of the phase transition in regions where a two-step phase transition occurs. In this case, the universe first transitions into a minimum along the $\langle \phi \rangle = 0$, $\langle S \rangle > 0$ vacuum configuration and then subsequently decays to the electroweak vacuum $\langle \phi \rangle = v_0$, $\langle S \rangle = 0$. This allowed us to accurately compute the transition temperature $T_*$ and its strength $v_s/T_*$. In turn, these enable us to predict the GW signals from the phase transition in all parts of the model parameter space.

Our most important conclusion is that a significant portion of the model parameter space will be accessible at the planned GW experiments but is beyond the reach at the future collider experiments. The region of small coupling is especially attractive as it guarantees that the use of a one-loop analysis is accurate and no Landau poles arise near the electroweak scale when the scalar coupling grows with the RGE. For more details, see Ref. [400].

We also extensively tested the possibility of the new scalar as a DM candidate. Using the standard freeze-out of $S$ to compute its present relic density, we identified the model parameter space where $S$ satisfies the observed DM abundance and is constrained by the limits from the LUX (2016) experiment. Here the conclusion is that the correct DM abundance cannot be obtained simultaneously with a strong first-order EWPT. The small abundance of $S$ is enough to be constrained by direct DM searches. The situation becomes worse in the region of small scalar mass and large coupling as it is excluded by the vacuum
structure. In this case, our universe would never transition to the electroweak vacuum, at least for perturbative values of the couplings $\lambda_S$ and $\lambda_{HS}$.

There are only two regions where EWBG is viable. The first is the region close to the Higgs resonance $m_S \sim m_h/2$ and the other at scalar masses $m_S > 700$ GeV. However, we must note that all the DM constraints can be avoided if the scalar only serves as a mediator between the SM and a new DM candidate. In that case, the details of EWPT would essentially remain the same.

Lastly, we have checked which parts of the model parameter space open up when the cosmological history is modified. We employed a simple cosmological model by assuming a new energy constituent $\rho_N$ that redshifts faster than radiation, i.e., $\rho_N \propto a^{-n}$ for $n > 4$. We placed bounds on the expansion rate of the universe without spoiling any existing astrophysical observations. We concluded that the cosmological modification has significant implications for both EWBG and the DM abundance. This lead to a shift in the regions where the two requirements can be matched with observations. However, an increase in the DM abundance is always followed by severe constraints from direct search experiments. Thus, no new viable parameter space opens up.
Part III

Global fits


8.1 Introduction

In chapter 7, we studied the phenomenology of the scalar singlet model in light of EWBG. With an assumed $Z_2$ symmetry: $S \rightarrow -S$, we required the new scalar $S$ to be a DM candidate. Using the standard freeze-out of $S$, we computed its relic density and constrained parts of the model parameter space using the observed DM abundance and direct detection limit from the LUX (2016) experiment. We found that the correct DM abundance cannot be obtained simultaneously with a strong first-order EWPT. These two requirements left us with two allowed regions, namely the Higgs resonance region $m_S \sim m_h/2$ and $m_S > 700$ GeV. We also noted that all the DM constraints could be avoided if the new scalar $S$ serves as a mediator between the SM and a new DM candidate. It is exactly this possibility that we wish to explore in this chapter. In particular, we study the phenomenology of an extended scalar singlet model with a fermionic DM candidate.

The singlet fermion DM model was first introduced in Ref. [461]. The model parameter space was constrained using the WMAP measured DM relic density, LEP2 limits on the Higgs boson mass and direct detection limits from the XENON100 and CDMS experiments. This study was further improved in Ref. [343] where constraints from electroweak precision tests, Higgs phenomenology at the LHC, relic density measurements from WMAP7 and direct detection limits from XENON100 experiment were imposed.

The model was revisited after the Higgs boson discovery in Ref. [462]. This study focused on the vacuum stability and triviality bounds (see also Ref. [463]). It was shown that the model is stable (without hitting a Landau pole) up to the Planck scale for a 125 GeV Higgs boson. It was also found that the regions where the electroweak vacuum is a global minimum of the potential are highly limited. This led to a strong bound on the second scalar mass $m_2$. A comparison with the fermion Higgs portal model was also made [464].

In light of EWBG, the model was first studied in Ref. [465]. Using a large Monte
Global fit of the extended scalar singlet model

Carlo scan of the model parameter space, the model was shown to account for the observed DM abundance. In addition, a strong first-order phase transition was realised without conflicting with any bounds from direct DM searches, electroweak precision tests and the latest Higgs data from the LHC. Similar results were obtained in Ref. [456] based on Markov Chain Monte Carlo (MCMC) scans of the model parameter space. Constraints from the latest Higgs searches at the LHC, direct detection limits from the LUX experiment, and limits from LEP and electroweak precision observables (EWPO) were taken into account. Both the tree- and loop-level barriers between the electroweak and symmetric minimum were studied.

In Ref. [452], the authors started out with a $Z_2$ symmetric case, i.e., a scalar Higgs portal [340, 405, 406] and showed that the observed DM abundance could be explained by either a freeze-out or freeze-in mechanism. However, this simple model cannot simultaneously account for the observed DM abundance and baryon asymmetry (in agreement with our findings in chapter 7). Thus, the model was extended by relaxing the assumed $Z_2$ symmetry and adding a new fermionic DM candidate. As the details of the EWPT mainly depend on the new scalar (however, the fermion DM does contribute at one-loop order), a strong first-order phase transition was realised in the extended model. The fermion DM was also shown to account for the observed DM abundance. Constraints from the vacuum stability and model perturbativity were also imposed at scales up to $10\text{ TeV}$. For more recent studies of this model, see Refs. [421, 466–474].

In this chapter, we perform the most comprehensive study to date of the extended scalar singlet model with a fermionic DM candidate based on Ref. [475]. In our global fit, we include the latest results from the Planck measured DM relic density [75], direct detection limit from the PandaX-II experiment [19], EWBG, EWPO [476] and Higgs searches at colliders [477,478]. We also find regions in the model parameter space where a successful EWBG is viable. This allows us to compute the gravitational wave (GW) signals arising from the phase transition and discuss their discovery prospects at current or future GW experiments.

We start by introducing the extended scalar singlet model with a fermionic DM candidate. After taking note of the free model parameters, we describe the set of constraints and likelihoods used in our global fit. We also present and discuss some of the preliminary results obtained from our global fit. Appendix F gathers supplementary information for understanding various expressions used in this chapter.

8.2 Model

We extend the SM by adding a new real scalar singlet $S$ and a Dirac fermion DM field $\psi$. The fermion DM is assumed to be living in the hidden sector and communicates with the
SM only via the new scalar. The model Lagrangian is given by [343]

\[ \mathcal{L} = \mathcal{L}_{\text{SM}} + \mathcal{L}_S + \mathcal{L}_\psi + \mathcal{L}_{\text{portal}}, \]  

(8.1)

where \( \mathcal{L}_{\text{SM}} \) is the SM Lagrangian,

\[ \mathcal{L}_S = \frac{1}{2} (\partial_\mu S)(\partial^\mu S) + \frac{1}{2} \mu^2 S^2 + \frac{1}{3} \mu_3 S^3 - \frac{1}{4} \lambda_S S^4, \]  

(8.2)

\[ \mathcal{L}_\psi = \bar{\psi}(i \slashed{\partial} - \mu_3) \psi - g_S \bar{\psi} S, \]  

(8.3)

\[ \mathcal{L}_{\text{portal}} = -\mu_0 \Phi \Phi \Phi - \frac{1}{2} \lambda_{\Phi S} \Phi \Phi \Phi S^2. \]  

(8.4)

A linear term of the form \( \mu_3 S \) is removed by a constant shift \( S \to S + \sigma \). This transformation redefines \( \mu_3, \mu_2, \mu_0, \mu_3, g_S \) and \( \mu_{\Phi S}. \) In writing the above Lagrangians, we have assumed that these parameters take their redefined values. When \( \mu_3 = g_S = \mu_{\Phi S} = 0 \), the model reduces to the scalar Higgs portal model studied in chapter 7.\(^2\)

With an extra scalar field, the tree-level scalar potential is

\[ V_{\text{tree}} = V_{\text{SM}} + V_S + V_{\text{portal}}, \]  

(8.5)

where \( V_S \) and \( V_{\text{portal}} \) can be read directly from Eqs. (8.2) and (8.4) respectively. The SM part of the potential reads

\[ V_{\text{SM}} = -\mu^2 \Phi \Phi + \lambda_\Phi (\Phi \Phi)^2, \]  

(8.6)

where

\[ \Phi = \begin{pmatrix} \frac{1}{\sqrt{2}} \phi + iG^0 \end{pmatrix} \]  

(8.7)

is the SM Higgs doublet and \((G^\pm, G^0)\) are the “would-be” Goldstone bosons.

In general, both \( \phi \) and \( S \) can develop non-trivial vacuum expectation values (VEVs). Denoting these VEVs at \( T = 0 \) by \( v_0 \) and \( s_0 \) respectively, i.e.,

\[ \langle 0|\phi|0 \rangle \big|_{T=0} = v_0, \quad \langle 0|S|0 \rangle \big|_{T=0} = s_0, \]  

(8.8)

we can expand \( \Phi \) and \( S \) in the unitary gauge as

\[ \Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_0 + \varphi \end{pmatrix}, \quad S = s_0 + s, \]  

(8.9)

where \((\varphi, s)\) fields represent quantum fluctuations around the \( T = 0 \) VEVs.

After EWSB, the \( \phi \) and \( S \) fields acquire their VEVs in Eq. (8.8). Using the results presented in Appendix F, we arrive at the following EWSB conditions

\[ \mu^2_0 = \lambda_\Phi v_0^2 + \mu_{\Phi S} s_0 + \frac{1}{2} \lambda_{\Phi S} s_0^2, \]  

(8.10)

\[ \mu^2_S = -\mu_3 s_0 + \lambda_S v_0^2 + \frac{\mu_{\Phi S} v_0^2}{2s_0} + \frac{1}{2} \lambda_{\Phi S} v_0^2. \]  

(8.11)

\(^1\)The parameter \( \mu^2_0 \) appears in the SM Higgs potential, see Eq. (8.6).

\(^2\)The required substitution is \( \mu^2_S \to -\mu^2_S \) and \( \lambda_{\Phi S} \to 2\lambda_{HS}. \)
The portal interaction Lagrangian in Eq. (8.4) induces a mixing between the $\varphi$ and $s$ fields. Thus, the squared mass matrix

$$
M^2 = \begin{pmatrix}
M^2_{\varphi\varphi} & M^2_{\varphi s} \\
M^2_{\varphi s} & M^2_{ss}
\end{pmatrix}
$$

(8.12)
is non-diagonal. As shown in Appendix F, its elements are given by

$$
M^2_{\varphi\varphi} = 2\lambda_\varphi v^2_0, \quad M^2_{ss} = -\mu_3 s_0 + 2\lambda_5 s^2_0 - \frac{\mu_6 s_0^2}{2s_0}, \quad M^2_{\varphi s} = M^2_{s\varphi} = \mu_6 s_0 + \lambda_6 s_0.
$$

The squared mass matrix in Eq. (8.12) can be diagonalised by rotating the interaction eigenstates ($\varphi, s$) into the physical mass eigenstates ($h, H$) as

$$
\begin{pmatrix}
h \\
H
\end{pmatrix} = 
\begin{pmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
\varphi \\
s
\end{pmatrix},
$$

(8.13)

where $\alpha$ is the mixing angle. Thus, for small mixing, $h$ is a SM-like Higgs boson, whereas $H$ is dominated by the scalar singlet.

For the tree-level potential in Eq. (8.5) to be bounded from below, the following conditions must be satisfied (see Appendix F for more details)

$$
\lambda_\varphi > 0, \quad \lambda_5 > 0, \quad \lambda_{6s} > -2\sqrt{\lambda_\varphi \lambda_5}.
$$

(8.14)

After EWSB, the fermion DM Lagrangian in Eq. (8.3) reduces to

$$
\mathcal{L}_\psi = \bar{\psi}(i\not\!D - m_\psi)\psi - g_s \bar{\psi}\psi s,
$$

(8.15)

where

$$
m_\psi = \mu_\psi + g_s s_0
$$

(8.16)
is the physical fermion DM mass.

### 8.3 Constraints

In light of the recent discovery of a SM-like Higgs boson at the LHC [10, 56], we take

$$
m_h = 125 \text{ GeV}, \quad v_0 = 246.22 \text{ GeV}.
$$

(8.17)

Thus, the model is fully described by the following 7 free parameters

$$
m_H, \quad s_0, \quad \mu_3, \quad \lambda_5, \quad \alpha, \quad m_\psi, \quad g_s.
$$

(8.18)
The remaining parameters in Eqs. (8.2) and (8.4) can be expressed as (see Appendix F for more details)

\[
\lambda_\Phi = \frac{1}{2v_0^2} \left( m_h^2 \cos^2 \alpha + m_H^2 \sin^2 \alpha \right), \\
\mu_{\Phi S} = -\frac{2s_0}{v_0^2} \left( m_h^2 \sin^2 \alpha + m_H^2 \cos^2 \alpha + \mu_3 s_0 - 2\lambda s_0^2 \right), \\
\lambda_{\Phi S} = \frac{1}{v_0 s_0} \left[ (m_H^2 - m_h^2) \sin \alpha \cos \alpha - \mu_{\Phi S} v_0 \right], \\
\mu_\Phi^2 = \lambda_\Phi v_0^2 + \mu_{\Phi S} s_0 + \frac{1}{2} \lambda s_0^2, \\
\mu_S^2 = -\mu_3 s_0 + \lambda_S s_0^2 + \frac{\mu_{\Phi S} v_0^2}{2s_0} + \frac{1}{2} \lambda s_0^2.
\]

To study the model phenomenology, we implement the extended scalar singlet and fermion DM model in the LanHEP_v3.2.0 [351] package. For the calculation of the fermion DM relic density and Higgs decay rates, we use micrOMEGAs_v4.3.5 [435] which relies on the CalcHEP [479] package.

In the following subsections, we summarise a set of constraints used to explore the 7D model parameter space.

### 8.3.1 Thermal relic density

As described in chapter 4, the temperature and polarization anisotropies in the CMB places a strong bound on the present-day abundance of the DM particles. The most recent measurement comes from the Planck satellite [75]

\[
\Omega_{DM} h^2 = 0.1188 \pm 0.0010.
\]

In our model, the Dirac fermion $\psi$ plays the role of a DM candidate. Its relic density is mainly determined by an $s$-channel annihilation into SM particles via an $h/H$ exchange. Annihilation into $hh$, $HH$ and $hH$ final states via the $t$- and $u$-channels is also possible. Due to a mixing between the interaction eigenstates ($\varphi, s$), the decay rates go as

\[
\Gamma(\bar{\psi}\psi \rightarrow h) \propto g_S^2 \sin^2 \alpha, \quad \Gamma(h \rightarrow \bar{X}X) \propto \cos^2 \alpha, \\
\Gamma(\bar{\psi}\psi \rightarrow H) \propto g_S^2 \cos^2 \alpha, \quad \Gamma(H \rightarrow \bar{X}X) \propto \sin^2 \alpha,
\]

where $X$ is a general SM final state, e.g., a quark, lepton or gauge boson. Thus, depending on the mixing angle $\alpha$, three scenarios are possible.

1. $\alpha = 0$: In this case, $H$ is the mediator particle. However, from Eq. (8.26), its decay rate into SM particles is suppressed. Thus, the only allowed final states from the fermion DM annihilation are $hh$, $HH$ and $hH$.  

2. $\alpha = \pi/4$: This corresponds to a maximal mixing between the interaction eigenstates. All the allowed final states from the fermion DM annihilation are shown in Fig. 8.1.

3. $\alpha = \pi/2$: In this case, $h$ is the mediator particle. However, from Eq. (8.25), its decay rate into SM particles is suppressed. Thus, the only allowed final states from the fermion DM annihilation are $hh$, $HH$ and $hH$, i.e., same as in the $\alpha = 0$ case.

With two scalar mediators $h$ and $H$, the fermion DM annihilation rate into SM particles is enhanced when $m_\phi \sim m_{h,H}/2$. At these two resonances, the fermion DM relic density $\Omega_\psi h^2$ drops rapidly with increasing scalar-fermion DM coupling $g_S$. For the fermion DM to account for the observed DM abundance, i.e., $\Omega_\psi h^2 = \Omega_{DM} h^2$, small values of $g_S$ are required to compensate for the enhanced annihilation rate into SM particles.

There is a strong possibility of a multicomponent dark sector where a given DM candidate makes up only a small fraction of the observed DM abundance. We address such scenarios by defining a relic abundance parameter as $\Omega_\psi h^2 / \Omega_{DM} h^2 = f_{rel}$, where $\Omega_{DM} h^2 = 0.1188$ is the Planck measured central value in Eq. (8.24). Consequently, indirect and direct detection signals must be scaled by $f_{rel}^2$ and $f_{rel}$ respectively. In regions of the model parameter space where $f_{rel} > 1$, the model is robustly excluded by the relic density constraint.

3We do not discuss any indirect detection limits as the fermion DM annihilation rate into SM particles is suppressed by $v^2$ where $v \sim 10^{-3}c$ in the local halo [481]. However, if we add a pure pseudoscalar, parity-violating interaction term ($\propto \bar{\psi} i\gamma_5 \psi$), the resulting indirect detection limits can be sizeable [143,482–486].
8.3. Constraints

8.3.2 Direct detection

Direct detection experiments aim to measure the recoil of a nucleus from an elastic scattering off a DM particle. As we saw in chapter 4, such an event generates a typical recoil energy \( E_R \) on the order of a few keV. As most radioactive elements and high-energy cosmic rays induce nuclear recoils with energies well above this value, direct DM searches must be conducted in deep underground laboratories to shield them from potential background sources.

In our model, the DM-quark interaction proceeds via a \( t \)-channel exchange of \( h/H \) particles. With two neutral scalar mediators, the resulting DM-nucleus interaction is nuclear spin-independent (SI). The SI DM-nucleus cross-section is given by

\[
\sigma_{\psi SI} = \frac{\mu_{\psi N}^2}{\pi} \left[ Z G_p + (A - Z) G_n \right]^2,
\]

where \( \mu_{\psi N} = m_\psi m_N / (m_\psi + m_N) \) is the DM-nucleus reduced mass and \( Z (A - Z) \) are the number of protons (neutrons) in the target nucleus \( N \). The dimensionful parameters \( (G_p, G_n) \) are the effective DM-nucleon couplings. As shown in Appendix F, they are given by

\[
G_N = \frac{g_S \sin \alpha \cos \alpha}{v_0} \left( \frac{1}{m_h^2} - \frac{1}{m_H^2} \right) m_N f_N,
\]

where \( N \in (p, n) \),

\[
f_N = \frac{2}{9} + \frac{7}{9} \sum_{q=u, d, s} f_{Tq}^{(N)},
\]

is the Higgs-nucleon coupling and \( f_{Tq}^{(N)} \equiv m_q \langle N | \bar{q} q | N \rangle / m_N \) are the hadronic matrix elements.

When \( G_p \approx G_n \), the DM-nucleus cross-section in Eq. (8.28) is enhanced by a factor of \( A^2 \). This is expected as the matrix elements for a SI interaction involve a coherent sum over the individual protons and neutrons in the nucleus. For this reason, direct detection experiments rely on heavy target materials with large \( Z \) to better constrain the DM-nucleon cross-section \( \sigma_{\psi SI} \).

8.3.3 Electroweak baryogenesis (EWBG)

In our model, the VEV of the new scalar \( S \) does not initially have to be zero. Thus, the transition pattern can be \( (\langle \phi \rangle, \langle s \rangle) = (0, s_I) \rightarrow (v, s) \). At low temperatures, the latter minimum evolves slowly to become the electroweak minimum at \( T = 0 \), i.e., \( (\langle \phi \rangle, \langle s \rangle) = (v_0, s_0) \). The initial transition can break the electroweak symmetry by tunnelling through a potential barrier to the broken phase minimum. It can proceed via nucleation of bubbles of the broken phase which provides a departure from thermal equilibrium [26, 230, 245, 398]. In addition, this transition can generate a significant GW signal [317]. Using the standard
notation, we define a strong first-order phase transition by

$$\frac{v}{T} \gtrsim 1, \quad (8.31)$$

where $v$ is the Higgs VEV at temperature $T$. However, one should keep in mind that the calculation of the baryon asymmetry remaining after the transition is quite complicated. This has lead to slightly different exact lower bounds on $v/T$ in the literature [238, 400, 407, 428, 429].

To find regions in the model parameter space where a successful EWBG is viable, we find the minima of the effective potential $V_{\text{eff}}(\phi, S, T)$ in Appendix F numerically, and compute the critical temperature $T_c$ at which the initial and symmetry breaking minima are degenerate. This allows us to calculate the dimensionless parameter $v_c/T_c$ and constrain the model parameter space, i.e., parameter points are excluded if they lead to a too weak phase transition. This approach is also used while performing a global fit of our model.

We also perform a complete analysis of the phase transition in this model by following our work on the $Z_2$ symmetric case, i.e., scalar Higgs portal [397] as studied in chapter 7. This allows us to find the nucleation temperature $T_\ast$ at which the phase transition truly proceeds and obtain a more accurate estimate of its strength $v_\ast/T_\ast$. More importantly, it allows us to compute the GW signals arising from the phase transition and discuss the discovery prospects of the model at current or future GW experiments.

8.3.4 Electroweak precision observables (EWPO)

With an extra scalar, the model can induce corrections to the gauge boson self-energy diagrams. Its effect on the EWPO can be parametrised by the oblique parameters $S$, $T$ and $U$ [487]. The $\gamma\gamma$ and $\gamma Z$ self-energies ($\Pi_{\gamma\gamma}$ and $\Pi_{\gamma Z}$ respectively) are not modified with respect to the SM values as the new scalar is electrically neutral. Thus, only the $W$ and $Z$ boson self-energies are subject to corrections.

In our model, the oblique parameters are shifted from their SM values, i.e., $\Delta O = O - O_{\text{SM}}$ where $O \in (S, T, U)$ by [343]

$$\Delta T = \frac{3}{16\pi s_W^2} \left[ \cos^2 \alpha \left( f_T \left( \frac{m_H^2}{m_W^2} \right) - \frac{1}{c_W^2} f_T \left( \frac{m_h^2}{m_Z^2} \right) \right) + \sin^2 \alpha \left( f_T \left( \frac{m_H^2}{m_W^2} \right) \right) \right]$$

$$- \frac{1}{c_W^2} f_R \left( \frac{m_H^2}{m_Z^2} \right) \right] - \left[ f_R \left( \frac{m_H^2}{m_W^2} \right) - \frac{1}{c_W^2} f_R \left( \frac{m_h^2}{m_Z^2} \right) \right], \quad (8.32)$$

$$\Delta S = \frac{1}{2\pi} \left[ \cos^2 \alpha f_S \left( \frac{m_h^2}{m_Z^2} \right) + \sin^2 \alpha f_S \left( \frac{m_H^2}{m_Z^2} \right) - f_S \left( \frac{m_h^2}{m_Z^2} \right) \right], \quad (8.33)$$

$$\Delta U = \frac{1}{2\pi} \left[ \cos^2 \alpha f_S \left( \frac{m_h^2}{m_W^2} \right) + \sin^2 \alpha f_S \left( \frac{m_H^2}{m_W^2} \right) - f_S \left( \frac{m_h^2}{m_W^2} \right) \right] - \Delta S, \quad (8.34)$$
where $m_W$ ($m_Z$) is the $W$ ($Z$) boson mass, $c_W^2 = m_W^2 / m_Z^2$ and $s_W^2 = 1 - c_W^2$. The loop functions $f_T(x)$ and $f_S(x)$ are given by [488]

$$ f_T(x) = \frac{x}{x-1} \log \frac{x}{x-1}, $$

$$ f_S(x) = \begin{cases} 
\frac{1}{12} \left[ -2x^2 + 9x + (x - 3) \left( x^2 - 4x + 12 \right) + \frac{1-x}{x} \right] f_T(x) \\
+2\sqrt{(4-x)x \left( x^2 - 4x + 12 \right)} \tan^{-1} \left( \sqrt{\frac{4-x}{x}} \right), & 0 < x < 4, \\
\frac{1}{12} \left[ -2x^2 + 9x + (x - 3) \left( x^2 - 4x + 12 \right) + \frac{1-x}{x} \right] f_T(x) \\
+\sqrt{(x - 4)x \left( x^2 - 4x + 12 \right)} \log \left( \frac{x - \sqrt{(x - 4)x}}{x + \sqrt{(x - 4)x}} \right), & x \geq 4.
\end{cases} $$

From Eqs. (8.32)–(8.34), it is evident that

$$ \Delta O = (1 - \cos^2 \alpha) \left[ O_{SM}(m_H) - O_{SM}(m_h) \right], $$

(8.35)

where $\Delta O \in (\Delta S, \Delta T, \Delta U)$. Thus, at large values of $m_H$, $\alpha \sim 0$ is required, whereas for $m_H \sim m_h$, large mixing angles are compatible with the EWPO constraint.

### 8.3.5 Higgs searches at colliders

Due to a mixing between the interaction eigenstates ($\varphi, s$), the coupling strength between the mass eigenstates ($h, H$) and SM particles is suppressed. The effective squared couplings are defined as [456]

$$ \left( \frac{g_{hXX}}{g_{h\varphi\varphi}} \right)^2 = \cos^2 \alpha, \quad \left( \frac{g_{hXX}}{g_{h\varphi\varphi}} \right)^2 = \sin^2 \alpha, $$

(8.36)

where $X$ refers to a quark, lepton or gauge boson final state. For the loop-induced processes, the effective squared couplings are defined as [57]

$$ \left( \frac{g_{hYY}}{g_{hYY}} \right)^2 = \frac{\Gamma_{h \rightarrow YY}}{\Gamma_{h \rightarrow \varphi \varphi}} = \cos^2 \alpha, \quad \left( \frac{g_{hYY}}{g_{hYY}} \right)^2 = \frac{\Gamma_{H \rightarrow YY}}{\Gamma_{H \rightarrow \varphi \varphi}} = \sin^2 \alpha, $$

(8.37)

where $Y \bar{Y} \in (\gamma\gamma, Z\gamma, gg, ggZ)$. Thus, a mixing between the interaction eigenstates modifies the branching ratios of $h/H$ into SM final states.

For the two physical scalars ($h, H$), the signal strengths are given by [456]

$$ \mu_h = \frac{\Gamma_h^{SM} \cos^4 \alpha}{\Gamma_h^{SM} \cos^2 \alpha + \Gamma_{h \rightarrow \varphi \varphi} + \Gamma_{h \rightarrow HH}}, $$

(8.38)

$$ \mu_H = \frac{\Gamma_H^{SM} \sin^4 \alpha}{\Gamma_H^{SM} \sin^2 \alpha + \Gamma_{H \rightarrow \varphi \varphi} + \Gamma_{H \rightarrow hh}}. $$

(8.39)
In the absence of invisible and cross Higgs decay modes, $\mu_h$ and $\mu_H$ scale as $\cos^2 \alpha$ and $\sin^2 \alpha$ respectively. However, if these modes are kinematically allowed, they will suppress the $h/H$ signal strengths with respect to the SM expectation.

### 8.4 Likelihoods

We adopt a frequentist approach and perform scans of the 7D model parameter space using the *Diver_v1.0.4* \cite{489} package.\footnote{http://diver.hepforge.org} The combined log-likelihood function for our global fit is

$$\ln L(\theta) = \ln L_{\Omega h^2}(\theta) + \ln L_{\text{DD}}(\theta) + \ln L_{v_c/T_c}(\theta) + \ln L_{\text{EWPO}}(\theta) + \ln L_{\text{HB}}(\theta) + \ln L_{\text{HS}}(\theta),$$

(8.40)

where

- $\ln L_{\Omega h^2}(\theta)$: log-likelihood for the *Planck* measured DM relic density, see subsection 8.4.1;
- $\ln L_{\text{DD}}(\theta)$: log-likelihood for the direct detection limit from the PandaX-II experiment, see subsection 8.4.2;
- $\ln L_{v_c/T_c}(\theta)$: log-likelihood for the EWBG constraint, see subsection 8.4.3;
- $\ln L_{\text{EWPO}}(\theta)$: log-likelihood for the electroweak precision observables (EWPO) constraint, see subsection 8.4.4;
- $\ln L_{\text{HB}}(\theta)$: log-likelihood for the direct Higgs searches performed at the LEP, Tevatron and the LHC, see subsection 8.4.5;
- $\ln L_{\text{HS}}(\theta)$: log-likelihood for the Higgs signal strength and mass measurements at the Tevatron and the LHC, see subsection 8.4.5.

The parameter $\theta = (m_H, s_0, \mu_3, \lambda_5, \alpha, m_\psi, g_5)$ denotes the free parameters of the model. Our choice for the free parameter ranges and priors is summarised in Table 8.1.

#### 8.4.1 Relic density likelihood

We impose the relic density constraint as an *upper* limit by using a one-sided Gaussian likelihood function, i.e., we require the parameter points to satisfy

$$f_{\text{rel}} = \frac{\Omega_\psi}{\Omega_{\text{DM}}} \leq 1,$$

(8.41)

where $\Omega_{\text{DM}} h^2 = 0.1188 \ [75]$. A theoretical uncertainty of 5% is added in quadrature with the *Planck* measured uncertainty. This can potentially arise from the uncertainties in the relic density calculations in *micrOMEGAs*.
### 8.4. Likelihoods

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_H$</td>
<td>10 GeV</td>
<td>10 TeV</td>
<td>log</td>
</tr>
<tr>
<td>$s_0$</td>
<td>$-1 \text{ TeV}$</td>
<td>1 TeV</td>
<td>flat</td>
</tr>
<tr>
<td>$\mu_3$</td>
<td>$-1 \text{ TeV}$</td>
<td>1 TeV</td>
<td>flat</td>
</tr>
<tr>
<td>$\lambda_S$</td>
<td>$10^{-3}$</td>
<td>10</td>
<td>log</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$-\pi$</td>
<td>$\pi$</td>
<td>flat</td>
</tr>
<tr>
<td>$m_\psi$</td>
<td>10 GeV</td>
<td>10 TeV</td>
<td>log</td>
</tr>
<tr>
<td>$g_S$</td>
<td>$10^{-3}$</td>
<td>10</td>
<td>log</td>
</tr>
</tbody>
</table>

Table 8.1: Ranges and priors for the free parameters of our model.

#### 8.4.2 Direct detection likelihood

In our model, the SI DM-nucleon cross-section is given by

$$\sigma_{\psi N}^{\text{SI}} = \frac{\mu_{\psi N}^2}{\pi} \left( \frac{g_S \sin \alpha \cos \alpha}{v_0} \right)^2 \left( \frac{1}{m_H^2} - \frac{1}{m_N^2} \right)^2 m_N^2 f_{\text{rel}}^2,$$

(8.42)

where $N \in (p, n)$, $\mu_{\psi N} = m_\psi m_N/(m_\psi + m_N)$ is the DM-nucleon reduced mass, $m_N = 939 \text{ MeV}$ and $f_{\text{rel}} = 0.3$ [324].

Currently, the best upper limit on the SI DM-nucleon cross-section comes from the PandaX-II experiment [19]. To impose PandaX-II limits on the model parameter space, we use a one-sided Gaussian likelihood function, i.e., we require the parameter points to satisfy

$$\sigma_{\text{SI}}^\text{eff} \leq \sigma_{\text{PandaX-II}},$$

(8.43)

where $\sigma_{\text{PandaX-II}}$ is the 90\% C.L. upper limit from the PandaX-II experiment and

$$\sigma_{\text{SI}}^\text{eff} = \begin{cases} \sigma_{\text{SI}}^N f_{\text{rel}}, & f_{\text{rel}} < 1, \\ \sigma_{\text{SI}}^N, & f_{\text{rel}} \geq 1, \end{cases}$$

(8.44)

is the effective SI DM-nucleon cross-section. The scaling by $f_{\text{rel}}$ is done to suppress signals when $f_{\text{rel}} < 1$. In regions of the model parameter space where $f_{\text{rel}} > 1$, parameter points are ruled out by the relic density constraint.

A theoretical uncertainty of 5\% is included in our calculations. This can arise from the uncertainties associated with the nuclear and astrophysical parameters. For more details, see Ref. [184].

#### 8.4.3 EWBG likelihood

To find regions in the model parameter space where a successful EWBG is viable, we use a one-sided Gaussian likelihood function and require the parameter points to satisfy

$$\frac{V_c}{T_c} \geq 0.6$$

(8.45)
as a conservative limit. A 5% uncertainty on the resulting $v_c/T_c$ values is assumed to obtain a smooth likelihood function. The actual uncertainty can be much larger as the value of $v_c/T_c$ required to facilitate EWBG is not yet settled [238, 407, 428].

In addition to finding parameter points that satisfy Eq. (8.45), we also perform several checks to guarantee a stable minimum of the effective potential. Specifically, we exclude parameter points if they exhibit any of the following three features.

1. **Incorrect minimum at $T = 0$** occurs when the electroweak vacuum $(v_0, s_0)$ is not the true minimum of the potential at $T = 0$.

2. **Runaway directions in the potential** occur when the $\phi$ and $S$ field values in the symmetric or broken phase are too large, or if the potential is unbounded from below in the general $\phi$ and $S$ directions, i.e., when $\lambda_{\phi S} \leq -2 \sqrt{\lambda_{\phi} \lambda_{S}}$ in Eq. (8.14).

3. **Non-perturbative couplings** when $|\lambda_\phi| \geq 4\pi$ or $|\lambda_{\phi S}| \geq 4\pi$. In this case, our 1-loop treatment of the effective potential is no longer reliable.

### 8.4.4 EWPO likelihood

The oblique parameters $S$, $T$ and $U$ are constrained from the global electroweak fit by computing the difference between the oblique corrections determined from the electroweak data and those arising from a SM reference point at fixed top quark and Higgs boson mass. In this definition, a non-zero value for the oblique parameters point towards a sign of new physics.

Using the SM reference as $m_h^{\text{ref}} = 125$ GeV and $m_t^{\text{ref}} = 173$ GeV, the most recent global electroweak fit gives [476]

$$
\Delta S = 0.05 \pm 0.11, \quad \Delta T = 0.09 \pm 0.13, \quad \Delta U = 0.01 \pm 0.11, \quad (8.46)
$$

with the following correlation matrix

$$
\rho_{ij} = \begin{pmatrix}
1 & 0.90 & -0.59 \\
0.90 & 1 & -0.83 \\
-0.59 & -0.83 & 1
\end{pmatrix}. \quad (8.47)
$$

We constrain the model parameter space from the electroweak precision observables (EWPO) by using the following likelihood function [490]

$$
\ln L_{\text{EWPO}}(\theta) = -\frac{1}{2} \Delta \chi^2 = -\frac{1}{2} \sum_{i,j} (\Delta O_i - \overline{\Delta O}_i) \left( \sigma^{-1} \right)_{ij} (\Delta O_j - \overline{\Delta O}_j), \quad (8.48)
$$

where $\overline{\Delta O}_i$ denotes the central values for the shifts in Eq. (8.46), $\sigma^2_{ij} \equiv \sigma_i \rho_{ij} \sigma_j$ is the covariance matrix, $\rho_{ij}$ is the correlation matrix in Eq. (8.47) and $\sigma_i$ are the associated errors in Eq. (8.46).
8.4.5 Higgs search likelihood

We constrain the model parameter space from the direct Higgs searches performed at the LEP, Tevatron and the LHC using the HiggsBounds_v4.3.1 [477] package. From the model predictions for the two scalar masses, total decay widths, branching ratios and effective squared couplings defined in Eqs. (8.36) and (8.37), it computes and compares the predicted signal rates for the search channels considered in multiple experimental analyses. By comparing the predicted signal rates against the expected and observed cross-section limits from the direct Higgs searches, we determine whether or not a given parameter point is excluded at 95% C.L.

We also constrain the model parameter space from the Higgs signal strength and mass measurements performed at the Tevatron and the LHC using the HiggsSignals_v1.4.0 [478] package. Assuming a Gaussian p.d.f. for the two scalar masses, we calculate the signal strength chi-square $\chi^2_\mu$ using the mass-centered method. In this method, the signal strengths in Eqs. (8.38) and (8.39) are compared against the best-fit signal strength at the model predicted Higgs mass from multiple experimental analyses. The signal rates for the two scalars are combined if the signals cannot be resolved by a given experimental analysis. Finally, the computed $\chi^2_\mu$ is used to define the Higgs signal strength log-likelihood as

$$\ln \mathcal{L}_{HS}(\theta) = -\frac{1}{2} \chi^2_\mu.$$  (8.49)

Thus, a large $\chi^2_\mu$ indicates a large deviation between the model predicted signal strength and the best-fit value for a fixed Higgs boson mass.

8.5 Preliminary results

We present results in the form of 1D and 2D profile likelihood plots. For a model parameter $\theta_i$ where $i = 1, \ldots, 7$, a 1D profile likelihood $\mathcal{L}_p(\theta_i)$ is defined as

$$\mathcal{L}_p(\theta_i) \equiv \max_{\{\theta_j | j \neq i\}} \mathcal{L}(\theta).$$  (8.50)

Thus, $\mathcal{L}_p(\theta_i)$ is a function of $\theta_i$ only, i.e., all other parameters are profiled out. Similarly, a 2D profile likelihood $\mathcal{L}_p(\theta_i, \theta_j)$ is defined as

$$\mathcal{L}_p(\theta_i, \theta_j) \equiv \max_{\{\theta_k | k \neq i, k \neq j\}} \mathcal{L}(\theta).$$  (8.51)

Thus, $\mathcal{L}_p(\theta_i, \theta_j)$ is a function of $\theta_i$ and $\theta_j$ only. Using Eqs. (8.50) and (8.51), we can define a profile likelihood ratio [491] as

$$\Lambda(\theta_i) = \frac{\mathcal{L}_p(\theta_i)}{\mathcal{L}(\hat{\theta})}, \quad \Lambda(\theta_i, \theta_j) = \frac{\mathcal{L}_p(\theta_i, \theta_j)}{\mathcal{L}(\hat{\theta})},$$  (8.52)
where $\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_n)$ is the best-fit point, i.e., a parameter point which maximises the combined likelihood function $L(\theta)$. Using Wilks’ theorem [492], Eq. (8.52) can be used to construct $1\sigma$ ($2\sigma$) contours corresponding to $\sim 68.3\%$ ($95.4\%$) C.L. regions.

In the following subsections, we present our model results in the form of 1D and 2D profile likelihood plots. These are generated using the pipipi_v2.0 [493] package.

### 8.5.1 EWBG only

We start by presenting results from a 7D scan of the model parameter space using only the EWBG constraint. Thus, the combined log-likelihood function is given by

$$\ln L(\theta) = \ln L_{v_c/T_c}(\theta), \quad (8.53)$$

where $\ln L_{v_c/T_c}(\theta)$ is defined in subsection 8.4.3. The resulting 2D profile likelihood plots are shown in Fig. 8.2. In the dark blue regions where the profile likelihood ratio $\Lambda \equiv L/L_{\text{max}} = 1$, a successful EWBG is viable. To understand these results, it is instructive to go through each panel one-by-one.

1. $(m_H, s_0)$ plane: For $m_H \lesssim 1.6\, \text{TeV}$ and all values of $s_0$, some combination of the 5 profiled out parameters, namely $(\mu_3, \lambda_S, \alpha, m_\Phi, g_S)$ give $v_c/T_c \geq 2.6$ and maximise the $v_c/T_c$ log-likelihood, i.e., $\Lambda = 1$ everywhere. Due to the dependence of $s_0$ in Eq. (8.21), large values of $\{|s_0|\}$ should be invalidated by the runaway condition $\lambda_{\Phi S} \leq -2\sqrt{\lambda_\Phi \lambda_S}$ and non-perturbative coupling $|\lambda_{\Phi S}| \geq 4\pi$. However, this can be circumvented by choosing a small value for $\lambda_S$ as its contribution in Eq. (8.21) appears as $-\lambda_S s_0^2$. In addition, small values of $\mu_3$ can also aid in keeping $|\lambda_{\Phi S}| < 4\pi$. Thus, for $m_H \lesssim 1.6\, \text{TeV}$, large values of $|s_0|$ can facilitate EWBG.

For $m_H \gtrsim 1.6\, \text{TeV}$ and $|s_0| \gtrsim 50\, \text{GeV}$, the white region is disfavoured $(\Lambda = 0)$ as it leads to $|\lambda_{\Phi S}| \geq 4\pi$. This is expected as the contribution of $m_H$ in Eq. (8.21) is dominant at large values of $m_H$. With large $|s_0|$, no choice of $\mu_3$, $\lambda_S$ and $\alpha$ can keep $|\lambda_{\Phi S}| < 4\pi$. In fact, the requirement $|\lambda_{\Phi S}| < 4\pi$ translates into an upper limit on $m_H$ as a function of $s_0$. Using Eq. (8.21), we get

$$f(m_H, s_0, \mu_3, \lambda_S, \alpha) < 8\pi v_0^2, \quad (8.54)$$

where

$$f(m_H, s_0, \mu_3, \lambda_S, \alpha) = \frac{v_0}{s_0} (m_H^2 - m_h^2) \sin 2\alpha + 4(m_h^2 \sin^2 \alpha + m_H^2 \cos^2 \alpha + \mu_3 s_0 - 2\lambda_S s_0^2).$$

For a fixed $m_H$ and $s_0$, Eq. (8.54) has 3 degrees of freedom. As $\mu_3$, $\lambda_S$ and $\alpha$ are profiled over in the plot, it is difficult to predict the exact functional dependence of the upper limit on $m_H$ as a function of $s_0$. This upper limit becomes weaker as $|s_0|$ increases. For $m_H \gtrsim 5\, \text{TeV}$, a successful EWBG is viable as long as $|s_0| \lesssim 50\, \text{GeV}$.
2. $(m_H, \alpha)$ plane: Similar to the $(m_H, s_0)$ plane for $m_H \lesssim 1.6$ TeV, some combination of the profiled out parameters in the $(m_H, \alpha)$ plane gives $\nu_c/T_c \geq 0.6$ at all values of $\alpha$. However, when $m_H \gtrsim 1.6$ TeV and $|\alpha| \neq 0, \pi$, the Higgs quartic coupling $\lambda_\Phi$ becomes non-perturbative as expected from Eq. (8.19). The requirement $|\lambda_\Phi| < 4\pi$ translates into an upper limit on $m_H$ as a function of $\alpha$. Using Eq. (8.19), we get

$$m_H^2 \sin^2 \alpha < 8\pi v_0^2 - m_h^2 \cos^2 \alpha.$$  (8.55)
When $|\alpha| = 0$, $\pi$, the above condition is satisfied at all values of $m_H$. On the other hand, when $|\alpha| = \pi/2$, Eq. (8.55) imposes an upper limit of $m_H \lesssim 1.23$ TeV. As $|\alpha| \to 0$, $\pi$, the upper limit on $m_H$ becomes weaker as is evident in the plot.

3. $(m_H, \mu_3)$ and $(m_H, \lambda_5)$ planes: In these planes, all values of $m_H$, $\mu_3$, $\lambda_5$ and suitable choices for the profiled out parameters give $v_c/T_c \geq 0.6$. Thus, the two planes are completely unconstrained by EWBG. In other words, the $v_c/T_c$ likelihood depends weakly on the values of $\mu_3$ and $\lambda_5$. This behaviour is expected from their dependency in Eq. (8.21). For instance, at large values of $\mu_3$ or $\lambda_5$ which would give $|\lambda_{\Phi S}| \geq 4\pi$ or $\lambda_{\Phi S} \leq -2\sqrt{\lambda_\phi \lambda_5}$, small values of $s_0$ can be chosen to avoid these situations. Thus, there is no upper limit on $m_H$ at fixed values of $\mu_3$ or $\lambda_5$.

4. $(m_H, m_\psi)$ plane: For $m_H \lesssim 5$ TeV, all values of $m_\psi$ give $v_c/T_c \geq 0.6$. As $m_\psi$ does not enter directly in Eqs. (8.19) and (8.21), the $v_c/T_c$ likelihood is weakly dependent on the values of $m_\psi$. This is expected as the contribution from $m_\psi$ in the effective potential appears only at one-loop order.

For $m_H \gtrsim 5$ TeV and $m_\psi \lesssim 3.2$ TeV, no combination of the profiled out parameters can keep $|\lambda_{\Phi S}| < 4\pi$. On the other hand, when $m_\psi \gtrsim 3.2$ TeV, the positive contribution from $H$ to the effective potential is cancelled out by the negative contribution from $\psi$. Thus, the high mass region gives $v_c/T_c \geq 0.6$ and $\Lambda \approx 1$.

5. $(m_H, g_5)$ plane: For $g_5 \lesssim 5.62$, all values of $m_H$ and profiled out parameters can maximise the $v_c/T_c$ likelihood. However, values of $g_5 \gtrsim 5.62$ lead to runaway directions in the potential as the contribution from $g_5$ in the 1-loop correction becomes large. This pushes the broken phase minimum too far away from the origin which results in a suppressed vacuum decay probability.

In summary, a successful EWBG is viable in all parts of the model parameter space provided $g_5 \lesssim 5.62$. For the remaining parameters, namely $(m_H, s_0, \mu_3, \lambda_5, \alpha, m_\psi)$, the profile likelihood ratio $\Lambda$ is roughly flat and equal to 1 at all parameter values. For $m_H \gtrsim 5$ TeV, values of $|s_0| \lesssim 50$ GeV, $|\alpha| = 0$, $\pi$ and $m_\psi \gtrsim 3.2$ TeV can facilitate EWBG.

### 8.5.2 Global fit

With some intuition on the choice of free parameter values that can facilitate EWBG, we perform a global fit of the model using the combined log-likelihood function given in Eq. (8.40). The 2D and 1D profile likelihood plots are shown in Figs. 8.3 and 8.4 respectively.

The details of the best-fit point are summarised in Table 8.2, and is shown in the 1D (2D) profile likelihood plots as a black (red) star. It is compatible with the constraints from the Planck measured DM relic density, direct detection limit from the PandaX-II...
8.5. Preliminary results

<table>
<thead>
<tr>
<th>$m_H$ (GeV)</th>
<th>$s_0$ (GeV)</th>
<th>$\mu_3$ (GeV)</th>
<th>$\lambda_5$</th>
<th>$\alpha$</th>
<th>$m_\phi$ (GeV)</th>
<th>$g_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.88</td>
<td>−242.92</td>
<td>−11.20</td>
<td>$5.88 \times 10^{-2}$</td>
<td>−0.72</td>
<td>45.52</td>
<td>$3.29 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 8.2: Best-fit point from a global fit of our model.

The preliminary results are obtained from LHC experiment, EWBG, EWPO and Higgs searches at colliders. From the best-fit point in Table 8.2, we can make the following observations.

- The best-fit value for $m_H$ lies outside the mass range of $[110, 135]$ GeV. Thus, only the $h$ signal strength is taken into account in the Higgs signal strength analysis. As $|\alpha| \ll \pi/2$, $h$ is predominately a SM-like Higgs boson with $m_h = 125$ GeV, whereas $H$ is a singlet. The $h \to \bar{\psi}\psi$ decay mode is kinematically allowed as $m_\phi < m_h/2$. Although, this decay reduces the signal strength of $h$, the decay rate is relatively small as $g_5 = 3.29 \times 10^{-2}$, see Eq. (8.25). Thus, the $h$ signal strength is in good agreement with the observed one for a 125 GeV Higgs boson. In addition, the best-fit point is compatible with the direct Higgs searches and EWPO constraint.

- The best fit value for the fermion DM mass is $m_\psi = 45.52$ GeV $\sim m_H/2$. Being close to the second Higgs resonance, a small value for $g_5$ is compatible with the Planck and direct detection limits. This is indeed the case as $g_5 = 3.29 \times 10^{-2}$.

- The best-fit value for $\mu_3$ and $\lambda_5$ is small compared to $s_0$. Due to the dependence of these parameters in Eq. (8.21), a successful EWBG is viable as evident in Fig. 8.2. At the best-fit point, $T_c \approx 120$ GeV and $v_c/T_c \approx 1.23$.

It is instructive to go through the results in each panel of Fig. 8.3 one-by-one.

1. $(m_H, s_0)$ and $(m_H, \alpha)$ planes: These planes can be studied in 4 separate mass regions.

   a) $m_H \lesssim m_h/2 = 62.5$ GeV: In this mass region, $h \to HH$ decay is kinematically allowed and is the dominant decay channel of $h$ for all values of $\alpha$. Thus, the signal strength of $h$, namely $\mu_h$ in Eq. (8.38), is reduced with respect to the SM expectation. This gives a large $\chi^2_\mu$ in Eq. (8.49) when $\mu_h$ is compared against the best-fit value for $m_h \lesssim 62.5$ GeV. As we will see below, the contribution from the $H$ signal strength is only taken into account when $m_H \in [110, 135]$ GeV. When $m_H$ is outside this range, its signal strength is completely ignored in the Higgs signal strength analysis. Thus, Eq. (8.49) disfavours all values of $|s_0|$ and $|\alpha|$ in this mass region. For $|\alpha| \neq 0, \pi$, the region is also disfavoured by the direct Higgs searches performed at the LEP experiment.

   b) $m_H \in [m_h/2, 110]$ GeV: In this mass region, the $h \to HH$ decay is kinematically forbidden, and all values of $|s_0|$ and $\alpha$ fall inside the $1\sigma$ contour. Although the $h \to \bar{\psi}\psi$ decay can reduce the $h$ signal strength with respect to the SM
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expectation, profiling over the remaining parameters (including \( m_\phi \)) allow us to turn off the invisible decay mode, for instance, by choosing \( m_\phi > m_h/2 \) such that \( h \to \bar{\psi}\psi \) decay is kinematically forbidden.

c) \( m_H \in [110, 135] \text{ GeV} \): This mass region appears in all panels as a vertical band with \( \Lambda \approx 1 \). It is precisely where the \( H \) signal strength is taken into account. Specifically, the signal strength of the two scalars is combined and compared against the best-fit value at two different scalar masses. The chi-square of the two scalars is summed over. Although \( h \to HH \) decay is kinematically forbidden in this mass region, \( h \to \bar{\psi}\psi \) and \( H \to \bar{\psi}\psi \) decays can reduce \( \mu_h \) and \( \mu_H \) if these modes are kinematically allowed. By profiling over \( m_\phi \) and other parameters, the invisible decay modes can be switched off. Thus, all values of \( |s_0| \) and \( \alpha \) in this band give \( \lambda' \approx 1 \).

The effect of including a new scalar in the Higgs signal strength calculation is most noticeable when \( m_H \approx m_h = 125 \text{ GeV} \). In this case, the combined signal strength is compared against the best-fit value for a 125 GeV Higgs boson. Thus, all values of \( \alpha \) are consistent with the observed Higgs signal strengths as one of the two scalars can play the role of a SM-like Higgs boson, i.e., \( h \) is a SM-like Higgs when \( |\alpha| = 0, \pi \), whereas \( H \) is a SM-like Higgs when \( |\alpha| = \pi/2 \). A scenario with two scalars and a non-zero mixing between them gives a better fit to the observed Higgs signal strengths than simply having a single SM-like Higgs boson.

d) \( m_H \gtrsim 135 \text{ GeV} \): In analogy with the \( m_H \lesssim m_h/2 \) region, the contribution of the second scalar \( H \) in the Higgs signal strength analysis is completely ignored in this mass region. Values of \( |\alpha| = 0, \pi \) are required for the parameter points to be compatible with the EWPO constraint, see Eq. (8.35). For \( m_H \gtrsim 4 \text{ TeV} \), the allowed parameter space is determined by the EWBG constraint as in Fig. 8.2. Not only is this mass region disfavoured by the EWPO constraint, it also leads to \( |\lambda_{\phi\xi}| \geq 4\pi \) or \( |\lambda_{\phi}| \geq 4\pi \).

2. \((m_H, \mu_3)\) and \((m_H, \lambda_5)\) planes: In these planes, all values of \( \mu_3 \) and \( \lambda_5 \) for \( m_H \lesssim m_h/2 \) are disfavoured by the direct Higgs searches performed at the LEP experiment, and the Higgs signal strength measurements. Above \( m_h/2 \), the contribution from the second scalar \( H \) provides a better fit to the observed Higgs signal strengths. At large values of \( m_H \), all values of \( \mu_3 \) and \( \lambda_5 \) are disfavoured by the EWPO constraint.

3. \((m_H, m_\phi)\) plane: The observed Higgs signal strengths and direct Higgs searches performed at the LEP experiment disfavour all values of \( m_\phi \) for \( m_H \lesssim m_h/2 \). Above \( m_h/2 \), the region is constrained by the Planck measured relic density and PandaX-II limits. For \( m_\phi \lesssim 32 \text{ GeV} \), all values of \( m_H \) give \( f_{\text{rel}} \equiv \Omega_\phi/\Omega_{\text{DM}} > 1 \). At low DM masses, the fermion DM can only annihilate into light SM final states which gives
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Figure 8.3: 2D profile likelihood plots from a global fit of our model. The best-fit point is shown by a red star in each panel. The contour lines mark out the 1σ (68.3%) and 2σ (95.4%) C.L. regions.

$f_{\text{rel}} > 1$. When $m_\phi \approx m_h/2$, all values of $m_H$ up to $\sim 4$ TeV are allowed by the relic density and PandaX-II limits; this region appears in the plot as a horizontal band. In this band, $g_S$ can be sufficiently small to allow for $f_{\text{rel}} \leq 1$ and remain compatible with the PandaX-II limits.

For $m_\phi \in [m_h/2, m_H/2]$, the region is disfavoured by either the Planck measured relic density or PandaX-II limits. This result is expected from an incompatibility between small values of $g_S$ which are favoured by the PandaX-II limit (as this leads
to a smaller DM-nucleon cross-section $\sigma_{\text{SI}}^{N}$) but disfavoured by the relic density constraint (as this leads to $f_{\text{rel}} > 1$) and vice versa.

The diagonal band in the $(m_H, m_{\phi})$ plane appears at the second resonance $m_{\phi} = m_H/2$. All parameter points in this band are allowed by the relic density and PandaX-II limits. As $g_S$ is profiled over, small values of $g_S$ give $f_{\text{rel}} \leq 1$ and remain compatible with the PandaX-II limits. On the other hand, when $m_H \gtrsim 4$ TeV, parameter points are disfavoured by the EWPO constraint. This region also leads to $|\lambda_{\phi S}| \geq 4\pi$ as is evident in Fig. 8.2.

4. $(m_H, g_S)$ plane: For $m_H \lesssim m_h/2$, all values of $g_S$ are disfavoured by the direct Higgs searches performed at the LEP experiment. Above $m_h/2$, a lower limit on $g_S$ comes from the relic density constraint as small values of $g_S$ lead to an overabundance of the fermion DM. This limit becomes weaker as $m_H$ increases. For $m_H \gtrsim 4$ TeV, the coupling $\lambda_{\phi S}$ becomes non-perturbative. On the other hand, values of $g_S \gtrsim 3.2$ are disfavoured for all values of $m_H$ by the EWBG constraint as it leads to runaway directions in the potential. This result is also evident in Fig. 8.2.

In Fig. 8.4, we show the 1D profile likelihoods for all 7 free parameters. In each panel, the combined log-likelihood function in Eq. (8.40) is maximised by profiling over the remaining parameters. It is evident that the combined constraint places an upper limit on $m_H, m_{\phi}$ and $g_S$, namely $m_H \lesssim 5$ TeV, $m_{\phi} \lesssim 3.2$ GeV and $g_S \lesssim 3.2$.

8.5.3 Gravitational wave signals

The computation of the GW signals require a detailed study of the dynamics of the phase transition (PT). Luckily, the analysis of bubble nucleation is to some extent generic, and the steps required are always similar, albeit using a different potential. The main difficulty with our general scalar potential is that the transition always involve both scalar fields, and finding a correct tunnelling path in the 2D scalar field space is always necessary. We tackle this problem in the exact same way as we did in chapter 7. In particular, we use the method described there to find the appropriate tunnelling path and bubble solutions that drive the transition in each case.

The main drawback of this calculation is that it is computationally expensive when compared to all other constraints discussed in section 8.3. Thus, we first identify interesting points in the model parameter space using a global fit and check the detailed PT dynamics and GW signals afterwards.

For each viable point, we compute the tunnelling path and corresponding action as in chapter 7. In turn, this gives us the vacuum decay probability. This is used to find the nucleation temperature at which a bubble on average is nucleated in every horizon volume. We find that around 80% of the interesting points are excluded as the decay probability...
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![Graphs showing profile likelihood plots for free model parameters from global fit. The best-fit point is shown by a black star in each panel.](image)

Figure 8.4: 1D profile likelihood plots for the free model parameters from our global fit. The best-fit point is shown by a black star in each panel.

is too suppressed and the tunnelling does not proceed. This result is not surprising as the potential depends on many parameters. The extended parameter space with respect to the scalar singlet model in chapter 7 allows for the formation of a large tree-level barrier, which can persist even at $T = 0$ and suppress the vacuum decay probability.

For the viable parameter points, we calculate the ratio of the released latent heat to the energy density of the plasma background ($\alpha$) and the inverse time of the phase transition ($\beta/H$) [317, 320]. Using the expressions for the GW spectra from three main sources in chapter 7, we compute the total GW spectra as a function of the signal frequency. Finally, the GW spectra are compared with the current sensitivity bands of LIGO [450, 494, 495], the European Pulsar Timing Array (EPTA) [496], and detection prospects of LISA [448], DECIGO, BBO [449] and the Square Kilometre Array (SKA) [497].

In Fig. 8.5, we show the GW spectra of viable parameter points and their dependence on the transition temperature $T_*$. It is easier to find a strong GW signal from the viable points with a significant barrier as it postpones the tunnelling to lower temperatures. This relation is clear from Fig. 8.6 which shows the same result and its dependence on $v_\star/T_*$. Again, larger values of $v_\star/T_*$ lead to a stronger phase transition and a stronger GW signal.
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Figure 8.5: Gravitational wave (GW) spectra of viable points and their dependence on the transition temperature $T_\ast$. Current sensitivity bands of LIGO and the European Pulsar Timing Array (EPTA), as well as detection prospects of LISA, DECIGO, BBO and the Square Kilometre Array (SKA) are also shown for comparison.

In particular, viable points with a small $T_\ast$ lead to stronger GW signals and better prospects for discovery at future GW experiments.

From Figs. 8.5 and 8.6, we can see that the GW spectra of viable points are within reach of LISA, DECIGO and BBO experiment. On the other hand, the current LIGO experiment is insensitive to the GW spectra from the phase transition. This also agrees with our findings in chapter 7, since LIGO is particularly sensitive to high frequency signals from sources such as binary black holes and neutron stars, etc. Although EPTA and SKA can probe extremely low frequencies, the GW spectra of viable points peak at
8.6 Summary

In this chapter, we have performed the most comprehensive and up-to-date study of the extended scalar singlet model with a fermionic DM candidate. After performing a 7D scan of the model parameter space using only the EWBG constraint, we found regions in the model parameter space that can facilitate EWBG. From the profile likelihood plots, we showed that a successful EWBG is viable in all parts of the model parameter space provided \( g_S \lesssim 5.62 \). In particular, for \( m_H \gtrsim 5 \text{ TeV} \), \( |s_0| \lesssim 50 \text{ GeV} \), \( |\alpha| \approx 0 \), \( \pi \) and \( m_\phi \gtrsim 3.2 \text{ TeV} \) are required to facilitate EWBG.

After building intuition from the EWBG results, we performed a global fit of our model using all available constraints from the Planck measured relic density, direct detection limits from the PandaX-II experiment, EWBG, EWPO and Higgs searches at colliders. This allowed us to constrain parts of the 7D model parameter space. In particular, we imposed an upper limit on \( m_H, m_\phi \) and \( g_S \), namely \( m_H \lesssim 5 \text{ TeV} \), \( m_\phi \lesssim 3.2 \text{ TeV} \) and \( g_S \lesssim 3.2 \text{ GeV} \). We also confirmed that the model could simultaneously explain (at least a part of) the observed DM abundance and baryon asymmetry.

From the viable points that satisfied all of the available constraints, we computed their GW spectra and checked the discovery prospects of the model at current or future GW experiments. In doing so, we found that the GW spectra of viable points are often within reach of LISA, DECIGO and BBO experiments. On the other hand, the LIGO experiment will be insensitive to such low-frequency signals as it operates in a much higher frequency range. The EPTA and SKA experiments are designed to probe low-frequency signals. However, the GW spectra of viable points peak in a different frequency range than those probed by EPTA and SKA. Thus, it will be difficult to observe GW signals from the phase transition in these two experiments.
Chapter 9

Global fits with GAMBIT

9.1 Introduction

In chapter 6, we studied the phenomenology of effective Higgs portal DM models. They are continuing to generate much interest in the literature [336, 472, 486, 498–511]. For instance, a global fit of a spin 0 (1/2) DM model using an EFT approach was performed in Ref. [512]. A total of 14 (6) operators for the fermion (complex scalar) DM candidates were included in the study. Constraints from the WMAP measured DM relic density, limits on the SI DM-nucleon cross-section from XENON100, SD DM-nucleon cross-section from XENON10, ZEPLIN-III and SIMPLE, cosmic antiproton flux from PAMELA, cosmic gamma-ray flux from Fermi-LAT, mono-jet and mono-photon production plus missing energy at the Tevatron and LHC were collectively used to place limits on the effective operators.

Global fits of the real and complex scalar DM candidates in the EFT framework were performed in Ref. [513]. All dimension-6 operators consisting of DM bilinears and gauge invariant combinations of quark and gluon fields were taken into account. Constraints on the free model parameters were imposed after combining the results from Planck, LUX and the Fermi-LAT experiment. The compatibility of the DM annihilation signal with the GC gamma-ray excess was also tested in this study.

The first global study of the scalar Higgs portal model was performed in Ref. [325]; for the most recent global fit, see Ref. [326]. The best-fit model parameters were obtained after combining the relic density constraint from WMAP-7, 225 live days of XENON100 data, upper limits on the gamma-ray flux from Fermi-LAT based on dwarf spheroidal galaxies, and a Higgs boson candidate with a mass of 125 GeV and an invisible branching ratio no larger than 40%. The fit parameters were used to predict various final states at the LHC such as the production of a mono-\( b \) jet, one and two charged leptons plus missing energy. The annihilation cross-section for the gamma-ray lines and muon anomalous magnetic dipole moment (a 2-loop process in this model) was also computed.

In this chapter, we present preliminary results for the vector and Dirac fermion Higgs
portal models as obtained using the GAMBIT software. [514]. We start by giving a brief review on GAMBIT, introduce our portal models, and discuss both the physics and the implementation of various constraints in GAMBIT. After performing scans of the model parameter space, we check the consistency of our preliminary results against those obtained in chapter 6; the latter is based on Ref. [30].

9.2 GAMBIT

In the past, it was a challenging task to properly and completely weigh the sum of data relevant to a theory from many experimental sources, and make rigorous statistical statements about which models are allowed and which are not. This problem can be addressed by \textit{global fits}: simultaneous predictions of different observables from theory, coupled with a combined statistical analysis of various experimental searches that are sensitive to them.

Many global fitting tools in the past did not offer a public framework that could be easily extended to integrate new observables, datasets and likelihoods as they become available. They also did not provide a standardised way to deal with complex interfaces to external codes for calculating specific observables or experimental likelihoods. Another difficulty lies in carrying out detailed joint statistical analysis in many-dimensional BSM parameter spaces. This often requires a full understanding of a range of theoretical calculations as well as experiments, significant coding experience, large amounts of computing resources, and careful attention to statistical as well as numerical methods [515].

Making concrete statements across a range of parameters require adopting either the Bayesian or frequentist statistical framework. Both of these approaches impose specific mathematical conditions on how to discretely sample the parameter space and combine samples to make statements about a continuous parameter range. Most global fits performed so far have assumed either Bayesian or frequentist statistics, thus discarding the additional information available from the other approach. In addition, they have only employed a single parameter sampling algorithm, despite the availability and complementarity of a wide range of relevant numerical methods.

The Global And Modular BSM Inference Tool (GAMBIT) is a new global fitting software that addresses these issues.\footnote{https://gambit.hepforge.org} It combines extensive calculations of many observables and likelihoods in particle/astroparticle physics with a hierarchical model database. In addition to offering advanced tools for automatically building analyses of essentially any BSM model, it provides a flexible and powerful system for interfacing to external codes, inclusion of various systematic uncertainties that are handled as nuisance parameters, a suite of different statistical methods and parameter scanning algorithms, and a host of
other utilities designed to perform faster, safer and more easily-extendible scans in both frequentist and Bayesian statistics [514].

GAMBIT is composed of multiple modules or Bits. Each module can be used separately or together within GAMBIT. Currently, there are six physics modules and a scanning module ScannerBit [489], which directly handles the scans of the model parameter space by choosing the parameters to be sampled during a scan using either internal algorithms or external codes. The physics modules can either calculate observables and likelihoods internally or make use of external codes (or backends) to determine these quantities. Each module in GAMBIT is designed to perform a specific calculation as summarised below [516].

1. ColliderBit: calculates particle collider observables, Higgs likelihoods, and searches for new particles at the LEP and the LHC [517].

2. FlavBit: calculates likelihoods from a range of flavour physics results, primarily decay rates and angular observables for $B$ decays as observed in $B$ factories and the LHCb experiment [518].

3. DarkBit: calculates DM observables and likelihood using results from the direct and indirect searches, and relic density constraints [184].

4. SpecBit: interfaces to external mass spectrum calculators to provide GAMBIT with pole masses and running parameters [519].

5. DecayBit: calculates decay rates of BSM particles and contains SM particle decay information [519].

6. PrecisionBit: calculates BSM corrections to a range of precision observables, including quantities such as the $W$ boson mass and muon anomalous magnetic moment. It also provides likelihoods for these parameters/observables [519].

In addition to these modules, GAMBIT also contains a hierarchical model database. This allows for an easy translation between a constrained parameterisation of a given model to a more general form.

9.3 Models

Following chapter 6, we assume that the DM fields are SM gauge singlets and consider a vector $V_\mu$ and a Dirac fermion $\psi$ DM candidate.\footnote{We only present results for the Dirac fermion DM model. The results for a Majorana fermion DM $\chi$ are similar. For more details, see chapter 6.} The model Lagrangians for the two
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scenarios are given by

\[ L_V = L_{SM} - \frac{1}{4} W^\mu W^{\mu\nu} + \frac{1}{2} \mu^2 V_\mu V^\mu - \frac{1}{4!} \lambda_V (V_\mu V^\mu)^2 + \frac{1}{2} \lambda_{hV} V_\mu V^\mu \Phi^\dagger \Phi, \]

(9.1)

\[ L_\psi = L_{SM} + \bar{\psi} (i \not\! \! \! \partial - m_\psi) \psi - \frac{\lambda_{h\psi}}{\Lambda_\psi} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \Phi^\dagger \Phi, \]

(9.2)

where \( \lambda_{hV} (\lambda_{h\psi}/\Lambda_\psi) \) is the dimensionless vector (dimensionful fermion) Higgs portal coupling and \( \Phi \) is the SM Higgs doublet. For a fermion DM candidate, we consider both the CP-even and CP-odd dimension-5 operators inducing a coupling to the SM Higgs boson with \( \theta \) controlling their relative size. The choice \( \cos \theta = 1 \) (0) corresponds to a pure scalar, CP conserving (pure pseudoscalar, maximally CP violating) interaction between the fermion DM and the SM Higgs field. A possible UV completion of such a model is given in Ref. [334, 461].

After EWSB, the Higgs field acquires a VEV \( v_0 = 246.22 \text{ GeV} \). Thus, the \( \Phi^\dagger \Phi \) term in the above Lagrangians generate mass and interaction terms for the DM fields. For the vector DM model, its tree-level physical mass is

\[ m_\psi^2 = \mu_\psi^2 + \frac{1}{2} \lambda_{hV} v_0^2. \]

(9.3)

As we saw in chapter 6, the pseudoscalar term (\( \propto \sin \theta \)) in the Dirac fermion model generates a non-mass-type term. To eliminate this term, we perform a chiral rotation of the post-EWSB Dirac fermion field as

\[ \psi \rightarrow e^{i \gamma_5 \alpha / 2} \psi, \]

(9.4)

where \( \alpha \) is a real, space-time independent parameter. Using the results in Appendix D, we arrive at the following post-EWSB Dirac fermion DM Lagrangian

\[ L_\psi = L_{SM} + \bar{\psi} (i \not\! \! \! \partial - m_\psi) \psi - \frac{\lambda_{h\psi}}{\Lambda_\psi} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right) \left( \mu_\psi + \frac{1}{2} \lambda_{hV} v_0^2 \right), \]

where \( \xi \equiv \theta + \alpha \),

\[ \cos \xi = \frac{\mu_\psi}{m_\psi} \left( \cos \theta + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \right), \quad \sin \xi = \frac{\mu_\psi}{m_\psi} \sin \theta, \]

\[ m_\psi = \sqrt{ \left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2}. \]

Note that a CP-conserving theory before EWSB (\( \cos \theta = 1 \)) is still CP-conserving after EWSB (\( \cos \xi = 1 \)). Thus, this particular choice of \( \xi \) is well-motivated from the UV perspective.\(^3\) A possible UV completion of this particular scenario was studied in chapter 8.

\(^3\)This is not the case for the maximally CP-violating choice (\( \cos \theta = 0 \)) as EWSB induces a scalar interaction with \( \cos \xi \propto v_0^2 \) [335].
9.4. Constraints

The free parameters of the Lagrangians are subjected to a range of observational and theoretical constraints. For the vector DM model, the relevant parameters after EWSB are the vector DM mass $m_V$ and its dimensionless coupling $\lambda_{hV}$ with the SM Higgs boson.\(^4\) The post-EWSB fermion DM Lagrangians contain 3 free parameters: the fermion DM mass $m_\psi$, its dimensionful coupling $\lambda_{h\psi}/\Lambda_\phi$ with the SM Higgs boson and the scalar-pseudoscalar mixing parameter $\xi$.

To compare our preliminary results from GAMBIT against the ones in chapter 6, we use the set of likelihoods summarised in Table 9.1. In the following subsections, we discuss both the physics and implementation of each of these constraints.

### 9.4.1 Thermal relic density

The time evolution of the DM number density $n_X$, where $X \in (V_\mu, \psi)$, is governed by the following Boltzmann equation [453]

$$ \frac{dn_X}{dt} + 3Hn_X = -\langle \sigma v_{\text{rel}} \rangle \left( n_X^2 - n_{X,\text{eq}}^2 \right), \quad (9.5) $$

where $n_{X,\text{eq}}$ is the number density at equilibrium, $H$ is the Hubble rate and $\langle \sigma v_{\text{rel}} \rangle$ is the thermally averaged annihilation cross-section given by

$$ \langle \sigma v_{\text{rel}} \rangle = \int_{4m_X^2}^{s} ds \frac{\sqrt{s - 4m_X^2}K_1(\sqrt{s}/T)}{16Tm_X^4K_2^2(m_X/T)} \sigma \nu_{\text{rel}}^{\text{cms}}. \quad (9.6) $$

Here $\nu_{\text{rel}}^{\text{cms}}$ is the relative velocity of the DM particles in the centre-of-mass frame.

In our models, the annihilation process of DM receives contributions from all kinematically accessible final states involving massive SM fields. Annihilations into SM gauge bosons and fermions are mediated by a SM Higgs boson in the $s$-channel. Near the resonance region $m_X \approx m_h/2$, it is crucial to perform the actual thermal average as defined in

\(^4\)The quartic self-coupling $\lambda_V$ does not play any role in the DM phenomenology and can be ignored. However, it is vital if the constraints from the electroweak vacuum stability and model perturbativity are imposed [330].
Eq. (9.6) instead of expanding $\sigma_{v_{\text{rel}}}^{\text{cms}}$ in the partial waves [520]. Moreover, we take into account the important contributions arising from the production of off-shell pairs of gauge bosons $\text{WW}^*$ and $\text{ZZ}^*$ [480].

For $45 \text{ GeV} \leq \sqrt{s} \leq 300 \text{ GeV}$, we compute the annihilation cross-section into SM gauge bosons and fermions in the narrow-width approximation via

\[
\sigma_{v_{\text{rel}}}^{\text{cms}} = \frac{2\lambda_{hX}^2v_0^2P(X)}{\sqrt{s}} \frac{\Gamma_h(\sqrt{s} = m_h^*)}{\left(s - m_h^2\right)^2 + m_h^2\Gamma_h^2(m_h)},
\]

(9.7)

where we have employ the tabulated Higgs boson width $\Gamma(m_h^*)$ as implemented in DecayBit [519]. The pre-factor $P(X)$ is given by

\[
P(X) = \begin{cases} 
\frac{1}{9} \left(3 - \frac{s}{m_V^2} + \frac{s^2}{4m_V^4}\right), & X = V_\mu, \\
\frac{s}{2} \left(\frac{4m_X^2\cos^2\xi}{s}\right), & X = \psi.
\end{cases}
\]

(9.8)

In particular, we note that for a CP-conserving interaction of a fermionic DM particle, the annihilation cross-section is $p$-wave suppressed. As shown in Ref. [480], for $\sqrt{s} \gtrsim 300 \text{ GeV}$, the Higgs one-loop self interaction begins to overestimate the tabulated Higgs boson width in Ref. [5]. Thus, in cases where $\sqrt{s} > 300 \text{ GeV}$ and off-shell production of gauge boson pairs is irrelevant, we revert to the tree-level expressions for the annihilation cross-section as given in Appendix G. For $m_X \geq m_h$, DM can annihilate into a pair of Higgs bosons, a process that is missing in Eq. (9.7); the corresponding analytical expression for the annihilation cross-section is also given in Appendix G.

Finally, we obtain the relic density of $X$ by numerically solving Eq. (9.5) at each parameter point using the routines implemented in DarkSusy [521] via DarkBit. We do not demand that the particle $X$ constitutes all of the observed DM, i.e., we allow for the possibility of other DM species to contribute to the observed relic abundance, e.g., axions.

To compare our preliminary results against those presented in chapter 6, we implement the relic density constraint using a likelihood which is flat for predicted relic density values below the observed one, and is based on a Gaussian distribution with the Planck measured value $\Omega_{\text{DM}}h^2 = 0.1199 \pm 0.0027$ [354] for parameter points saturating or exceeding the observed value. For more details on this prescription, see Refs. [184, 514].

In regions of the model parameter space where the $X$ relic abundance is less than the observed value, all indirect and direct detection signals are rescaled accordingly. In doing so, we conservatively assume that the remaining DM population does not contribute to signals in these experiments.
9.4.2 Higgs invisible decays

For $m_X < m_h/2$, the SM Higgs boson can decay into a pair of DM particles, with rates given by [30]

$$\Gamma_{\text{inv}}(h \rightarrow VV) = \frac{\lambda_{hVV}^2 m_h^2}{128\pi m_V^4} \left( 1 - \frac{4m_V^2}{m_h^2} + \frac{12m_V^4}{m_h^4} \right) \sqrt{1 - \frac{4m_V^2}{m_h^2}}, \quad (9.9)$$

$$\Gamma_{\text{inv}}(h \rightarrow \bar{\psi}\psi) = \frac{m_h v_0^2}{8\pi} \left( \frac{\lambda_{h\psi\psi}}{\Lambda_\psi} \right)^2 \left( 1 - \frac{4m_\psi^2 \cos^2 \xi}{m_h^2} \right) \sqrt{1 - \frac{4m_\psi^2}{m_h^2}}. \quad (9.10)$$

These processes give an extra contribution to the Higgs invisible width $\Gamma_{\text{inv}}$, which is constrained to be less than 19% of the total width at 2$\sigma$ C.L. [356]. In GAMBIT, this constraint is accounted by using the DecoBit implementation of the Higgs invisible width likelihood, which in turn is based on an interpolation of Fig. 8 in Ref. [356].

9.4.3 Indirect detection via gamma rays

The most immediate prediction from the thermal freeze-out scenario is that DM particles can annihilate today, most notably in regions of enhanced DM density. In particular, gamma-ray observations from dwarf spheroidal galaxies (dSphs) of the Milky Way are strong and robust probes for any model of thermal DM with unsuppressed annihilations into SM particles.

As we saw in chapter 6, the flux of gamma rays in a given energy bin $i$ from a target object labelled by $k$ can be written in the factorised form as $\Phi_i \cdot J_k$, where $\Phi_i$ encodes all information about the particle physics of the DM annihilation process, and $J_k$ depends on the spatial distribution of DM in the region of interest, namely

$$\Phi_i = \kappa \sum_j \frac{(\sigma v)_{0,j}}{8\pi m_X^2} \int_{\Delta E_i} \frac{dN_{\gamma,j}}{dE} \, dE, \quad (9.11)$$

$$J_k = \int_{\Delta \Omega_k} d\Omega \int_{\text{l.o.s.}} ds \rho_X^2. \quad (9.12)$$

Here $\kappa$ is a phase space factor (equal to 1 for self-conjugate DM and 1/2 for non-self-conjugate DM), $(\sigma v)_{0,j}$ is the annihilation cross-section in the zero-velocity limit and $dN_{\gamma,j}/dE$ is the differential gamma-ray spectrum into final state $j$. In DarkBit, the latter is obtained from the correct routines in DarkSUSY. Moreover, the $J$-factor in Eq. (9.12) is defined as a line of sight (l.o.s.) integral over the square of the DM density $\rho_X$ towards the target object $k$ and extended over a solid angle $\Delta \Omega_k$. We assume an NFW profile [376] for the galactic halo within the Milky Way.

We use the Pass-8 combined analysis of 15 dwarf galaxies using 6 years of the Fermi-LAT data [367], which currently provides the strongest limit on the DM annihilation cross-section into final states involving gamma rays. Concretely, we use the binned
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likelihoods as implemented in DarkBit [184], which in turn is based on the gamLike 1.0.0 package.\(^5\) The likelihood associated with the gamma-ray observations is

\[
\ln L = \sum_{k=1}^{N_{\text{dSphs}}} \sum_{i=1}^{N_{\text{eBins}}} \ln L_{ki}(\Phi_i \cdot J_k). \quad (9.13)
\]

In addition, we include a term \(\ln L_J\) which parametrises the uncertainties on the \(J\)-factors [184, 367]. Finally, the overall Fermi-LAT likelihood used in our scans is obtained by profiling over all possible \(J\)-factors as nuisance parameters, namely

\[
\ln L^0_{\text{dwarfs}} = \max_{J_1, \ldots, J_k} \left( \ln L_{\exp} + \ln L_J \right). \quad (9.14)
\]

For the Dirac fermion DM model with CP-conserving interactions (\(\xi = 0\)), the annihilation cross-section vanishes in the zero velocity limit. This opens up the parameter space of such scenarios. On the other hand, models with \(\xi \neq 0\) come with the cost of an additional constraint from gamma-ray searches.

### 9.4.4 Direct detection

The predicted number of signal events in a given direct detection experiment is [184]

\[
N_p = MT \int_0^\infty \phi(E) \frac{dR}{dE} dE, \quad (9.15)
\]

where \(M\) is the detector mass, \(T\) is the exposure time and \(\phi(E)\) is the detector efficiency function, i.e., the fraction of recoil events with energy \(E\) that are observed after applying all cuts in a given analysis. The differential recoil rate \(dR/dE\) for scattering off target isotope \(T\) is given by

\[
\frac{dR}{dE} = \frac{2\rho_0}{m_X} \int v f(v, t) \frac{d\sigma}{dq^2} \left( q^2, v \right) d^3v, \quad (9.16)
\]

where \(\rho_0\) is the local DM density, \(f(v, t)\) is the three-dimensional, time-dependent DM velocity distribution, \(d\sigma(q^2, v)/dq^2\) is the differential scattering cross-section with respect to the momentum transfer \(q^2 = 2m_tE\).

For the evaluation of \(N_p\) in Eq. (9.15), we assume a Maxwell-Boltzmann velocity distribution in the galactic rest frame with a peak velocity \(v_{\text{peak}}\) and truncated at the local escape velocity \(v_{\text{esc}}\). For more details about the conversion to the velocity distribution \(f(v, t)\) in the detector rest frame, see Ref. [184].

For the vector DM model, the SI DM-nucleon cross-section is given by

\[
\sigma_{\text{SI}}^V = \frac{\mu^2}{\pi} \frac{\lambda_{VV}^2 f_N^2 m_N^2}{4m_v^2 m_h^4}, \quad (9.17)
\]

\(^5\text{http://gamlike.hepforge.org}\)
9.4. Constraints

where \( \mu = m_V m_N / (m_V + m_N) \) is the reduced mass of the DM-nucleon system and \( f_N \) is the effective Higgs-nucleon coupling. The latter is defined as

\[
f_N = \frac{2}{9} + \frac{7}{9} \sum_{q=u,d,s} f_{T_q}^{(N)},
\]

(9.18)

where \( f_{T_q}^{(N)} \) are the hadronic matrix elements. These are calculated using the following matrix elements which describe the quark content of a nucleon, namely

\[
\sigma_l \equiv m_l \langle N|\bar{u}u + \bar{d}d|N \rangle, \quad \sigma_s \equiv m_s \langle N|\bar{s}s|N \rangle,
\]

(9.19)

where \( m_l \equiv (m_u + m_d) / 2 \) and \( N \in \{p, n\} \). For more details, see Ref. [324].

For the Dirac fermion DM model, the SI DM-nucleon cross-section is given by

\[
\sigma_{SI}^\psi = \frac{\mu^2}{\pi} \left( \frac{\lambda_{h\psi}}{\Lambda_\psi} \right)^2 \frac{f_N^2 m_N^2}{m_h^4} \left[ \cos^2 \xi + \frac{q^2}{4m_\psi^2} \sin^2 \xi \right],
\]

(9.20)

As typical momentum transfer in a scattering process is \(|q| \approx (1-100) \text{ MeV} \ll 4m_\psi^2\), direct detection constraints are weaker for (nearly) pseudoscalar interactions, i.e., \( \xi \approx \pi / 2 \).

To evaluate a Poisson-based likelihood for a given experiment, we use the DarkBit interface to DDCalc 2.0.0.6

\[
\mathcal{L} (N_p|N_o) = \frac{(b + N_p)^{N_o} e^{-(b+N_p)}}{N_o!},
\]

(9.21)

where \( N_p \) is the number of predicted events, \( N_o \) is number of observed events and \( b \) is the predicted number of background events. We model the detector efficiencies and acceptance rates by interpolating between the pre-computed tables in DDCalc.

To make a fair comparison between our preliminary results and ones in chapter 6, we include the LUX (2013) [392] and XENON1T (2017) [192] constraints.

9.4.5 Nuisance likelihoods

In addition to the DM model parameters, the constraints mentioned above also depend on a set of nuisance parameters, i.e., parameters that are not of immediate interest but are required as inputs in various likelihoods. Examples include the hadronic matrix elements \( \sigma_s \) and \( \sigma_l \) in Eq. (9.19), the local DM density \( \rho_0 \), the parameters of the Maxwell-Boltzmann velocity distribution, namely \( v_{\text{peak}} \) and \( v_{\text{esc}} \), and SM masses/couplings that are only known to a finite accuracy. One of the great virtues of a global fit is that such uncertainties can be taken into account in a fully consistent way, namely by including additional likelihoods in the combined likelihood function which parametrises these uncertainties.

In DarkBit, the nuisance likelihood for the local DM density \( \rho_0 \) is given by a log-normal distribution with a central value of \( \rho_0 = 0.40 \text{ GeV cm}^{-3} \) and an error of

http://ddcalc.hepforge.org/
\( \sigma_{\rho_0} = 0.15 \, \text{GeV cm}^{-3} \) [184]. To reflect the log-normal distribution, we can scan over an asymmetric range for \( \rho_0 \). For the parameters of the Maxwell-Boltzmann velocity distribution, namely \( \nu_{\text{peak}} \) and \( \nu_{\text{esc}} \), we can use simple Gaussian likelihoods. In particular, a Gaussian likelihood for \( \nu_{\text{peak}} \) with a central value and 1\( \sigma \) error of \( \nu_{\text{peak}} = 240 \pm 8 \, \text{km s}^{-1} \); this is based on the determination of the rotational speed \( \nu_{\text{rot}} \) of the Sun in Ref. [187]. Assuming Gaussian errors, the 90% C.L. interval from the RAVE collaboration can be converted to give \( \nu_{\text{esc}} = 533 \pm 31.9 \, \text{km s}^{-1} \) [522]. A Gaussian likelihood for \( \nu_{\text{esc}} \) can also be used. In the absence of any other information about the DM distribution in our galaxy, we assume \( \nu_{\text{peak}} \equiv \nu_{\text{rot}} \).

The uncertainties in the hadronic matrix elements can be parametrised using Gaussian likelihoods for \( \sigma_t = 50 \pm 15 \, \text{MeV} \) [523] and \( \sigma_s = 43 \pm 8 \, \text{MeV} \) [524]. The former deviates from the default choice in DarkBit as it reflects the recent lattice results which point towards smaller values of \( \sigma_s \). The uncertainties on the light quark masses have a negligible impact on the Higgs-nucleon coupling \( f_N \) in Eq. (9.18). Thus, they can be ignored in a global study.

For the SM nuisance parameters, the uncertainty on the strong coupling \( \alpha_s \) can be accounted by a Gaussian likelihood with \( \alpha_s^{\overline{MS}}(m_Z) = 0.1185 \pm 0.0005 \) [459]. Similarly, the uncertainty on the SM Higgs boson mass can be modelled by a Gaussian likelihood based on the PDG-2015 value of \( m_h = 125.09 \pm 0.24 \, \text{GeV} \) [525].

### 9.4.6 EFT validity

For the Dirac fermion model, the EFT approximation depends on the UV completion. As discussed in chapter 6, we consider a specific UV completion in which a heavy scalar mediator field \( \varphi \) couples to the fermions and the Higgs doublet as\(^7\)

\[
\mathcal{L} \supset -\varphi \left[ \mu g \Phi^\dagger \Phi + g_{\bar{\psi}} \Phi (\cos \xi + i \gamma_5 \sin \xi) \psi \right],
\]

where \( \mu \) has mass-dimension 1, e.g., from some Yukawa-type coupling. This heavy field can be integrated out to give a dimensionful coupling in the EFT approximation as

\[
\mathcal{L} \supset -\frac{\mu g \Phi \bar{\psi}}{m_\varphi^2} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right) \Phi^\dagger \Phi.
\]

By comparing this expression with Eq. (9.2), the coefficients can be related by \( \lambda/\Lambda \approx (\mu g_\Phi g_{\bar{\psi}})/m_\varphi^2 \). The largest (realistic) value of the energy scale \( \mu \) is \( m_\varphi \). In this case, we get \( \lambda/\Lambda \sim g_\Phi g_{\bar{\psi}}/m_\varphi \). We also require the couplings to be perturbative, i.e., \( g_\Phi g_{\bar{\psi}} \leq 4\pi \). For DM annihilation, the relevant energy scale is \( \sqrt{s} \approx 2m_X \). Thus, the EFT approximation becomes invalid when

\[
\frac{\lambda_{h\psi}}{\Lambda_{\Phi}} \geq \frac{4\pi}{2m_\varphi}.
\]

\( ^7 \)Note that the \( \gamma_5 \) term can be generated by having a complex mass term \( \bar{m}_\psi \) in the original Dirac fermion Lagrangian and performing a chiral rotation. Full CP conservation, \( \cos \xi = 1 \), is equivalent to having a real mass term.
9.5 Preliminary results

In the following subsections, we present preliminary results for the vector and Dirac fermion models using the GAMBIT software. To make a fair comparison between these results and the ones presented in chapter 6, we scan over the same range of model parameters, and fix the nuclear and astrophysical parameters to

\[ \rho_0 = 0.4 \text{ GeV cm}^{-3}, \quad v_{\text{peak}} = v_{\text{rot}} = 220 \text{ km s}^{-1}, \quad v_{\text{esc}} = 544 \text{ km s}^{-1}, \]

\[ \sigma_t = 58 \text{ MeV}, \quad \sigma_s = 40 \text{ MeV}. \]  

(9.25)

More importantly, the chosen values for \( \sigma_s \) and \( \sigma_t \) reproduce \( f_N = 0.3 \) [30, 324].

For the Dirac fermion model, we extend the work presented in chapter 6 by scanning over the scalar-pseudoscalar mixing parameter \( \xi \). The range and priors for the vector and Dirac fermion model is summarised in Tables 9.2 and 9.3 respectively.

In addition to the likelihoods listed in Table 9.1, we use a Gaussian likelihood for a SM Higgs boson with a mass of \( m_h = 125.09 \pm 0.24 \text{ GeV} \) [525]. As the phenomenology of our models is strongly dependent on \( m_h \) (especially near the resonance region), we allow \( m_h \) to vary by more than \( 4\sigma \). The range and prior-type for \( m_h \) is summarised in Tables 9.2 and 9.3.

### Table 9.2: Ranges and priors for the vector DM model, and the SM nuisance parameter \( m_h \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{hV} )</td>
<td>( 10^{-4} )</td>
<td>56.23</td>
<td>log</td>
</tr>
<tr>
<td>( m_V ) (low mass)</td>
<td>45 GeV</td>
<td>70 GeV</td>
<td>flat</td>
</tr>
<tr>
<td>( m_V ) (high mass)</td>
<td>45 GeV</td>
<td>10 TeV</td>
<td>log</td>
</tr>
<tr>
<td>( m_h )</td>
<td>124.1 GeV</td>
<td>127.3 GeV</td>
<td>flat</td>
</tr>
</tbody>
</table>

### Table 9.3: Ranges and priors for the Dirac fermion DM model, and the SM nuisance parameter \( m_h \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{h\phi}/\Lambda_{\phi} )</td>
<td>( 10^{-4} \text{ GeV}^{-1} )</td>
<td>10 \text{ GeV}^{-1}</td>
<td>log</td>
</tr>
<tr>
<td>( \xi )</td>
<td>0</td>
<td>( \pi )</td>
<td>flat</td>
</tr>
<tr>
<td>( m_\phi ) (low mass)</td>
<td>45 GeV</td>
<td>70 GeV</td>
<td>flat</td>
</tr>
<tr>
<td>( m_\phi ) (high mass)</td>
<td>45 GeV</td>
<td>10 TeV</td>
<td>log</td>
</tr>
<tr>
<td>( m_h )</td>
<td>124.1 GeV</td>
<td>127.3 GeV</td>
<td>flat</td>
</tr>
</tbody>
</table>

Table 9.2: Ranges and priors for the vector DM model, and the SM nuisance parameter \( m_h \).

Thus, we invalidate parameter points in the Dirac fermion model if they lead to a breakdown of the EFT approximation.

9.5 Preliminary results

Our choice for \( \xi \in [0, \pi] \) reflects the fact that only odd powers of \( \cos \xi \) appear in all included observables. Thus, our model results are symmetric under \( \xi \rightarrow -\xi \).
9.5.1 Vector model

We perform scans of the vector model parameter space using the Diver 1.0.4 package. The ranges and priors for the free model parameters are summarised in Table 9.2. Specifically, we perform a scan in the low mass resonance region and another over the full range. The resulting profile likelihoods are shown in the left panels of Figs. 9.1 and 9.2 respectively. For comparison, we also show results for the vector DM model from chapter 6 in the right panels.

In the low mass region, we can see that the allowed region (shown as coloured in the left panel and as white in the right panel) is in good agreement. In both panels, the allowed region is tightly constrained from below by the relic density constraint, from upper left by the Higgs invisible decay, and from the right by direct search experiments. The inclusion of the XENON1T (2017) limit in the left panel results in a slightly stronger exclusion than the LUX (2013) limit in the right panel. In these plots, the SM Higgs boson mass $m_h$ is...
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9.5.1 Vector DM model

In the high mass region, constraints from the XENON1T (2017) experiment exclude vector DM masses between $m_h/2$ and ~ 320 GeV. The profiled out SM nuisance parameter, namely $m_h$ only has a small effect in this region when $VV \rightarrow hh$ annihilation mode is kinematically allowed. Again, the allowed region is constrained from below by the relic density limit as smaller values of $\lambda_{VV}$ lead to an overabundance of DM. In fact, the lower boundary of the 2σ contour is where the vector DM relic density agrees exactly with the Planck measured value, i.e., $\Omega_V h^2 = 0.1199$. As evident in the right panel, the impact of Fermi-LAT limit on the model parameter space is small in comparison with the LUX (2013) limit. In the left panel, only two regions remain that are compatible with all constraints, one near the Higgs resonance $m_V \approx m_h/2$, and another at high vector DM masses $m_V \gtrsim 320$ GeV.

9.5.2 Dirac fermion model

Similar to the vector DM model, we perform scans in the low and high mass region of the Dirac fermion DM model. In contrast to chapter 6 where results were presented for fixed values of $cos \xi$ (or equivalently $\xi$), we scan over $\xi$ in the range specified in Table 9.3. The resulting profile likelihoods in the low and high mass range are shown in the left panel of Figs. 9.3 and 9.4 respectively.

In the low mass region, a triangular region is allowed by the combined constraints. It is constrained from below by the relic density and from the upper left by the Higgs invisible decays. The parameter $\xi$ is profiled over in these plots. As the CP-conserving case ($\xi = 0$) is severely constrained from direct DM searches, the net effect of profiling over $\xi$ is to favour scenarios where $\xi \neq 0$, i.e., non-zero pseudoscalar coupling. This is especially favoured by direct detection experiments as the resulting limit is $q^2$-suppressed,
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\[ \log_{10}(\frac{L}{L_{\text{max}}}) = 2.02 \]  

\[ h \propto \frac{\Delta \log(\frac{m}{\text{GeV}})}{\Delta \log(\frac{h}{\text{GeV}})} \]

\[ \rho_{\text{DM}} = 1 \]  

In the \( \xi \neq 0 \) case, the allowed region is constrained from the right by the indirect gamma-ray searches. This is also evident in the right panel of Fig. 9.3, which is based on chapter 6 for the maximally CP-violating case, \( \xi = \pi/2 \).

In the high mass region, we also find a good agreement between our preliminary results using GAMBIT and those obtained in chapter 6. In this mass region, we invalidate parameter points if the EFT approximation is invalid, i.e., when \( \lambda_{h\phi}/\Lambda_\phi \geq 4\pi/(2m_\phi) \).

The EFT excluded region also agrees between the two panels. Similar to the low mass region, the parameter \( \xi \) is profiled over in these plots. Thus, \( \xi \sim \pi/2 \) is favoured as direct detection limits are weak in this case. For comparison sake, we also show the model results from chapter 6 for the case \( \xi = \pi/2 \). As expected, the results in the two panels agree. The allowed region is constrained from below by the relic density and from above by the EFT validity constraint.

9.6 Summary and future work

In this chapter, we have presented a few preliminary results for the vector and Dirac fermion Higgs portal DM models using the GAMBIT software. Using the same set of observables, parameter ranges, and fixed values for the nuclear and astrophysical nuisance parameters as in chapter 6, we constrained the model parameter space and checked the results for their consistency. In contrast to chapter 6, we also extended the study of the Dirac fermion DM model by scanning over the scalar-pseudoscalar mixing parameter \( \xi \). We also included the SM Higgs boson mass as a nuisance parameter. In both of our models, the results were found to be in good agreement.

In the vector DM model, the low mass resonance region was found to be compatible with all constraints. This region is tightly constrained from below by the relic density, from the upper left by the Higgs invisible decay, and from the right by direct detection.
9.6. Summary and future work

experiments. A significant portion of the model parameter space is expected to be ruled out by the current generation of direct detection experiments. By profiling over the SM Higgs boson mass, the size of the allowed parameter space around \( m_V \approx m_h/2 \) becomes larger. On the other hand, the high mass region is heavily constrained by the relic density and direct detection limits. In particular, the XENON1T experiment rules out all values of \( \lambda_{hV} \) for \( m_h/2 \lesssim m_V \lesssim 320 \text{ GeV} \). Above this mass range, couplings of order unity are compatible with the direct detection limits. In addition, they can exactly reproduce the observed DM abundance.

For the Dirac fermion model, we performed scans of the model parameter space using 3 free model parameters: the DM mass \( m_\psi \), the dimensionful coupling with the SM Higgs boson \( \lambda_{h\psi}/\Lambda_\psi \), and the scalar-pseudoscalar mixing parameter \( \xi \). In the low mass region with \( m_\psi \lesssim m_h/2 \), the parameter space is constrained in a similar way to the vector DM model, i.e., from below (upper left) by the relic density (Higgs invisible decays). As the CP-even case (\( \xi = 0 \)) is severely constrained by direct detection experiments, the allowed region in the \((m_\psi, \lambda_{h\psi}/\Lambda_\psi)\) plane favours the CP-odd case, \( \xi \approx \pi/2 \) when \( \xi \) is allowed to vary in our scans. In the \( \xi \approx \pi/2 \) case, the resulting direct detection limits are weak due to a \( q^2 \)-suppressed DM-nucleon cross-section. However, this scenario is constrained by indirect gamma-ray searches. The final model results are in good agreement with those obtained for the \( \xi = \pi/2 \) case in chapter 6. The EFT validity constraint on the Dirac fermion model excludes large values of \( \lambda_{h\psi}/\Lambda_\psi \) and agrees with the result in chapter 6.

The work presented in this chapter can be easily extended by combining limits from multiple direct detection experiments, and the inclusion of the most important nuisance parameters from nuclear physics, astrophysics and the SM. An analysis of these models can be performed in both frequentist and Bayesian statistics. This includes a Bayesian model comparison, e.g., a comparison between scenarios where \( \xi \) is free vs cases when \( \xi \) is fixed, e.g., the CP-even case, \( \xi = 0 \). A prior sensitivity study can also be performed to understand any variation in the model results under a different choice of priors. This is important for the purpose of model comparison in Bayesian statistics (i.e., Bayes factor) as it is known to be prior-sensitive.

The GAMBIT software is flexible and modular, and allows users to add new observables and external interfaces. For our Higgs portal models, the extensions mentioned above can be easily realised. In a future work [526], we aim to perform the most comprehensive global fit of the vector and fermion Higgs portal DM models.
Chapter 10

Conclusions

In this thesis, we addressed two limitations of the Standard Model (SM), namely in providing a viable dark matter (DM) candidate and explaining the observed matter-antimatter asymmetry. We started with a pedagogical review of the SM and discussed the theories related to the electromagnetic, strong and weak forces. As the requirement of a local gauge invariant Lagrangian forbids mass terms for the gauge boson and fermions, we introduced the Higgs mechanism which generates the $W^\pm/Z$ and SM fermion masses after electroweak symmetry breaking. This mechanism also introduced a new scalar particle known as the Higgs boson $h$. In addition, the Higgs mechanism led to the origin of quark mixing.

As the Higgs boson mass $m_h$ is not predicted by the SM, we reviewed various theoretical constraints ranging from unitarity, triviality, vacuum stability, electroweak precision measurements and fine-tuning to place upper and lower limits on $m_h$, assuming no new physics enters between the electroweak and a higher energy scale. The Higgs branching ratios were used to predict its production rate and decay modes at the LEP, Tevatron and the LHC. The LEP experiment placed a lower limit of $m_h > 114.4$ GeV, whereas the Tevatron experiment ruled out various Higgs mass regions. It was only in 2012 when a signal for a SM-like Higgs boson with mass $m_h \sim 125$ GeV was discovered at the LHC. The properties of the new particle such as its spin, CP and coupling strengths to SM particles were all found to be in agreement with the SM expectation.

We presented various astrophysical evidence to support the existence of DM. These ranged from observations of galactic rotation curves, the CMB, and large-scale structures to results from $N$-body simulations and observations of collisions of galaxy clusters. The properties inferred from these observations pointed towards a cold and collision-less DM. Thus, we proposed viable DM candidates such as WIMPs and axions, and discussed their production in the early universe. We also studied various detection probes such as collider, direct and indirect searches for unravelling the nature of DM in our universe today.

We motivated the presence of matter-antimatter asymmetry in our universe. By outlining the three Sakharov conditions, we explained how such an asymmetry could be
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generated dynamically from symmetric initial conditions. We subsequently studied the topic of electroweak baryogenesis (EWBG), a mechanism which aims to explain the observed baryon asymmetry via a strong first-order electroweak phase transition (EWPT). Both the perturbative and non-perturbative methods for studying the details of phase transition were discussed. In contrast to other mechanisms for baryogenesis, EWBG offered possible collider, indirect and gravitational wave (GW) signals.

In the second part of this thesis, we studied the phenomenology of Higgs portal DM models, i.e., models where the DM-SM interaction proceeds via a SM Higgs boson. In particular, we performed a combined analysis of effective scalar, vector, Majorana and Dirac fermion models. For the fermion models, both the CP-even and CP-odd interaction terms were included. The model parameter space was constrained using the limits from the DM relic density, Higgs invisible decay, indirect and direct detection experiments. Apart from the CP-odd case which led to suppressed direct detection rates, the parameter space of all models was found to be significantly constrained from direct DM searches. In general, this led to two allowed regions, one near the Higgs resonance $m_X \sim m_h/2$ and another at higher DM masses.

We also studied the viability and detection prospects of the scalar Higgs portal model by focusing on two main features, namely on the possibility to facilitate EWBG and serve as a DM candidate. After studying the collider, DM and GW signals of this scenario, we found that a significant portion of the model parameter space will be accessible at planned GW experiments such as LISA and BBO, but will be beyond the reach of future collider experiments. More importantly, it was found that the model could not simultaneously explain the observed DM abundance and facilitate a strong first-order EWPT. This left us with only two regions, one close to the Higgs resonance $m_S \sim m_h/2$ and the other at $m_S > 700\text{GeV}$. It was noted that the DM constraints could be avoided if the new scalar served as a mediator between the SM particles and a new DM candidate; the details of the EWPT would essentially remain the same. Lastly, we studied a scenario with modified cosmological history by employing a simple cosmological model with a new energy content $\rho_N$ that redshifts faster than radiation, i.e., $\rho_N \propto a^{-n}$ where $n > 4$. This modification led to significant implications for both EWBG and the DM abundance. However, the increased DM abundance resulted in severe constraints from direct detection experiments. Thus, no new parameter space opened up.

In the third part of this thesis, we focused on global fits. Firstly, we performed a comprehensive and up-to-date study of the extended scalar singlet model with a fermionic DM candidate. This model was a generalisation of the scalar singlet model studied in previous chapters. By relaxing the $Z_2$ symmetry which conventionally makes $S$ a stable DM candidate, the new scalar $S$ acquired a non-zero VEV. Due to additional interaction terms, the new scalar mixed with the SM Higgs boson. To diagonalise the squared mass matrix, the interaction eigenstates were rotated into the physical mass eigenstates $(h, H)$. 
The model parameter space was constrained using the *Planck* measured DM relic density, direct detection limit from the PandaX-II experiment, EWBG, electroweak precision observables and Higgs searches at colliders.

After performing 7-dimensional scans of the model using *only* the EWBG constraint, we found that all parts of the model parameter space can facilitate EWBG provided the scalar-fermion DM coupling $g_S \lesssim 5.62$. On the other hand, a strong upper limit on the second scalar mass $m_H$, the fermion DM mass $m_{\psi}$ and $g_S$ was obtained from our global fit. We also confirmed that the model could explain (at least a part of) the observed DM abundance and baryon asymmetry. From the viable points that satisfied all of the above constraints, the GW spectra from the phase transition were computed and checked against the discovery prospects of current or future GW experiments. In fact, the GW spectra of viable points were found to be within reach of LISA, DECIGO and BBO. On the other hand, experiments such as LIGO, EPTA and SKA would be immune to such GW signals.

Secondly, we presented preliminary results from a global fit of the vector and Dirac fermion Higgs portal models using the GAMBIT software. After discussing the main benefits of using GAMBIT, we scanned over the model parameter space using the same set of constraints, parameter ranges, and fixed values of nuclear and astrophysical parameters as in our previous study. The past analysis of the Dirac fermion model was extended by allowing the scalar-pseudoscalar mixing parameter $\xi$ to vary in the scans. As the phenomenology of these models is strongly dependent on the SM Higgs boson mass (a SM nuisance parameter), especially near the Higgs resonance, we allowed $m_h$ to vary by more than $4\sigma$ from its measured value. Despite these extensions, the model results were found to be in good agreement with our previous study.

We also discussed ways of improving upon our previous study of the vector and fermion Higgs portal models. In particular, we outlined the details for performing a more comprehensive study of these models using the GAMBIT software. This included a combination of results from many indirect and direct search experiments, inclusion of the most important nuclear, astrophysical and SM nuisance parameters, and analysis in both frequentist and Bayesian frameworks. In addition, we also proposed to compare models in the Bayesian approach, including a study of the prior dependence.
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Appendix B

Spontaneous Symmetry Breaking

One of the key ingredients of the electroweak sector is the concept of spontaneous symmetry breaking (SSB) \cite{4}. It gives rise to massless Goldstone excitations which are related to the gauge boson masses. When a local gauge symmetry is spontaneously broken, the Higgs mechanism operates. In the Standard Model (SM), this mechanism is responsible for generating the gauge boson masses.

B.1 Global symmetry breaking

We start by considering a complex scalar field $\phi$ as

$$\phi = \frac{1}{\sqrt{2}} (\phi_1 + i\phi_2), \quad (B.1)$$

where $\phi_1$ and $\phi_2$ are two real scalar fields. Its Lagrangian density is given by

$$\mathcal{L}(\phi) = T - V = (\partial_\mu \phi)^* (\partial^\mu \phi) - \mu^2 \phi^* \phi - \lambda (\phi^* \phi)^2, \quad (B.2)$$

where $\lambda > 0$. It is invariant under a global $U(1)$ transformation

$$\phi \rightarrow \phi' = e^{i\alpha} \phi. \quad (B.3)$$

In terms of $\phi_1$ and $\phi_2$ fields, the Lagrangian expands to

$$\mathcal{L}(\phi_1, \phi_2) = \frac{1}{2} (\partial_\mu \phi_1)^2 + \frac{1}{2} (\partial_\mu \phi_2)^2 - \frac{1}{2} \mu^2 (\phi_1^2 + \phi_2^2) - \frac{1}{4} \lambda (\phi_1^2 + \phi_2^2)^2. \quad (B.4)$$

Depending on the sign of $\mu^2$ in Eq. (B.4), two distinct cases are possible. We investigate the particle spectrum in each case by studying the Lagrangian under small perturbations around the minimum of the potential.

1. $\mu^2 > 0$: In this case, the minimum of the potential occurs at $\phi_1 = \phi_2 = 0$. Thus, the Lagrangian in Eq. (B.4) describes two massive scalar particles, each with mass $\mu$, and additional interactions.
2. $\mu^2 < 0$: In this case, there is no single minimum located at $\phi_1 = \phi_2 = 0$. Instead, there are an infinite number of vacuum configurations which satisfy

$$\sqrt{\phi_1^2 + \phi_2^2} = \sqrt{-\frac{\mu^2}{\lambda}} \equiv v.$$  \hspace{1cm} (B.5)

From the infinite number of allowed vacuum configurations, we choose $\phi_1 = v$, $\phi_2 = 0$. We expand $\phi_1$ and $\phi_2$ fields around the minimum as

$$\phi_1 = \eta + v, \quad \phi_2 = \xi,$$  \hspace{1cm} (B.6)

where $\eta$ and $\xi$ fields describe small oscillations around the minimum. Thus, the complex scalar field $\phi$ becomes

$$\phi = \frac{1}{\sqrt{2}} (\eta + v + i\xi).$$

Using $\phi^2 = \phi^* \phi = \left[ (\eta + v)^2 + \xi^2 \right] / 2$ and $\mu^2 = -\lambda v^2$, the kinetic term and the potential expands to

$$(\partial_\mu \phi)^* (\partial^\mu \phi) = \frac{1}{2} \partial_\mu (\eta + v - i\xi) \partial^\mu (\eta + v + i\xi)$$

$$= \frac{1}{2} (\partial_\mu \eta)^2 + \frac{1}{2} (\partial_\mu \xi)^2,$$

$$\mu^2 \phi^* \phi + \lambda (\phi^* \phi)^2 = -\frac{1}{2} \lambda v^2 \left[ (\eta + v)^2 + \xi^2 \right] + \frac{1}{4} \lambda \left[ (\eta + v)^2 + \xi^2 \right]^2$$

$$= -\frac{1}{4} \lambda v^4 + \lambda v^2 \eta^2 + \lambda v \eta^3 + \frac{1}{4} \lambda \eta^4 + \frac{1}{4} \lambda \xi^4 + \lambda \eta \xi^2 + \frac{1}{2} \lambda \eta^2 \xi^2.$$

Neglecting the constant and higher order terms, the full Lagrangian can be written as

$$\mathcal{L}(\eta, \xi) = \frac{1}{2} (\partial_\mu \eta)^2 - \lambda v^2 \eta^2 + \frac{1}{2} (\partial_\mu \xi)^2 + \text{higher order terms.} \hspace{1cm} (B.7)$$

From the above expression, we can identify a massive $\eta$ particle and a massless $\xi$ particle, namely

$$m_\eta = \sqrt{2\lambda v^2} = \sqrt{-2\mu^2} > 0, \quad m_\xi = 0.$$  

Unlike the $\eta$ field which describes radial excitations, there is no “force” acting on oscillations along the $\xi$ field. This is a direct consequence of the $U(1)$ symmetry of the Lagrangian. The massless particle $\xi$ is the so-called Goldstone boson and appears as a result of the Goldstone theorem [527]: For every spontaneously broken continuous symmetry, massless Goldstone bosons will appear. The number of Goldstone bosons is equal to the number of broken generators of the underlying symmetry group.
B.2 Local symmetry breaking

We study the implications of breaking a local gauge symmetry by using QED, a local $U(1)_Q$ gauge invariant theory as an example. We will see that this generates a mass term for the gauge (photon) field.\footnote{This is done for illustration purposes only. A photon is known to be massless, i.e., $m_p = 0$.}

We start with a local $U(1)_Q$ invariant Lagrangian for a complex scalar field $\phi$ as

$$\mathcal{L} = (\mathcal{D}^\mu \phi)^*(\mathcal{D}_\mu \phi) - \mu^2 \phi^* \phi - \lambda (\phi^* \phi)^2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu},$$

where $\lambda > 0$ and $\mathcal{D}_\mu \equiv \partial_\mu + i Q A_\mu$ is the covariant derivative. Again, depending on the sign of $\mu^2$, we can study the particle spectrum in two cases.

1. $\mu^2 > 0$: In this case, the minimum of the potential is at $\phi_1 = \phi_2 = 0$. The exact symmetry of the Lagrangian is preserved in the vacuum as well. Thus, we have QED with a massless photon and two massive scalar particles $\phi_1$ and $\phi_2$, each with mass $\mu$.

2. $\mu^2 < 0$: After expressing the $\phi$ field in terms of its components $\phi_1$ and $\phi_2$, we can see that the potential has a Mexican hat shape as shown in Fig. B.1. In this case, there are an infinite number of vacuum configurations that satisfy

$$|\phi|^2 = \phi_1^2 + \phi_2^2 = -\frac{\mu^2}{\lambda} = v^2.$$  

We obtain the particle spectrum by studying the Lagrangian under small oscillations about the minimum. As a local gauge symmetry is broken, some important differences will appear. In particular, extra terms will appear in the kinetic term of the Lagrangian via the covariant derivative. Using the shifted fields $\eta$ and $\xi$, we can

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_B1.png}
\caption{The Mexican-hat potential for a complex scalar field $\phi$ with $\mu^2 < 0$. Figure from Ref. [31].}
\end{figure}
re-define the $\phi$ field as

$$\phi = \frac{1}{\sqrt{2}}(\eta + v + i\xi).$$

Consequently, the kinetic and potential terms in Eq. (B.8) expands to

$$(\mathcal{D}^\mu \phi)^*(\mathcal{D}_\mu \phi) = \frac{1}{2}(\partial^\mu - iQA^\mu)(\eta + v - i\xi)(\partial_\mu + iQA_\mu)(\eta + v + i\xi)$$

$$= \frac{1}{2}(\partial_\mu \eta)^2 + \frac{1}{2}(\partial_\mu \xi)^2 + \frac{1}{2}Q^2v^2A_\mu A^\mu + \frac{1}{2}Q^2(\eta^2 + \xi^2)A_\mu A^\mu$$

$$+ QvA_\mu(\partial_\mu \xi) + \ldots$$

$$\mu^2 \phi^* \phi + \lambda(\phi^* \phi)^2 = -\frac{1}{2}\lambda v^2[(\eta + v)^2 + \xi^2] + \frac{1}{4}\lambda[(\eta + v)^2 + \xi^2]$$

$$= -\frac{1}{4}\lambda v^4 + \lambda v^2\eta^2 + \lambda v^2\xi^2 + \frac{1}{4}\lambda\eta^4 + \frac{1}{4}\lambda\xi^4 + \lambda v\eta\xi^2 + \frac{1}{2}\lambda v^2\xi^2.$$ 

Thus, the full Lagrangian is given by

$$\mathcal{L}(\eta, \xi) = \frac{1}{2}(\partial_\mu \eta)^2 - \lambda v^2\eta^2 + \frac{1}{2}(\partial_\mu \xi)^2 - \frac{1}{4}F_{\mu\nu}F^{\mu\nu} + \frac{1}{2}Q^2v^2A_\mu A^\mu$$

$$+ QvA_\mu(\partial_\mu \xi) + \text{int. terms.}$$

This corresponds to a massive scalar $\eta$, a massless scalar $\xi$ (same as before) and a massive photon field $A_\mu$, namely

$$m_\eta = \sqrt{2\lambda v^2} = \sqrt{-2\mu^2} > 0, \quad m_\xi = 0, \quad m_\gamma = Qv. \quad (B.9)$$

However, we cannot easily interpret the term $QvA_\mu(\partial_\mu \xi)$. In QED, we can fix $A_\mu$ up to a term $\partial_\mu \alpha$ as in Eq. (2.6). In general, both $A_\mu$ and $\phi$ change simultaneously under the local $U(1)_Q$ transformations. We can exploit this freedom to re-define $A_\mu$ and remove all the terms involving the $\xi$ field.

Looking only at the terms involving the $\xi$ field, we can write them as

$$\frac{1}{2}(\partial_\mu \xi)^2 + QvA^\mu(\partial_\mu \xi) + \frac{1}{2}Q^2v^2A_\mu^2 = \frac{1}{2}Q^2v^2\left[A_\mu + \frac{1}{Qv}(\partial_\mu \xi)\right]^2 = \frac{1}{2}Q^2v^2(A_\mu^*)^2.$$ 

This specific choice, i.e., taking $\alpha(x) = \xi(x)/(Qv)$ in Eq. (2.4) corresponds to the unitary gauge. Of course, when choosing a gauge (the phase of the rotation angle $\alpha$), the $\phi$ field changes simultaneously. Dropping terms of $O(\xi^2, \eta^2, \xi\eta)$, we get

$$\phi \rightarrow \phi' = e^{-i\alpha(x)}\phi = e^{-i\xi(x)/v}\frac{1}{\sqrt{2}}(\eta + v)e^{+i\xi(x)/v} = \frac{1}{\sqrt{2}}(v + h),$$

where $h$ is the physical Higgs field. In writing the scalar Lagrangian in the unitary gauge, all the terms involving the $\xi$ field will disappear and the associated degree of freedom will appear as a mass term for the gauge boson associated with the broken symmetry.
In the unitary gauge, the Lagrangian can be written as

$$L_{	ext{scalar}} = (D^\mu \phi)^* (D_\mu \phi) - V(\phi^*, \phi)$$

$$= (\partial^\mu - iQA^\mu)(v + h)(\partial_\mu + iQA_\mu) \frac{1}{\sqrt{2}} (v + h) - V(\phi^*, \phi)$$

$$= \frac{1}{2}(\partial_\mu h)^2 + \frac{1}{2}Q^2 A_\mu^2 (v + h)^2 - \lambda v^2 h^2 - \lambda v h^3 - \frac{1}{4}\lambda h^4 + \frac{1}{4}\lambda v^4.$$ 

After expanding the $(v + h)^2$ term and ignoring the constant $\lambda v^4/4$, we get

$$L_{\text{scalar}} = \frac{1}{2}(\partial_\mu h)^2 - \lambda v^2 h^2 + \frac{1}{2}Q^2 v^2 A_\mu A^\mu + Q^2 v^2 h A_\mu A^\mu$$

$$+ \frac{1}{2}Q^2 h^2 A_\mu A^\mu - \lambda v h^3 - \frac{1}{4}\lambda h^4.$$ 

Thus, not only do we generate a mass term for the $A_\mu$ field, we also generate interaction terms between the Higgs $h$ and the gauge boson field $A_\mu$. After expanding the $Q^2 A_\mu^2 (v + h)^2/2$ term, we generate

- a term proportional to $Q^2 v^2 A_\mu A^\mu$ which corresponds to a mass term for the gauge (photon) field, namely $m_\gamma = Qv$.

- a term proportional to $Q^2 v^2 h A_\mu A^\mu$ which represents a three-point interaction between a Higgs boson and two-photon fields. A Feynman diagram for this interaction is shown in the left panel of Fig. B.2.

- a term proportional to $Q^2 h^2 A_\mu A^\mu$ which represents a four-point interaction between two photons and two Higgs bosons. A Feynman diagram for this interaction is shown in the right panel of Fig. B.2.
Appendix C

Big Bang Cosmology

C.1 Friedmann equations

The line-element for a homogeneous and isotropic universe is \[ ds^2 = dt^2 - a(t)^2 \left( \frac{dr^2}{1-kr^2} + r^2d\theta^2 + r^2\sin^2\theta d\phi^2 \right) = g_{\mu\nu}dx^\mu dx^\nu, \] (C.1)

where

\[
 g_{\mu\nu} = \begin{pmatrix}
 1 & 0 & 0 & 0 \\
 0 & -\frac{a(t)^2}{1-kr^2} & 0 & 0 \\
 0 & 0 & -a(t)^2 & 0 \\
 0 & 0 & 0 & -a(t)^2 \\
 \end{pmatrix}
\] (C.2)

is a general space-time metric and \( a(t) \) is the time-dependent scalar factor.\(^1\) The time dependence of the scale factor indicates that the motion of objects in our universe is \( r(t) \to a(t)r(t) \). The parameter \( k \) is the free curvature with values \( k = -1, 0, 1 \) for negatively, flat or positively curved universe respectively. When \( k = 0 \), \( g_{\mu\nu} \) equals the Minkowski metric \( \eta_{\mu\nu} = \text{diag}(1, -1, -1, -1) \).

Assuming the form of the metric given in Eq. (C.1), we can solve the following Einstein equations

\[
 R_{\mu\nu}(t) - \frac{1}{2}g_{\mu\nu}(t)R(t) + \Lambda(t)g_{\mu\nu}(t) = \frac{1}{M_p^2}T_{\mu\nu}(t), \] (C.3)

where \( R_{\mu\nu}(t) \) is the Ricci tensor, \( R = g^{\mu\nu}R_{\mu\nu} \) is the Ricci scalar, \( \Lambda \) is the cosmological constant and \( M_p = 1/\sqrt{8\pi G} \) is the reduced Planck mass. The energy-momentum tensor \( T_{\mu\nu} \) includes the energy density \( \rho = T_{00} \) and the corresponding pressure \( p \). The latter is defined as the direction-independent contribution to the diagonal entries \( T_{jj} \) of the energy-momentum tensor.

\(^1\)From here onwards, we will work in natural units: \( \hbar = c = k_B = 1. \)
Using the time component of Eq. (C.3) to determine the scale factor \( a(t) \), we arrive at the first Friedmann equation

\[
\frac{\dot{a}(t)^2}{a(t)^2} + \frac{k}{a(t)^2} = \frac{\rho(t)}{3M_p^2} = \frac{\rho_m(t) + \rho_r(t) + \rho_\Lambda(t)}{3M_p^2}.
\]  

(C.4)

where \( \rho_m(t) \), \( \rho_r(t) \) and \( \rho_\Lambda(t) = \Lambda(t)M_p^2 \) is the energy density of matter, radiation and vacuum respectively. A similar, second condition from the symmetry of \( T_{\mu\nu} \) and its derivatives gives

\[
\frac{2\ddot{a}(t)}{a(t)} + \frac{\dot{a}(t)^2}{a(t)^2} + \frac{k}{a(t)^2} = -\frac{p(t)}{M_p^2}.
\]  

(C.5)

The two Friedmann equations in Eqs. (C.4) and (C.5) can be combined to give

\[
\frac{\ddot{a}(t)}{a(t)} = -\frac{\rho(t) + 3p(t)}{6M_p^2}.
\]  

(C.6)

The cosmological model based on the above expression is known as Friedmann-Lemaître-Roberson-Walker (FLRW) model.

In general, the relationship between pressure \( p \) and energy density \( \rho \) defines the thermodynamic equation of state as

\[
p_j(t) = w_j\rho_j(t),
\]  

(C.7)

where

\[
w_j = \begin{cases} 
0, & \text{non-relativistic matter,} \\
1/3, & \text{relativistic matter,} \\
-1, & \text{vacuum energy.}
\end{cases}
\]  

(C.8)

Thus, it provides a crucial understanding of the matter content in our universe. By measuring \( w \) directly (or indirectly), we can estimate the matter/energy budget of our universe.

To track the evolution of the universe in terms of the scale factor \( a(t) \) rather than time, we need to compute the time dependence of \( a(t) \). The Friedmann equation gives a relation between \( a(t) \) and \( \rho(t) \), thus we need a relation between \( \rho \) and \( t \) (or a second relation between \( a(t) \) and \( \rho(t) \)). It turns out that by using the second Friedmann equation in Eq. (C.5), we can extract the time dependence of the energy and matter densities as

\[
\frac{d}{dt} \left( \rho_j a(t)^3 \right) = -p_j \frac{d}{dt} \left( a(t)^3 \right).
\]  

(C.9)

It relates the energy inside the volume \( a^3 \) to the work done by the pressure \( p \). Using this conservation law, we find that \([82]\)

\[
\rho_j(a) = Ca^{-3(1+w_j)},
\]  

(C.10)
C.1. Friedmann equations

where \( C \) is the constant of integration. Using the values of \( w_j \) in Eq. (C.8), we get

\[
\rho_j(a) \propto \begin{cases} 
  a^{-3}, & \text{non-relativistic matter,} \\
  a^{-4}, & \text{relativistic matter,} \\
  C, & \text{vacuum energy.}
\end{cases} 
\]

With the following definition for the Hubble parameter

\[
H(t) \equiv \frac{\dot{a}(t)}{a(t)} 
\]

we can rewrite Eq. (C.4) as

\[
H(t)^2 = \frac{\rho_m(t)}{3M_p^2} + \frac{\rho_r(t)}{3M_p^2} + \frac{\Lambda(t)}{3} - \frac{k}{a(t)^2}. \tag{C.13}
\]

A critical density \( \rho_c \) is the present-day density which gives \( k = 0 \), assuming \( \Lambda = 0 \) regardless of its actual value. After substituting these requirements in the above expression, we get [3]

\[
\rho_c = 3H_0^2M_p^2 = \frac{3H_0^2}{8\pi G} = 1.87847(23) \times 10^{-26} h^2 \text{ kg m}^{-3}, \tag{C.14}
\]

where \( h = H_0/(100 \text{ km}^{-1} \text{ Mpc}^{-1}) \) is the reduced Hubble constant.

It is standard to define the present-day density parameter \( \Omega_x \) for various species as the dimensionless ratio

\[
\Omega_x \equiv \frac{\rho_x(t = t_0)}{\rho_c(t = t_0)} = \frac{\rho_x(t = t_0)}{3H_0^2M_p^2}, \tag{C.15}
\]

where \( x \in (b, c, r, \Lambda) \) for baryons, cold dark matter (CDM), photons and relativistic neutrinos, and dark energy respectively. In this notation, Eq. (C.4) can be written as

\[
1 + \frac{k}{H(t)^2a(t)^2} = \frac{\rho(t)}{\rho_c(t)} = \Omega(t). \tag{C.16}
\]

From this expression, we can see that the curvature \( k \) depends on the energy density of the universe, namely

\[
k = a(t)^2H(t)^2[\Omega(t) - 1]. \tag{C.17}
\]

This expression holds for all time \( t \) including \( t = t_0 \), i.e., today. When \( \Omega > 1 \), the curvature is position as \( k > 0 \), i.e., the boundaries of the universe are well-defined. When \( \Omega < 1 \), the curvature is negative, whereas the universe is spatially flat (\( k = 0 \)) when \( \Omega = 1 \).

From Eq. (C.11), we can see that the density of various species scale with different powers of the scale factor \( a \). Thus, Eq. (C.13) can be conveniently expressed as

\[
H(a) \equiv \frac{\dot{a}}{a} = H_0\sqrt{(\Omega_c + \Omega_b)a^{-3} + \Omega_r a^{-4} + \Omega_k a^{-2} + \Omega_\Lambda a^{-3(1+w)}}, \tag{C.18}
\]

where \( \Omega_c + \Omega_b \equiv \Omega_m \) is the total matter density parameter, \( w \) is the dark energy equation of state, assuming negligible neutrino mass. By construction, the various \( \Omega \)’s add up to 1.
Using Eqs. (C.6) and (C.10), the time dependence of the scale factor is

\[ a(t) = t^{2/3(1 + w_j)}. \] (C.19)

Thus, the time dependence of the Hubble parameter is

\[ H(t) = \frac{\dot{a}(t)}{a(t)} = \frac{2}{3(1 + w_j)} \frac{1}{t}. \] (C.20)

The above expressions for \( a(t) \) and \( H(t) \) fail for the vacuum energy with \( w = -1 \). For the vacuum energy density with \( k = 0 \) and in the absence of matter, Eq. (C.4) along with Eq. (C.12) gives

\[ a(t) = e^{H(t)t} = e^{\sqrt{\Lambda(t)/3}}. \] (C.21)

Thus, the time dependence of \( a(t) \) is

\[ a(t) \sim \begin{cases} t^{2/3}, & \text{non-relativistic matter,} \\ t^{1/2}, & \text{relativistic matter,} \\ e^{\sqrt{\Lambda(t)/3}}, & \text{vacuum energy.} \end{cases} \] (C.22)

As a result, we can link three of the four measures for the evolution of our universe, namely \((t, a, H)\). For the vacuum energy case \( w = -1 \), the scale factor and the expansion of the universe does not follow a simple power law, but rather an exponential law. This defines an inflationary expansion.

### C.2 Matter and Radiation

To understand the implications of Eq. (C.8) on the evolution of the universe, we can study its composition in terms of the relativistic states (radiation), non-relativistic states (visible and dark matter), and a cosmological constant \( \Lambda \). This is depicted in Fig. C.1. When the scale factor \( a \) increases, the relativistic energy density drops as \( a^{-4} \). At the same time, the non-relativistic energy density drops as \( a^{-3} \). This implies that as long as the relativistic energy density dominates, the relative fraction of matter increases linearly with \( a \). When \( a \sim 3 \times 10^{-4} \), the matter and radiation energy densities are approximately equal. On the other hand, the cosmological constant does not change and will eventually dominate the total energy density of the universe.

In Fig. C.1, we can see that neither the curvature \( k \) nor the vacuum energy density \( \rho_\Lambda \) plays a major role in the early universe. Thus, the first Friedmann equation in Eq. (C.4) can be written as

\[ H(t)^2 \simeq \frac{\rho_m(t) + \rho_r(t)}{3M_p^2}. \] (C.23)

The main change with respect to the previous discussion is on the use of temperature as an evolution variable rather than time.
Figure C.1: Composition of the universe as a function of the scale factor \( a(t) \). Figure from Ref. [32].

For relativistic and non-relativistic particles or radiation, we can obtain a unified picture in terms of their quantum fields. In doing so, we need to distinguish between the fermion and boson fields as well as the temperature \( T \) relative to the particle masses \( m \). The number of degrees of freedom (e.g., anti-particle, spin, and colour states) is given by \( g \). Assuming that the chemical potential can be neglected, we get [82]

\[
\frac{\rho_{\text{eq}}(T)}{\rho_{\text{crit},0}} = \begin{cases} 
\frac{g}{2\pi^2} (\frac{mT}{2\pi})^{3/2} e^{-m/T}, & \text{non-relativistic states, } T \ll m, \\
\frac{\zeta_3}{\pi^2} g T^3, & \text{relativistic bosons, } T \gg m, \\
\frac{3}{4} \frac{\zeta_3}{\pi^2} g T^3, & \text{relativistic fermions, } T \gg m,
\end{cases}
\]

where \( \zeta_3 \approx 1.202 \). The quantum-statistical nature only matters when the state becomes relativistic and probe the relevant energy ranges. Similarly, we can compute the energy density in each case as

\[
\rho_{\text{eq}} = \begin{cases} 
mg (\frac{mT}{2\pi})^{3/2} e^{-m/T}, & \text{non-relativistic states, } T \ll m, \\
\frac{\pi^2}{90} g T^4, & \text{relativistic bosons, } T \gg m, \\
\frac{7\pi^2}{90} g T^4, & \text{relativistic fermions, } T \gg m.
\end{cases}
\]

The number of active degrees of freedom depends on the temperature. For instance, above the electroweak scale \( v_0 = 246.22 \text{ GeV} \), the effective number of degrees of freedom receives a contribution from all particles in the SM such that

\[
g_f = g_{\text{quark}} + g_{\text{lepton}} + g_{\text{neutrino}} = 6 \times 3 \times 2 \times 2 + 3 \times 2 \times 2 + 3 \times 2 = 90, \\
g_b = g_{\text{gluon}} + g_{W/Z} + g_{\text{photon}} + g_{\text{Higgs}} = 8 \times 2 + 3 \times 3 + 2 + 1 = 28.
\]
It is convenient to absorb the factor of $7/8$ in Eq. (C.25) into $g$. Thus, the relativistic matter energy density is given by

$$\rho_r = \frac{\pi^2}{30} g_{\text{eff}}(T) T^4.$$  \hfill (C.26)

This relation only holds if all states contributing to $\rho_r$ have the same temperature, i.e., they are all in thermal equilibrium with each other. Of course, this does not have to be the case. In general, we can include states with different temperature and define $g_{\text{eff}}(T)$ as a weighted sum with the specific temperature of each component as

$$g_{\text{eff}}(T) = \sum_b g_b \left(\frac{T_b}{T}\right)^4 + \frac{7}{8} \sum_f g_f \left(\frac{T_f}{T}\right)^4,$$  \hfill (C.27)

where $b (f)$ refers to bosons (fermions). For the SM particle content at equal temperature, we get

$$g_{\text{eff}}(T > 175 \text{ GeV}) = 28 + \frac{7}{8} \times 90 = 106.75.$$  \hfill (C.28)

When the temperature lowers, the active number of degrees of freedom changes whenever a given particle species vanish at the respective threshold $T = m$. This is illustrated in Fig. C.2.

We can insert the expression for the relativistic matter density in Eq. (C.26) into Eq. (C.23) and obtain

$$H(t)^2 = \left(\frac{\pi \sqrt{g_{\text{eff}}} T^2}{\sqrt{90} M_W^2}\right)^2.$$  \hfill (C.29)

This relation is important as it links the time, temperature and Hubble parameter together. i.e., the three possible scales in the evolution of our universe in the relativistic regime.
C.3 The ΛCDM model

The ΛCDM model is a parametrization of the Big Bang cosmological model in which the universe contains a cosmological constant \( \Lambda \) associated with dark energy, and cold dark matter (CDM). It is usually referred as the standard model of Big Bang cosmology as it is the simplest model that can account for following properties of the cosmos:

- the existence and structure of the cosmic microwave background (CMB);
- the large-scale structure in the distribution of galaxies;
- the abundances of hydrogen (including deuterium), helium, and lithium;
- the accelerating expansion of the universe as observed in the light coming from distant galaxies and supernovae.

The model is based on six parameters: physical baryon density parameter \( \Omega_b h^2 \); physical DM density parameter \( \Omega_c h^2 \); the age of the universe \( t_0 \); scalar spectral index \( n_s \); curvature fluctuation amplitude \( \Delta_r^2 \); and reionization optical depth \( \tau \). From these six parameters, the other model parameter values such as the Hubble constant \( H_0 \) and the dark energy density \( \Omega_\Lambda h^2 \) can be readily calculated. For the most up-to-date parameter estimates, see Ref. [75].

The most common set of observations that are fitted by the ΛCDM model includes the CMB anisotropy, the brightness/redshift relation for supernovae, and large-scale galaxy clustering including the baryon acoustic oscillation. Other observations such as the Hubble constant, the abundance of galaxy clusters, weak gravitational lensing and globular cluster ages are generally consistent and provide a check of the model, but are less precisely measured at present.

In accordance with Occam’s razor, six is the smallest number of parameters needed to give an acceptable fit to current observations; other possible parameters are fixed at “natural” values, e.g., total density parameter \( \Omega = 1 \), \( \Omega_k = 0 \) and the dark energy equation of state \( w = -1 \). Thus, Eq. (C.18) simplifies to

\[
H(a) = H_0 \sqrt{\Omega_m a^{-3} + \Omega_r a^{-4} + \Omega_\Lambda}. \tag{C.30}
\]

Observations show that the radiation density is very small today, \( \Omega_r \sim 10^{-4} \). If this term is neglected, the above expression has an analytical solution [528]

\[
a(t) = (\Omega_m / \Omega_\Lambda)^{1/3} \sinh^{2/3}(t/t_\Lambda), \tag{C.31}
\]

where \( t_\Lambda \equiv 2/(3 H_0 \sqrt{\Omega_\Lambda}) \). By solving for \( a(t) = 1 \), i.e., today, we can determine the present age of the universe \( t_0 \) in terms of the other ΛCDM model parameters.
Appendix D

Chiral rotation of fermion fields

D.1 Dirac fermion model

We start with the post-EWSB Lagrangian for the Dirac fermion DM field \( \psi \) as

\[
L = L_{SM} + i \bar{\psi} i \partial \psi - \left[ \mu_\psi \bar{\psi} \psi + \frac{1}{2} \frac{\lambda h_\psi}{\Lambda_\psi} v_0^2 \left( \cos \theta \, \bar{\psi} \psi + \sin \theta \, \bar{\psi} i \gamma_5 \psi \right) - \frac{1}{2} \frac{\lambda h_\psi}{\Lambda_\psi} \left( \cos \theta \, \bar{\psi} \psi + \sin \theta \, \bar{\psi} i \gamma_5 \psi \right) \left( v_0 h + \frac{1}{2} h^2 \right) \right]. \tag{D.1}
\]

The term in the square bracket contains a DM mass-type term, and a pseudoscalar coupling between the DM field and SM Higgs VEV \( v_0 \). It is convenient to remove the latter term \(( \propto \sin \theta)\) by redefining the field through a chiral rotation as

\[
\psi \rightarrow e^{i \gamma_5 \alpha / 2} \psi, \tag{D.2}
\]

where \( \alpha \) is a real, space-time-independent parameter. After expanding out the exponential and using the properties of the \( \gamma_5 \) matrix in the Dirac-representation, we get

\[
e^{i \gamma_5 \alpha / 2} = \cos(\gamma_5 \alpha / 2) + i \sin(\gamma_5 \alpha / 2) = \cos(\alpha / 2) + i \gamma_5 \sin(\alpha / 2),
\]

where the property \( \gamma_5^2 = \gamma_5 \left( \begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix} \right) \) for \( n \) odd (even) is used. Under the chiral rotation in Eq. (D.2), the term \( \bar{\psi} i \partial \psi \) is invariant as

\[
\bar{\psi} i \partial \psi \rightarrow \bar{\psi} e^{i \gamma_5 \alpha / 2} i \gamma^\mu \partial_\mu (e^{i \gamma_5 \alpha / 2} \psi) = \bar{\psi} e^{i \gamma_5 \alpha / 2} \gamma^\mu e^{i \gamma_5 \alpha / 2} i \partial_\mu \psi = \bar{\psi} i \partial \psi,
\]

where we have used the property \( \{ \gamma_5, \gamma^\mu \} = 0 \). On the other hand, \( \bar{\psi} \psi \) and \( \bar{\psi} i \gamma_5 \psi \) terms transform as

\[
\bar{\psi} \psi \rightarrow \bar{\psi} e^{i \gamma_5 \alpha / 2} e^{i \gamma_5 \alpha / 2} \psi = \bar{\psi} e^{i \gamma_5 \alpha} \psi = \cos \alpha \, \bar{\psi} \psi + \sin \alpha \, \bar{\psi} i \gamma_5 \psi,
\]
\[
\bar{\psi} i \gamma_5 \psi \rightarrow \bar{\psi} e^{i \gamma_5 \alpha / 2} i \gamma_5 e^{i \gamma_5 \alpha / 2} \psi = \bar{\psi} e^{i \gamma_5 \alpha} i \gamma_5 \psi = \cos \alpha \, \bar{\psi} i \gamma_5 \psi - \sin \alpha \, \bar{\psi} \psi.
\]
Thus, terms in the Dirac fermion Lagrangian transform as

\[
\mu \bar{\psi} \psi \rightarrow \mu \cos \alpha \bar{\psi} \psi + \mu \sin \alpha \bar{\psi} i \gamma_5 \psi,
\]

\[
\frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \rightarrow \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \left( \cos \theta \cos \alpha \bar{\psi} \psi + \cos \theta \sin \alpha \bar{\psi} i \gamma_5 \psi \\
+ \sin \theta \cos \alpha \bar{\psi} i \gamma_5 \psi - \sin \theta \sin \alpha \bar{\psi} \psi \right) = \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right),
\]

\[
\frac{\lambda_{h \psi}}{\Lambda_\psi} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \rightarrow \frac{\lambda_{h \psi}}{\Lambda_\psi} \left( \cos \theta \cos \alpha \bar{\psi} \psi + \cos \theta \sin \alpha \bar{\psi} i \gamma_5 \psi \\
+ \sin \theta \cos \alpha \bar{\psi} i \gamma_5 \psi - \sin \theta \sin \alpha \bar{\psi} \psi \right) = \frac{\lambda_{h \psi}}{\Lambda_\psi} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right),
\]

where we have defined \( \xi \equiv \theta + \alpha \) for future convenience and used the trigonometric identities \( \cos \xi = \cos \theta \cos \alpha - \sin \theta \sin \alpha \) and \( \sin \xi = \sin \theta \cos \alpha + \cos \theta \sin \alpha \). Thus, the mass and interaction terms expand to

\[
- \left[ \mu \bar{\psi} \psi + \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \right] \rightarrow - \left[ \mu \cos \alpha \bar{\psi} \psi + \mu \sin \alpha \bar{\psi} i \gamma_5 \psi \\
+ \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right) \right] = - \left[ \mu \cos \alpha + \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \cos \xi \right] \bar{\psi} \psi \\
- \left[ \mu \sin \alpha + \frac{1}{2} \frac{\lambda_{h \psi}}{v_0^2} \sin \xi \right] \bar{\psi} i \gamma_5 \psi,
\]

(D.3)

\[
- \frac{\lambda_{h \psi}}{\Lambda_\psi} \left( \cos \theta \bar{\psi} \psi + \sin \theta \bar{\psi} i \gamma_5 \psi \right) \left( v_0 h + \frac{1}{2} h^2 \right) \rightarrow - \frac{\lambda_{h \psi}}{\Lambda_\psi} \left( \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right) \\
\times \left( v_0 h + \frac{1}{2} h^2 \right).
\]

(D.4)

If \( \alpha = \pi \), a sign change of the mass and interaction terms occur in the above expressions. Without any loss of generality, we can take \( \mu_\psi > 0 \) as long as the relative signs between these terms are preserved.

After the chiral rotation, we demand the coefficient of \( \bar{\psi} i \gamma_5 \psi \) term in Eq. (D.3) to vanish to go to the real mass basis. This defines a proper chiral rotation and gives mass to the Dirac fermion field after EWSB. Setting the coefficient of the \( \bar{\psi} i \gamma_5 \psi \) term to zero gives

\[
\mu_\psi \sin \alpha = - \frac{1}{2} \frac{\lambda_{h \psi}}{\Lambda_\psi} v_0 \sin \xi = - \frac{1}{2} \frac{\lambda_{h \psi}}{\Lambda_\psi} v_0^2 \left( \cos \theta \sin \alpha + \sin \theta \cos \alpha \right).
\]

Dividing the above expression on both sides by \( \cos \alpha \) and re-arranging gives

\[
\tan \alpha = \left( - \frac{1}{2} \frac{\lambda_{h \psi}}{\Lambda_\psi} v_0^2 \sin \theta \right) \left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h \psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^{-1}.
\]

(D.5)
Using the above expression, we can determine \( \sin^2 \alpha \) and \( \cos^2 \alpha \) as

\[
\cos^2 \alpha = \frac{1}{1 + \tan^2 \alpha} = \frac{\left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^2}{\left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2},
\]

\[
\sin^2 \alpha = \frac{\tan^2 \alpha}{1 + \tan^2 \alpha} = \frac{\left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2}{\left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2}.
\]

After EWSB and chiral field rotation, we can define the DM mass \( m_\psi \) as the coefficient of the term proportional to \( \bar{\psi} \psi \). Using Eq. (D.3), we get

\[
m_\psi = \mu_\psi \cos \alpha + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \xi = \mu_\psi \cos \alpha + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \left( \cos \alpha \cos \theta - \sin \alpha \sin \theta \right) = \left[ \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \left( \cos \theta - \tan \alpha \sin \theta \right) \right] \cos \alpha.
\]

Using the expression for \( \tan \alpha \) in Eq. (D.5), we get

\[
m_\psi = \left[ \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right] \cos \alpha.
\]

Squaring both sides of the above expression and using the relation for \( \cos^2 \alpha \) gives us a physical DM mass of

\[
m^2_\psi = \left[ \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right] \cos^2 \alpha
\]

\[
= \left[ \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right]^2 + \left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2.
\]

Notice that the signs of \( m_\psi \), \( \cos \alpha \) and \( \sin \alpha \) are all common. Thus, we can choose the common sign to be “+” for \( m_\psi \), \( \cos \alpha = +\sqrt{\cos^2 \alpha} \) and \( \sin \alpha = \sqrt{\sin^2 \alpha} \). The physical DM mass after EWSB is given by

\[
m_\psi = \sqrt{\left( \mu_\psi + \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \sin \theta \right)^2}.
\]

(D.6)
With the sign convention chosen above, the expression for \( \cos \xi \) and \( \sin \xi \) reduces to

\[
\cos \xi = \cos \alpha (\cos \theta - \sin \theta \tan \alpha) = \frac{\mu_\psi \cos \theta + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2}{\sqrt{\left(\mu_\psi + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \cos \theta\right)^2 + \left(\frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \sin \theta\right)^2}} = \frac{\mu_\psi}{m_\psi} \left(\cos \theta + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} \frac{v_0^2}{\mu_\psi}\right),
\]

\[
\sin \xi = \cos \alpha (\sin \theta + \cos \theta \tan \alpha) = \frac{\mu_\psi \sin \theta}{\sqrt{\left(\mu_\psi + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \cos \theta\right)^2 + \left(\frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \sin \theta\right)^2}} = \frac{\mu_\psi}{m_\psi} \sin \theta,
\]

where we have used Eq. (D.6) to simplify the expressions. Thus, the final post-EWSB and chiral-rotated Dirac fermion Lagrangian is

\[
\mathcal{L}_\psi = \mathcal{L}_{SM} + \frac{\lambda_{h\phi}}{\Lambda_\psi} \left[ \cos \xi \bar{\psi} \psi + \sin \xi \bar{\psi} i \gamma_5 \psi \right] \left(v_0 h + \frac{1}{2} h^2\right), \quad (D.7)
\]

where

\[
\cos \xi = \frac{\mu_\psi}{m_\psi} \left(\cos \theta + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} \frac{v_0^2}{\mu_\psi}\right), \quad \sin \xi = \frac{\mu_\psi}{m_\psi} \sin \theta,
\]

\[
m_\psi = \sqrt{\left(\mu_\psi + \frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \cos \theta\right)^2 + \left(\frac{1}{2} \frac{\lambda_{h\phi}}{\Lambda_\psi} v_0^2 \sin \theta\right)^2}.
\]

### D.2 Majorana fermion model

Consider the post-EWSB Lagrangian for the Majorana fermion field \( \chi \) as

\[
\mathcal{L}_\chi = \mathcal{L}_{SM} + \frac{1}{2} \bar{\chi} i \partial \chi - \frac{1}{2} \left[ \mu_\chi \bar{\chi} \chi + \frac{1}{2} \frac{\lambda_{h\chi}}{\Lambda_\chi} v_0^2 \left(\cos \theta \bar{\chi} \chi + \sin \theta \bar{\chi} i \gamma_5 \chi \right) \right] - \frac{1}{2} \frac{\lambda_{h\chi}}{\Lambda_\chi} \left(\cos \theta \bar{\chi} \chi + \sin \theta \bar{\chi} i \gamma_5 \chi \right) \left(v_0 h + \frac{1}{2} h^2\right).
\]

Apart from the conventional factor of 1/2 in front of each Majorana field bilinear, the form of the post-EWSB Majorana fermion Lagrangian is analogous to Eq. (D.1). The proper chiral rotation again imposes the following condition

\[
\tan \alpha = \left(-\frac{1}{2} \frac{\lambda_{h\chi}}{\Lambda_\chi} v_0^2 \sin \theta\right) \left(\mu_\chi + \frac{1}{2} \frac{\lambda_{h\chi}}{\Lambda_\chi} v_0^2 \cos \theta\right)^{-1}.
\]

Finally, the post-EWSB and chiral-rotated Majorana fermion DM Lagrangian is

\[
\mathcal{L}_\chi = \mathcal{L}_{SM} + \frac{1}{2} \bar{\chi} (i \partial - m_\chi) \chi - \frac{1}{2} \frac{\lambda_{h\chi}}{\Lambda_\chi} \left[ \cos \xi \bar{\chi} \chi + \sin \xi \bar{\chi} i \gamma_5 \chi \right] \left(v_0 h + \frac{1}{2} h^2\right), \quad (D.8)
\]
D.2. Majorana fermion model

where

\[
\cos \xi = \frac{\mu_X}{m_X} \left( \cos \theta + \frac{1}{2} \frac{\lambda_{b_X}}{\Lambda_X} \frac{v_0^2}{\mu_X} \right), \quad \sin \xi = \frac{\mu_X}{m_X} \sin \theta,
\]

\[
m_X = \sqrt{\left( \mu_X + \frac{1}{2} \frac{\lambda_{b_X}}{\Lambda_X} v_0^2 \cos \theta \right)^2 + \left( \frac{1}{2} \frac{\lambda_{b_X}}{\Lambda_X} v_0^2 \sin \theta \right)^2}.
\]
Appendix E

Scalar singlet effective potential

The one-loop correction to the zero temperature potential using the cutoff regularisation and on-shell scheme is [253, 400]

\[ V_{1\text{-loop}}(\phi, S) = \sum_{i=\phi, X, W, Z}^n \frac{n_i}{64\pi^2} m_i^4 \left( \log \frac{m_i^2}{m_0^2} - \frac{3}{2} \right) + 2m_i^2 m_0^2, \quad (E.1) \]

where \( n_{\{\phi, X, W, Z, S\}} = \{1, 3, 6, 3, -12, 1\} \) and \( m_0 \) are masses calculated at the electroweak VEV, i.e., \( S = 0, \phi = v_0 \). The field dependant masses are given by

\[ m_w^2 = \frac{g^2}{4} \phi^2, \quad m_z^2 = \frac{g^2 + g'^2}{4} \phi^2, \quad m_t^2 = \frac{v_0^2}{2} \phi^2, \quad m_\pi^2 = -\mu^2 + \lambda \phi^2 + \lambda_{HS} S^2. \quad (E.2) \]

The \( h \) and \( S \) masses are the eigenvalues of the following squared mass matrix

\[ M_{HS}^2 = \begin{pmatrix} -\mu^2 + 3\lambda \phi^2 + \lambda_{HS} S^2 & 2\lambda_{HS} \phi S \\ 2\lambda_{HS} \phi S & \mu_S^2 + 3\lambda_S S^2 + \lambda_{HS} \phi^2 \end{pmatrix}. \quad (E.3) \]

The finite temperature corrections are given by [238]

\[ V_T(\phi, S, T) = \frac{T^4}{2\pi^2} \sum_{i=\phi, X, W, Z, S} n_i J_b \left( \frac{m_i^2}{T^2} \right) + \sum_{i=t} n_i J_f \left( \frac{m_i^2}{T^2} \right), \quad (E.4) \]

where

\[ J_{b/f} \left( \frac{m_i^2}{T^2} \right) = \int_0^\infty dk \, k^2 \log \left[ 1 + \exp \left( -\frac{k^2 + m_i^2}{T^2} \right) \right]. \quad (E.5) \]

The last important correction comes from resumming the multi-loop infrared divergent contributions to boson longitudinal polarizations [399, 529]. This is achieved by adding thermal corrections to scalars and longitudinal polarizations of the gauge bosons.

The thermal mass corrections are obtained by expanding Eq. (E.4) to the leading order in \( m^2/T^2 \) [399]. For the scalar singlet model, these are given by [400]

\[ \Pi_{\phi}(T) = \Pi_{\chi}(T) = T^2 \left( \frac{g^2}{16} + \frac{3g}{16} + \frac{\lambda}{2} + \frac{\lambda_{HS} S^2}{4} \right), \]

\[ \Pi_{S}(T) = T^2 \left( \frac{\lambda_{HS}}{3} + \frac{\lambda_S}{4} \right), \quad \Pi_{W}(T) = \frac{11}{6} g^2 T^2. \quad (E.6) \]
For the two scalars $\phi$ and $S$, the thermal mass corrections are the eigenvalues of the following squared mass matrix

$$M_{HS}^2 + \begin{pmatrix} \Pi_\phi(T) & 0 \\ 0 & \Pi_S(T) \end{pmatrix},$$

(E.7)

whereas the corrected $Z$ and $\gamma$ masses ($m_{Z/\gamma}^2 + \Pi_{Z/\gamma}(T)$) are the eigenvalues of the following squared mass matrix

$$\begin{pmatrix} \frac{1}{4} g^2 \phi^2 + \frac{11}{6} g^2 T^2 & -\frac{1}{4} g' g \phi^2 \\ -\frac{1}{4} g' g \phi^2 & \frac{1}{4} g'^2 \phi^2 + \frac{11}{6} g^2 T^2 \end{pmatrix}.$$  

(E.8)

In all other cases, we simply use the substitution

$$m_i^2 \rightarrow m_i^2 + \Pi_i.$$  

(E.9)

Finally, the finite temperature effective potential $V_{\text{eff}}(\phi, S, T)$ is given by

$$V_{\text{eff}}(\phi, S, T) = V_{\text{tree}}(\phi, S) + V_{1\text{-loop}}(\phi, S) + V_T(\phi, S, T),$$

(E.10)

where $V_{\text{tree}}(\phi, S)$ is the tree-level potential in Eq. (7.1).
Appendix F

Supplementary details

F.1 Tree-level scalar potential

The tree-level scalar potential in chapter 8 expands to

\( V_{\text{tree}} = -\mu_\phi^2 \Phi^\dagger \Phi + \lambda_\phi (\Phi^\dagger \Phi)^2 - \frac{1}{2} \mu_S^2 S^2 - \frac{1}{3} \lambda_S S^3 + \frac{1}{4} \lambda_{\phi S} \Phi^\dagger \Phi S + \frac{1}{2} \lambda_{\phi S} \Phi^\dagger \Phi S^2. \) (F.1)

With the following definitions

\[
\Phi = \begin{pmatrix} G^+ \\ \frac{1}{\sqrt{2}}(\phi + iG^0) \end{pmatrix}, \quad \Phi^+ = \begin{pmatrix} G^- \\ \frac{1}{\sqrt{2}}(\phi - iG^0) \end{pmatrix},
\]

where \( G^- \equiv (G^+)^* \), the potential in Eq. (F.1) contains 2 complex \((G^+, G^-)\) and 3 real \((G^0, \phi, S)\) scalar fields.

After EWSB, \( \phi \) and \( S \) acquire their VEVs in Eq. (8.8). Thus, the following partial derivatives

\[
\frac{\partial V_{\text{tree}}}{\partial G^0}, \quad \frac{\partial V_{\text{tree}}}{\partial G^-}, \quad \frac{\partial V_{\text{tree}}}{\partial G^+}, \quad \frac{\partial V_{\text{tree}}}{\partial \phi}, \quad \frac{\partial V_{\text{tree}}}{\partial S},
\]

must vanish at the EWSB minimum

\[
(\langle \phi \rangle|_{T=0}, \langle S \rangle|_{T=0}) = (v_0, s_0).
\]

This gives

\[
0 = \frac{\partial V_{\text{tree}}}{\partial G^0}_{(v_0, s_0)} = \left. \frac{\partial V_{\text{tree}}}{\partial G^-} \right|_{(v_0, s_0)} = \left. \frac{\partial V_{\text{tree}}}{\partial G^+} \right|_{(v_0, s_0)},
\]

\[
0 = \left. \frac{\partial V_{\text{tree}}}{\partial \phi} \right|_{(v_0, s_0)} = -\mu_\phi^2 v_0 + \lambda_\phi v_0^3 + \mu_{\phi S} s_0 v_0^2 + \frac{1}{2} \lambda_{\phi S} v_0^2 s_0^2,
\]

\[
0 = \left. \frac{\partial V_{\text{tree}}}{\partial S} \right|_{(v_0, s_0)} = -\mu_S^2 s_0^2 - \mu_3 s_0^2 + \lambda_3 s_0^3 + \frac{1}{2} \mu_{\phi S} v_0^2 + \frac{1}{2} \lambda_{\phi S} s_0^2.
\]
A simple rearrangement gives us the following EWSB conditions
\[
\mu_0^2 = \lambda_0 v_0^2 + \mu_0 s_0 + \frac{1}{2} \lambda_0 s_0^2, \quad (F.2)
\]
\[
\mu_s^2 = -\mu_3 s_0 + \lambda_3 s_0^2 + \frac{\mu_0 s_0^2}{2 s_0} + \frac{1}{2} \lambda_0 s_0^2. \quad (F.3)
\]
Now, we compute the second-order partial derivatives at the EWSB minimum. The only non-zero ones are given by
\[
\frac{\partial^2 V_{\text{tree}}}{\partial G^0 \partial G^0} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial G^- \partial G^+} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial G^+ \partial G^-} \bigg|_{(v_0, s_0)} = -\mu_0^2 + \lambda_0 v_0^2 + \mu_0 s_0 + \frac{1}{2} \lambda_0 s_0^2,
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial \phi^2} \bigg|_{(v_0, s_0)} = -\mu_0^2 + 3 \lambda_0 v_0^2 + \mu_0 s_0 + \frac{1}{2} \lambda_0 s_0^2,
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial S^2} \bigg|_{(v_0, s_0)} = -\mu_s^2 - 2 \mu_3 s_0 + 3 \lambda_3 s_0^2 + \frac{1}{2} \lambda_0 v_0^2,
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial \phi \partial S} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial S \partial \phi} \bigg|_{(v_0, s_0)} = \mu_0 s_0 + \lambda_0 v_0 s_0.
\]
Using Eqs. (F.2) and (F.3), these expressions can be simplified to
\[
\frac{\partial^2 V_{\text{tree}}}{\partial G^0 \partial G^0} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial G^- \partial G^+} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial G^+ \partial G^-} \bigg|_{(v_0, s_0)} = 0, \quad (F.4)
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial \phi^2} \bigg|_{(v_0, s_0)} = 2 \lambda_0 v_0^2, \quad (F.5)
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial S^2} \bigg|_{(v_0, s_0)} = -\mu_3 s_0 + 2 \lambda_3 s_0^2 - \frac{\mu_0 s_0^2}{2 s_0}, \quad (F.6)
\]
\[
\frac{\partial^2 V_{\text{tree}}}{\partial \phi \partial S} \bigg|_{(v_0, s_0)} = \frac{\partial^2 V_{\text{tree}}}{\partial S \partial \phi} \bigg|_{(v_0, s_0)} = \mu_0 s_0 + \lambda_0 v_0 s_0. \quad (F.7)
\]
After EWSB, we can expand $\phi$ and $S$ fields as
\[
\phi = v_0 + \varphi, \quad S = s_0 + s. \quad (F.8)
\]
As $\partial V_{\text{tree}}/\partial \phi = \partial V_{\text{tree}}/\partial \varphi$ and $\partial V_{\text{tree}}/\partial S = \partial V_{\text{tree}}/\partial s$, the mass term for the real scalar fields $A^T = (\varphi, s)$ is
\[
\mathcal{L}_{\text{mass-term}} = -\frac{1}{2} A^T M^2 A, \quad (F.9)
\]
where
\[
M^2 = \begin{pmatrix} M_{\varphi \varphi} & M_{\varphi s} \\ M_{s \varphi} & M_{ss} \end{pmatrix} = \begin{pmatrix} \frac{\partial^2 V_{\text{tree}}}{\partial \varphi^2} \bigg|_{(v_0, s_0)} & \frac{\partial^2 V_{\text{tree}}}{\partial \varphi \partial s} \bigg|_{(v_0, s_0)} \\ \frac{\partial^2 V_{\text{tree}}}{\partial s \partial \varphi} \bigg|_{(v_0, s_0)} & \frac{\partial^2 V_{\text{tree}}}{\partial s^2} \bigg|_{(v_0, s_0)} \end{pmatrix} \quad (F.10)
\]
is the squared mass matrix. Using Eqs. (F.5)–(F.7), the matrix elements are given by
\[
M_{\varphi \varphi} = 2 \lambda_0 v_0^2, \quad M_{ss} = -\mu_3 s_0 + 2 \lambda_3 s_0^2 - \frac{\mu_0 s_0^2}{2 s_0}, \quad M_{\varphi s} = \mu_0 s_0 + \lambda_0 v_0 s_0. \quad (F.11)
\]
For the EWSB minimum to be a stable (i.e., not a saddle point) solution of the potential, the symmetric \( 5 \times 5 \) Hessian matrix \( \mathcal{H} \) must be positive-definite. At the EWSB minimum, it is given by

\[
\mathcal{H}|_{(v_0,s_0)} = G^+ = \begin{pmatrix}
G^0 & G^- & G^+ & \phi & S \\
G^0 & 0 & 0 & 0 & 0 \\
G^- & 0 & 0 & 0 & 0 \\
\phi & 0 & 0 & 2\lambda_\phi v_0^2 & \mu_{\phi S} v_0 + \lambda_{\phi S} v_0 s_0 \\
S & 0 & 0 & \mu_{\phi S} v_0 + \lambda_{\phi S} v_0 s_0 & -\mu_{S} s_0 + 2\lambda_5 s_0^2 - \frac{\mu_{\phi S} v_0^2}{2s_0}
\end{pmatrix}.
\]

The Hessian matrix is guaranteed to be positive-definite if the determinant (eigenvalue) of the \( 2 \times 2 \) sub-matrix is non-zero (positive). This requires

\[
\lambda_\phi > 0, \quad 2\lambda_5 s_0^2 - \left( \mu_{S} s_0 + \frac{\mu_{\phi S} v_0^2}{2s_0} \right) > 0. \tag{F.12}
\]

To study the bounds of the potential, Eq. (F.1) can be written in terms of the \( \phi \) and \( S \) fields as

\[
V_{\text{tree}} \approx -\frac{1}{2}\mu_\phi^2 \phi^2 + \frac{1}{4}\lambda_\phi \phi^4 - \frac{1}{2}\mu_5^2 S^2 - \frac{1}{3}\mu_3 S^3 + \frac{1}{4}\lambda_5 S^4 + \frac{1}{2}\mu_{\phi S} \phi^2 S + \frac{1}{4}\lambda_{\phi S} \phi^2 S^2. \tag{F.13}
\]

Depending on the chosen direction in the \( \phi-S \) plane, three scenarios are possible.

1. **Pure \( \phi \) direction**: This corresponds to setting \( S = 0 \). Thus, the potential is bounded from below provided \( \lambda_\phi > 0 \).

2. **Pure \( S \) direction**: The potential only depends on the \( S \) field. It is bounded from below provided \( \lambda_5 > 0 \).

3. **General \( \phi-S \) direction**: At large \( \phi \) and \( S \) field values, the quartic terms in Eq. (F.13) dominate. In this case, the potential can be approximated by

\[
V_{\text{tree}} \approx \frac{1}{4}\lambda_\phi \phi^4 + \frac{1}{4}\lambda_5 S^4 + \frac{1}{4}\lambda_{\phi S} \phi^2 S^2 \\
= \frac{1}{4}\lambda_\phi \phi^4 + \frac{1}{4}\lambda_5 \left( S^4 + \frac{\lambda_{\phi S}}{\lambda_5} \phi^2 S^2 \right) \\
= \frac{1}{4}\lambda_\phi \phi^4 + \frac{1}{4}\lambda_5 \left( S^4 + \frac{\lambda_{\phi S}}{\lambda_5} \phi^2 S^2 + \frac{1}{4}\frac{\lambda_{\phi S}^2}{\lambda_5^2} \phi^4 \right) - \frac{1}{16}\lambda_{\phi S}^2 \phi^4 \\
= \frac{1}{4}\left( \lambda_\phi - \frac{1}{4}\frac{\lambda_{\phi S}^2}{\lambda_5} \right) \phi^4 + \frac{1}{4}\lambda_5 \left( S^4 + \frac{1}{2}\frac{\lambda_{\phi S}}{\lambda_5} \phi^2 \right)^2.
\]

Thus, the potential is bounded from below provided \( \lambda_5 > 0 \) and \( \lambda_{\phi S} > -2\sqrt{\lambda_\phi \lambda_5} \).
### F.2 Mass eigenstate basis

The squared mass matrix $M^2$ is real and symmetric. It can be diagonalised by an orthogonal matrix $O$. The mass eigenstates $(h, H)$ are given by

$$
\begin{pmatrix}
 h \\
 H
\end{pmatrix}
= 
\begin{pmatrix}
 \cos \alpha & -\sin \alpha \\
 \sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
 \varphi \\
 s
\end{pmatrix}, 
$$

where $(\varphi, s)$ fields are defined in the interaction eigenstate basis. Thus, we can write

$$
\begin{pmatrix}
 \varphi \\
 s
\end{pmatrix}
= 
O
\begin{pmatrix}
 h \\
 H
\end{pmatrix}, 
\quad O
= 
\begin{pmatrix}
 \cos \alpha & \sin \alpha \\
 -\sin \alpha & \cos \alpha
\end{pmatrix}.
$$

We consider the following matrix product

$$
\begin{pmatrix}
 \varphi \\
 s
\end{pmatrix} M^2 \begin{pmatrix}
 \varphi \\
 s
\end{pmatrix} = 
(h \ H) O^T M^2 O (h \ H) = (h \ H) D (h \ H),
$$

where $D = \text{diag}(m^2_h, m^2_H)$ is a diagonal squared mass matrix. The last equality in Eq. (F.15) requires

$$
O^T M^2 O = D. 
$$

The left-hand side of the above equation expands to

$$
O^T M^2 O = 
\begin{pmatrix}
 \cos \alpha & -\sin \alpha \\
 \sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
 M^2_{\varphi\varphi} & M^2_{\varphi s} \\
 M^2_{s\varphi} & M^2_{ss}
\end{pmatrix}
\begin{pmatrix}
 \cos \alpha & \sin \alpha \\
 -\sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
 M^2_{\varphi\varphi} \cos^2 \alpha - M^2_{s\varphi} \sin \alpha \cos \alpha & M^2_{\varphi\varphi} \sin \alpha + M^2_{\varphi s} \cos \alpha \\
 M^2_{s\varphi} \cos \alpha - M^2_{ss} \cos \alpha & M^2_{\varphi s} \sin \alpha + M^2_{\varphi s} \cos \alpha
\end{pmatrix}.
$$

Since $M^2_{\varphi s} = M^2_{s\varphi}$, the elements of the $O^T M^2 O$ matrix are

$$
\begin{aligned}
\left[O^T M^2 O\right]_{11} &= M^2_{\varphi\varphi} \cos^2 \alpha + M^2_{ss} \sin^2 \alpha - 2M^2_{s\varphi} \sin \alpha \cos \alpha, \\
\left[O^T M^2 O\right]_{22} &= M^2_{\varphi\varphi} \sin^2 \alpha + M^2_{ss} \cos^2 \alpha + 2M^2_{s\varphi} \sin \alpha \cos \alpha, \\
\left[O^T M^2 O\right]_{12} &= \left[O^T M^2 O\right]_{21} = \frac{-1}{2}(M^2_{ss} - M^2_{\varphi\varphi}) \sin 2\alpha + M^2_{\varphi s} \cos 2\alpha. 
\end{aligned}
$$

Using the above expressions and Eq. (F.16), we can write

$$
\begin{aligned}
m^2_h &= M^2_{\varphi\varphi} \cos^2 \alpha + M^2_{ss} \sin^2 \alpha - 2M^2_{s\varphi} \sin \alpha \cos \alpha, \\
m^2_H &= M^2_{\varphi\varphi} \sin^2 \alpha + M^2_{ss} \cos^2 \alpha + 2M^2_{s\varphi} \sin \alpha \cos \alpha, \\
0 &= \frac{-1}{2}(M^2_{ss} - M^2_{\varphi\varphi}) \sin 2\alpha + M^2_{\varphi s} \cos 2\alpha.
\end{aligned}
$$

The last equality can be conveniently expressed as

$$
\tan 2\alpha = \frac{2M^2_{\varphi s}}{M^2_{ss} - M^2_{\varphi\varphi}}.
$$
We can write Eqs. (F.17)–(F.19) as the following matrix product

\[
\begin{pmatrix}
M_{\varphi\varphi}^2 \\
M_{ss}^2 \\
M_{qs}^2
\end{pmatrix} =
\begin{pmatrix}
cos^2 \alpha & \sin^2 \alpha & -2 \sin \alpha \cos \alpha \\
\sin^2 \alpha & \cos^2 \alpha & 2 \sin \alpha \cos \alpha \\
\sin \alpha \cos \alpha & -\sin \alpha \cos \alpha & \cos^2 \alpha - \sin^2 \alpha
\end{pmatrix}
\begin{pmatrix}
M_{\varphi\varphi}^2 \\
M_{ss}^2 \\
M_{qs}^2
\end{pmatrix}.
\]

Taking the inverse of the $3 \times 3$ matrix above, i.e., $\alpha \to -\alpha$, we get

\[
\begin{pmatrix}
M_{\varphi\varphi}^2 \\
M_{ss}^2 \\
M_{qs}^2
\end{pmatrix} =
\begin{pmatrix}
cos^2 \alpha & \sin^2 \alpha & 2 \sin \alpha \cos \alpha \\
\sin^2 \alpha & \cos^2 \alpha & -2 \sin \alpha \cos \alpha \\
-\sin \alpha \cos \alpha & \sin \alpha \cos \alpha & \cos^2 \alpha - \sin^2 \alpha
\end{pmatrix}
\begin{pmatrix}
M_{\varphi\varphi}^2 \\
M_{ss}^2 \\
M_{qs}^2
\end{pmatrix}.
\]

Using the above matrix product and Eq. (F.11), we can write

\[
\lambda_\Phi = \frac{M_{\varphi\varphi}^2}{2 v_0^2} = \frac{1}{2 v_0^2} \left( m_h^2 \cos^2 \alpha + m_H^2 \sin^2 \alpha \right),
\]

\[
\mu_{\Phi S} = -\frac{2 v_0}{v_0^2} \left( M_{ss}^2 + \mu_3 s_0 - 2 \lambda_3 s_0^2 \right) = -\frac{2 v_0}{v_0^2} \left( m_h^2 \sin^2 \alpha + m_H^2 \cos^2 \alpha + \mu_3 s_0^2 - 2 \lambda_3 s_0^2 \right),
\]

\[
\lambda_{\Phi S} = \frac{1}{v_0 s_0} \left( M_{qs}^2 - \mu_{\Phi S} v_0 \right) = \frac{1}{v_0 s_0} \left( m_H^2 - m_h^2 \right) \sin \alpha \cos \alpha - \mu_{\Phi S} v_0.
\]

### F.3 DM-nucleon coupling

The interaction eigenstates $(\varphi, s)$ can be expressed in terms of the mass eigenstates $(h, H)$ as

\[
\begin{pmatrix}
\varphi \\
\psi
\end{pmatrix} =
\begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
h \\
H
\end{pmatrix}.
\]

Thus, the scalar-fermion DM and quark Yukawa term in the SM Lagrangian expands to

\[
\mathcal{L}_{\text{DM-quark}} = -g_S \bar{\psi} \gamma_5 q - \sum_{q=u, d, s} \frac{m_q}{v_0} \varphi \tilde{q} q
\]

\[
= -g_S \bar{\psi} (\alpha h + \cos \alpha H) - \sum_{q=u, d, s} \frac{m_q}{v_0} (\cos \alpha h + \sin \alpha H) \tilde{q} q
\]

\[
= g_S \sin \alpha \bar{\psi} \gamma_5 q - \cos \alpha \sum_{q=u, d, s} m_q H \tilde{q} q - g_S \cos \alpha \bar{\psi} \gamma_5 H - \sin \alpha \sum_{q=u, d, s} m_q H \tilde{q} q.
\]

In a typical direct detection experiment, the momentum transfer $q$ is roughly of the order of a few MeV. Assuming that the mediator mass $m_{h/H}$ is well above this value, i.e., $m_{h/H}^2 \gg q^2$, we can safely approach direct detection in the context of an effective field theory (EFT) and integrate out the scalar mediators [379]. This gives us an effective DM-quark interaction Lagrangian as

\[
\mathcal{L}^{\text{eff}}_{\text{DM–quark}} = - \sum_{q=u, d, s} G_q \bar{\psi} \gamma_5 \tilde{q} q.
\]
where
\[
G_q = \frac{g_S \sin \alpha \cos \alpha}{v_0} \left( \frac{1}{m_h^2} - \frac{1}{m_H^2} \right) m_q
\]  
(F.22)
is the effective DM-quark coupling.

To promote a DM-quark interaction to a DM-nucleon one, the quark contents of a nucleon must be taken into account. For a scalar mediator (as in our model), the quark Yukawa coupling scales with the mass of the interacting fermion. Thus, the dominant contribution comes from a nucleon strange quark content and gluons via heavy quark loops. These are parametrised by the hadronic matrix elements as
\[
f_{Tq}^{(N)} \equiv \frac{m_q}{m_N} \langle N|\bar{q}q|N \rangle,
\]  
(F.23)
where \( N \in (p, n) \). For a pure scalar interaction, the matrix elements parametrise the contribution of a quark mass \( m_q \) to the total mass of a nucleon \( m_N \). For more details, see Ref. [324] and references therein.

Using the heavy quark expansion [530], the contribution from gluons via heavy quark loops can be written as
\[
f_{Tc}^{(N)} = f_{Tb}^{(N)} = f_{Tt}^{(N)} = \frac{2}{27} f_{TG}^{(N)} = \frac{2}{27} \left( 1 - \sum_{q=u,d,s} f_{Tq}^{(N)} \right).
\]  
(F.24)
Thus, we can write
\[
\frac{G_N}{m_N} \equiv \sum_{q=u,d,s} G_q f_{Tq}^{(N)} = \sum_{q=u,d,s} \frac{G_q}{m_q} f_{Tq}^{(N)} + \frac{2}{27} \left( 1 - \sum_{q=u,d,s} f_{Tq}^{(N)} \right) \sum_{q=c,b,t} G_q.
\]
Using Eq. (F.22), the above expression becomes
\[
\frac{G_N}{m_N} = \frac{g_S \sin \alpha \cos \alpha}{v_0} \left( \frac{1}{m_h^2} - \frac{1}{m_H^2} \right) \left[ \sum_{q=u,d,s} f_{Tq}^{(N)} + \frac{2}{9} \left( 1 - \sum_{q=u,d,s} f_{Tq}^{(N)} \right) \right]
\]
where
\[
f_N = \sum_{q=u,d,s} f_{Tq}^{(N)} + \frac{2}{9} \left( 1 - \sum_{q=u,d,s} f_{Tq}^{(N)} \right) = \frac{2}{9} + \frac{7}{9} \sum_{q=u,d,s} f_{Tq}^{(N)}
\]
is the Higgs-nucleon coupling. Thus, we can write down an effective DM-nucleon interaction Lagrangian as
\[
\mathcal{L}_{\text{DM–N}}^{\text{eff}} = - \sum_{N=p,n} G_N \bar{\psi} \psi \overline{N}N,
\]  
(F.25)
where
\[
G_N = \frac{g_S \sin \alpha \cos \alpha}{v_0} \left( \frac{1}{m_h^2} - \frac{1}{m_H^2} \right) m_N f_N
\]  
(F.26)
is the effective DM-nucleon coupling [481].

For a SI DM-nucleon interaction, the DM-nucleus interaction is a coherent sum over the number of protons $Z$ and neutrons $(A - Z)$ in the nucleus. Thus, the SI cross-section for the DM-nucleus interaction is

$$\sigma_{\text{SI}}^{\phi N} = \frac{\mu_{\phi N}^2}{\pi} \left[ ZG_p + (A - Z)G_n \right]^2,$$

where $\mu_{\phi N} = m_\phi m_N / (m_\phi + m_N)$ is the DM-nucleus reduced mass.

## F.4 Effective potential

We include the following one-loop corrections to the zero temperature potential in the cutoff regularisation and on-shell scheme [253, 400]

$$V_{1\text{-loop}}(\phi, S) = \sum_{i=\phi, S, X} \frac{n_i}{64\pi^2} \left[ m_i^4 \left( \log \frac{m_i^2}{m_0^2} - \frac{3}{2} \right) + 2m_i^2m_0^2 \right],$$

where $n_{\{\phi, S, X, W, Z, t, \psi\}} = \{1, 1, 3, 6, 3, -12, -4\}$. The subscript “0” denotes that the particle masses are calculated at the $T = 0$ minimum, i.e., $(\phi, S) = (v_0, s_0)$. The $\phi$ and $S$ field dependant masses are given in section F.2, whereas the rest are given by

$$m_W^2 = \frac{g^2}{4}\phi^2, \quad m_Z^2 = \frac{g^2 + g'^2}{4}\phi^2, \quad m_t^2 = \frac{\gamma_t^2}{2}\phi^2,$$

$$m_X^2 = -\mu_{\phi}^2 + \lambda_\phi \phi^2 + \mu_{\phi} S + \frac{1}{2}\lambda_{\phi S} S^2, \quad m_\phi = \mu_{\phi} + g_S S.$$  

The finite temperature corrections to the effective potential are given by

$$V_T(\phi, S, T) = \sum_{i=\phi, S, X} \frac{n_i T^4}{2\pi}\int_0^\infty dk \frac{k^2}{T^2} \log \left[ 1 + \exp \left( -\frac{k^2 + m_i^2}{T^2} \right) \right],$$

with

$$J_{b/f} \left( \frac{m_i^2}{T^2} \right) = \int_0^\infty dk \frac{k^2}{T^2} \log \left[ 1 + \exp \left( -\frac{k^2 + m_i^2}{T^2} \right) \right].$$

The final important correction comes from resumming the multi-loop contributions to the boson longitudinal polarizations which are infrared divergent [399, 529]. We incorporate these corrections by supplementing the scalars and longitudinal polarizations of the gauge bosons with thermal mass corrections. These are obtained by expanding Eq. (F.30) to the leading order in $m^2/T^2$ [399]. In our model, these are given by

$$\Pi_\phi(T) = \Pi_X(T) = T^2 \left( \frac{g^2}{16} + \frac{3g}{16} + \frac{\lambda_\phi}{2} + \frac{\gamma_t^2}{4} + \frac{\lambda_{\phi S}}{24} \right),$$

$$\Pi_S(T) = T^2 \left( \frac{\lambda_{\phi S}}{3} + \frac{\lambda_S}{4} + \frac{g_S^2}{6} \right), \quad \Pi_W(T) = \frac{11}{6}\frac{g^2}{T^2}.$$
For the $\phi$ and $S$ fields, the corrected masses are the eigenvalues of the following squared mass matrix

$$M^2 + \begin{pmatrix} \Pi_\phi(T) & 0 \\ 0 & \Pi_5(T) \end{pmatrix},$$  \hfill (F.33)

where $M^2$ is defined in Eq. (F.10). For $Z$ and $\gamma$, i.e., $m^2_{Z/\gamma} + \Pi_{Z/\gamma}(T)$, the mass corrections are the eigenvalues of the following squared mass matrix

$$\begin{pmatrix} \frac{1}{4}g^2 \phi^2 + \frac{11}{6}g^2 T^2 & -\frac{1}{4}g' g \phi^2 \\ -\frac{1}{4}g' g \phi^2 & \frac{1}{4}g'^2 \phi^2 + \frac{11}{6}g'^2 T^2 \end{pmatrix}.$$  \hfill (F.34)

In other cases, we simply use the substitution

$$m^2_i \to m^2_i + \Pi_i.$$  \hfill (F.35)

Finally, the effective potential $V_{\text{eff}}(\phi, S, T)$ is given by

$$V_{\text{eff}}(\phi, S, T) = V_{\text{tree}}(\phi, S) + V_{1\text{-loop}}(\phi, S) + V_T(\phi, S, T),$$  \hfill (F.36)

where $V_{\text{tree}}(\phi, S)$ is the tree-level scalar potential in section F.1.
Appendix G

Annihilation cross sections

For the Higgs portal models, the SM final states from the DM annihilation include $W^+W^-$, $ZZ$, $\tau^+\tau^-$, $t\bar{t}$, $b\bar{b}$, $c\bar{c}$ and $hh$. For all final states except $hh$, the DM annihilation proceeds via an $s$-channel Higgs exchange. For massive gauge bosons, the annihilation cross-section is given by

$$\sigma_{rel}^{\text{cms}} = P(X)\delta_{i}v_{i}\lambda_{hX}^2\frac{s}{8\pi}|D_{h}(s)|^2\left(1 - 4x_i + 12x_i^2\right), \quad (G.1)$$

where $P(X)$ is defined in chapter 9, $i \in (W, Z)$, $\lambda_{hX} \in (\lambda_{hW}, \lambda_{h\phi}/\Lambda_{\psi})$, $\delta_{W} = 1$, $\delta_{Z} = 1/2$, $v_{i} \equiv \sqrt{1 - 4x_i}$ and $x_i \equiv m_i^2/s$. The parameter $|D_{h}(s)|^2$ is the square of the full Higgs propagator and is given by

$$|D_{h}(s)|^2 = \frac{1}{\left(s - m_h^2\right)^2 + m_h\Gamma_h(\sqrt{s})}. \quad (G.2)$$

For final states involving SM fermion, the annihilation cross-section is given by

$$\sigma_{rel}^{\text{cms}} = P(X\delta_{i})v_{i}\lambda_{hX}^2\frac{s}{4\pi}|D_{h}(s)|^2, \quad (G.3)$$

where $C_{f}$ is a colour factor. For leptons, $C_{f} = 1$, whereas for quarks, it includes an important 1-loop vertex correction given by [531]

$$C_{f} = 3 \left\{1 + \left[\frac{3}{2} \log\left(\frac{m_f^2}{s}\right) + \frac{9}{4}\right] \frac{4\alpha_s}{3\pi}\right\}, \quad (G.4)$$

where $\alpha_s$ is the strong coupling constant.

For the $hh$ final state, additional contributions appear from the four-point contact interaction as well as the DM exchange in $t$- and $u$-channels. The annihilation cross-
section for $VV \rightarrow hh$ is

$$\sigma_{V_{\text{rel}}}^{\text{cms}}(VV \rightarrow hh) = \frac{\lambda_{hVV}^2 v_h^2}{2304 \pi x_V^4 |D_h(s)|^2} \left[ \frac{8 \beta v_0^2 \lambda_{hV}}{1 - 2 x_h^2} \coth^{-1} \beta \right]$$

$$\times \left\{ 2 s (2 x_h - 1) x_V \left( (x_h - 1) (2 x_h + 1) - x_T^2 \right) \right.$$

$$\times \left( x_h^2 + 24 x_V^3 + 2 (x_h - 1)^2 - 4 (2 x_h + 1) x_h^2 \right)$$

$$- \left. (3 x_h^4 - 8 x_V^3 x_h - x_h (x_h - 4 x_V) (8 x_V^2 + 1) \right.$$  

$$- 2 x_V (24 x_V^3 - 2 x_V + 1)) (x_h - 1)^2 + x_T^2) \right\}$$

$$+ 4 s^2 x_h^2 (4 x_V (3 x_V - 1) + 1) \left( (2 x_h + 1)^2 + x_T^2 \right)$$

$$- 4 s x_V \lambda_{hV} v_0^2 (2 x_h (2 x_V + 1) + 1 - 6 x_V) \left( x_h (2 x_h - 1) - 1 - x_T^2 \right)$$

$$+ \lambda_{hVV}^2 v_0^2 \left( (x_h - 1)^2 + x_T^2 \right)$$

$$\times \frac{(6 x_h^4 + 4 x_h^3 (1 - 6 x_V)}{x_h^2 - 4 x_V x_h + x_V}$$

$$+ x_h^2 (12 x_V (4 x_V - 1) + 1) - 64 x_V^3 x_h + 96 x_V^4 + x_V \right\}, \quad \text{(G.5)}$$

where $\beta = (1 - 2 x_h)/(v_h v_V)$ and $x_T = \Gamma_h m_h / s$. Similarly, the annihilation cross-section for $\bar{\psi} \psi \rightarrow hh$ is given by

$$\sigma_{V_{\text{rel}}}^{\text{cms}}(\bar{\psi} \psi \rightarrow hh) = \left( \frac{\lambda_{h\psi}}{\Lambda_\psi} \right)^2 \frac{v_h}{32 \pi s} \left[ \frac{3 s^2 |D_h(s)|^2}{2 x_h} \right]$$

$$\times \left( 8 \nu_0^2 \cos \xi (x_h - 1) \frac{\lambda_{h\psi}}{\Lambda_\psi} m_\psi - ss (x_h + 2) \left( 4 x_\psi \cos^2 \xi - 1 \right) \right)$$

$$+ \frac{4 \nu_0^2 |D_h(s)|^2 v_0^2 \coth^{-1} \beta \frac{\lambda_{h\psi}}{\Lambda_\psi}}{(1 - 2 x_h)^2}$$

$$\times \left( x_h (2 x_h - 1) - x_T^2 - 1 \right) \left( 8 x_\psi \cos^2 \xi - 2 x_h - 1 \right)$$

$$+ \frac{\lambda_{h\psi}}{\Lambda_\psi} v_0^2 \left( 1 - 4 x_h + 6 x_h^2 - 16 x_\psi \cos^2 \xi (x_h - 1) - 32 x_\psi^2 \cos^4 \xi \right)$$

$$\times \left( (x_h - 1)^2 + x_T^2 \right)$$

$$- \left( \frac{\lambda_{h\psi}}{\Lambda_\psi} \right)^2 \frac{2 v_0^4 \left( 2 x_\psi \cos \xi + 1 \right) - 8 \left( 1 + \cos^2 \xi \right) x_h x_\psi + 3 x_\psi^2}{x_h^2 + x_\psi - 4 x_h x_\psi}$$

$$+ \left( s - 4 s x_\psi \cos^2 \xi - 8 \frac{\lambda_{h\psi}}{\Lambda_\psi} m_\psi v_0^2 \cos \xi \right), \quad \text{(G.6)}$$

where $\beta = (1 - 2 x_h)/(v_h v_\psi)$. 
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