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error heteroscedasticity is represented using streamflow transformations (e.g., logarithmic or Box-Cox), 103 

and error persistence is represented using an autoregressive lag-1, AR(1), model (e.g., Sorooshian and 104 

Dracup, 1980, Evin et al., 2014). Under these assumptions, and ignoring terms at t=1, the (approximate) 105 

likelihood is 106 

   2
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The terms in equation (2) are as follows: 108 

1) ( )Z Q  is the streamflow transformation used to describe error heteroscedasticity, and ' /Z dZ dQ is 109 

its Jacobian. Here we employ the ubiquitous Box-Cox transformation (Box and Cox, 1964), 110 

  

( ) 1
if 0

( ; , )

log( ) otherwise

Q A

Z Q A

Q A




 

  


 
 

 (3) 111 

where   and A  are transformation parameters, grouped into Zθ  in equation (2). When 0A  , the Box-112 

Cox transformation with 0  , 0.5, and -1 is equivalent to the log, square-root and inverse 113 

transformations respectively. 114 

The offset A  can be non-dimensionalized by a typical streamflow magnitude, such as the mean 115 

observed flow, 116 

 / mean( )A A  Q  (4) 117 

2) The quantity 
ty  is the “error innovation” at time step t , defined from a zero-mean homoscedastic 118 

Gaussian AR(1) model of residuals of transformed streamflows, 119 

 ( ); ( ; )H

Zt Zt tZ Q Z Q   θ
θ θ  (5) 120 

  
1t t ty       (6) 121 

  ~ (0, )t yNy   (7) 122 

where ( , )N    denotes the Gaussian distribution with mean   and variance 2 , and probability density 123 

function (pdf) 2( ; , )Nf x   . The residual error model in equations (3)-(7) has parameters { , }y  θ , 124 

where 
  is the lag-1 autoregressive parameter and 

y  is the standard deviation. 125 
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2.2. Two-stage post-processor implementation 126 

A two-stage post-processing (PP) approach for parameter estimation is employed: 127 

Stage 1: Calibrate hydrological and transformation parameters, 
Hθ  and 

Zθ , neglecting error 128 

autocorrelation, i.e., maximizing the likelihood in equation (2) while fixing 0  . The parameter 
y  129 

is also calibrated, but then discarded in Stage 2. The transformation parameter   can be either fixed a 130 

priori or calibrated (e.g., Wang et al., 2012, McInerney et al., 2017); 131 

Stage 2: Calibrate error model parameters, { , }y  θ , by maximizing the likelihood in equation (2) 132 

while keeping 
Hθ  and 

Zθ  fixed at the values estimated in Stage 1. Stage 2 is computationally very fast 133 

because it works solely with observed data and optimal streamflow predictions from Stage 1, and hence 134 

does not require additional hydrological model runs. 135 

The adopted PP approach is empirically more robust than joint calibration, because it avoids problematic 136 

interactions between hydrological and error model parameters (see Evin et al., 2014, and Supplementary 137 

Material Section S1). As both stages are implemented using maximum-likelihood, we will refer to this 138 

approach as the ML-ML approach. 139 

When parsimonious hydrological models such as GR4J (e.g., Perrin et al., 2003) are calibrated to long 140 

observed time series using residual error models such as those in Section 4, the contribution of 141 

parametric uncertainty to total predictive uncertainty in streamflow is generally small (Kuczera et al., 142 

2006, Yang et al., 2007, Sun et al., 2017, Kavetski, 2018). For this reason, hydrological prediction and 143 

forecasting applications tend to focus on residual errors and often ignore posterior parameter uncertainty 144 

(e.g., Engeland and Steinsland, 2014, McInerney et al., 2017). This is the strategy employed in this study, 145 

where calibration is undertaken solely through optimization of the likelihood function. The suitability of 146 

this approach is illustrated as described in Section 4.1, with limitations discussed in Section 6.4. 147 

3. Simplified approach for parameter inference 148 

The simplified approach has two stages that mimic those of the ML-ML approach: 149 

Stage 1: Estimate hydrological model parameters 
Hθ  by Least Squares optimization (e.g., by 150 

minimizing SSE). Transformation parameters 
Zθ  (if any) must be fixed a priori; 151 

Stage 2: Estimate error model parameters θ  from the residuals η  using the method-of-moments. 152 
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We will refer to this approach as LS-MoM; its respective equations are presented next. 153 

3.1. Stage 1 154 

When the transformation parameters 
Zθ  are fixed, the Jacobian term in equation (2) no longer depends 155 

on any inferred quantity, and represents a proportionality constant. With the additional assumption that 156 

η  is uncorrelated (UC), 0  , equation (2) reduces to 157 

   2
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where 
  is the standard deviation of η  (McInerney et al., 2017). 159 

Expanding 2( ; , )Nf x    and taking logarithms, equation (8) can be re-written as 160 
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is the sum of squared errors (SSE) of transformed flows, viewed solely as a function of Hθ . 164 

Noting that 2 0  , the  hydrological parameter values Hθ  that maximise log UC
 (and hence UC ) are 165 

the same ones that minimize SSE . This equivalence is verified algebraically in Supplementary Material 166 

Section S2, and is well-known in the statistical literature (e.g., Charnes et al., 1976). 167 

In other words, under the assumptions of uncorrelated Gaussian residuals and provided the 168 

transformation parameters are fixed, Stage 1 of the ML-ML approach can proceed through Least Squares 169 

optimization of transformed flows. Table 1 provides the correspondence between common objective 170 

functions and the SSE applied to Box-Cox transformed flows. 171 

Note that, given the reduction in the number of optimized quantities in Stage 1 – which is the only stage 172 

that requires running the hydrological model – it can be expected that LS-MoM is computationally 173 

cheaper than ML-ML for a given optimization algorithm. 174 
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Once again, no additional hydrological model runs are required in Stage 2. 189 

4. Case study methods 190 

4.1. Experiments and residual error schemes 191 

The objective of the case study is to establish if the simple LS-MoM approach (described in Section 3) 192 

is competitive with the more complex ML-ML approach (described in Section 2.2) in hydrological 193 

modelling applications. This comparison is carried out for the Box-Cox error models recommended by 194 

McInerney et al. (2017), as follows: 195 

1) Benchmarking of the LS-MoM approach against a “well-performing” ML-ML approach:  196 

a) For the residual error schemes recommended by McInerney et al. (2017), namely the Log ( 0 197 

), BC0.2 ( 0.2  ) and BC0.5 ( 0.5  ) schemes in perennial catchments, and the BC0.2 and 198 

BC0.5 schemes in ephemeral/low-flow catchments, we compare LS-MoM with fixed 0A   199 

against the ML-ML approach with inferred *A  (Section 2.2). The value 0A   is of particular 200 

interest in the LS-MoM approach because it provides the closest correspondence to common 201 

objective functions (Table 1); 202 

b) When applying the Log scheme in ephemeral/low-flow catchments, ML-ML with inferred A  203 

performs poorly (McInerney et al., 2017), and LS-MoM with 0A   is not applicable. Hence, 204 

in these scenarios, we set 110A   in both the ML-ML and LS-MoM approaches; 205 

2) Analysis of the LS-MoM approach with 0A  , 410  and 110   (with 0A   excluded when using 206 

the Log scheme in ephemeral/low-flow catchments). This experiment establishes the impact of the 207 

offset, which must be specified a priori in the LS-MoM approach and could potentially impact on 208 

calibration and prediction. 209 

Given that the LS-MoM and ML-ML approaches compared in this work are set to ignore parameter 210 

uncertainty, the contribution of parameter uncertainty to total predictive uncertainty in streamflow is 211 

evaluated by comparing LS-MoM and ML-ML to two Bayesian setups, namely to a full Bayesian 212 

approach where Hθ  and Zθ  are inferred jointly, and to a Bayesian implementation of Stage 1 from 213 

Section 2.2. The details of this comparison are reported in Supplementary Material Section S1. 214 

4.2. Hydrological data and models 215 

The case study setup from McInerney et al. (2017) is used, with 11 Australian catchments 216 

(http://www.bom.gov.au/water/hrs) and 12 US catchments (Duan et al., 2006). For modelling purposes, 217 
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catchments are classified into two types: 11 catchments where the minimum observed flow is below 2% 218 

of the mean observed flow are referred to as “ephemeral/low-flow”; the remaining 12 catchments are 219 

termed “perennial” (see Supplementary Material Table S1 for details of the catchments). This 220 

classification was found to correlate better with probabilistic model performance than an earlier 221 

classification based on the proportion of zero flow days (McInerney et al., 2017), and is not intended as 222 

a classification from a hydrological process perspective. 223 

Two conceptual rainfall-runoff models, GR4J (Perrin et al., 2003) and HBV (Bergström, 1995) are used. 224 

A cross-validation framework is implemented over a 10-year period (McInerney et al., 2017, Table 5) 225 

and used to produce a concatenated 10-year series of daily streamflow predictions. Predictive 226 

distributions are computed as described in Appendix A. Parameter optima are obtained from 100 quasi-227 

Newton optimizations (Kavetski and Clark, 2010). The offset *A  is given a lower bound of 710  to avoid 228 

the Jacobian in equation (2) becoming undefined for 0tQ  ; all other bounds are taken from McInerney 229 

et al. (2017). “Typical” parameter values are obtained from a single calibration over the entire 10-year 230 

period. 231 

4.3. Evaluation criteria 232 

Predictive performance is assessed in terms of reliability, precision and bias, using the metrics from 233 

McInerney et al. (2017) (see Supplementary Material Section S4 for details). Reliability describes the 234 

degree of statistical consistency of predictive distributions and observations; precision refers to the width 235 

of predictive distributions; bias measures overall water balance errors. In all metrics, lower values 236 

indicate better performance. 237 

Estimates of parameters A , 
  and 

y  from the LS-MoM and ML-ML approaches are compared, 238 

including a check of how often the inferred *A  lies within machine precision of its lower bound. 239 

Computational cost is quantified by the number of objective function evaluations (equivalent to the 240 

number of hydrological model calls), averaged over 100 independent optimizations, required for 241 

parameter optimization in Stage 1. This stage dominates the total cost in all schemes, because each 242 

objective function call in Stage 1 requires running the hydrological model; the cost of a single objective 243 

function evaluation in Stage 1 is essentially the same in all schemes. 244 

  245 
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5. Results 246 

Figure 1 shows the predictive performance of all approaches. To facilitate comparison, Figure 2 shows 247 

the distribution of differences in metric values against a baseline approach. The baseline is taken as LS-248 

MoM with * 0A   in all scenarios except for the use of the Log scheme in ephemeral/low-flow 249 

catchments, where * 0A   is not applicable and the baseline is hence LS-MoM with * 110A  . 250 

5.1. Comparison of LS-MoM and ML-ML approaches 251 

Figure 1 shows that the LS-MoM approach with * 0A   (red) has similar performance to the ML-ML 252 

approach (dark blue), for most residual error schemes, catchments and metrics (excepting the Log 253 

scheme applied in ephemeral/low-flow catchments). In most cases, performance metrics vary by about 254 

0.01  (Figure 2). Even the largest difference between LS-MoM and ML-ML approaches, in the 255 

precision of the BC0.2 scheme in ephemeral/low-flow catchments (Figure 2d, LS-MoM approach is 256 

better by a median value ≈0.02), is much smaller than the differences between BC0.2 vs BC0.5 schemes 257 

(median differences of ≈0.11 and ≈0.08 for LS-MoM and ML-ML approaches respectively). 258 

The values of the offset and error model parameters in the two approaches are also similar. In the ML-259 

ML approach, the inferred value of A  is at its lower bound of 710  in 114 of 116 scenarios (excluding 260 

Log in ephemeral/low-flow catchments), effectively matching the value 0A   used in the LS-MoM 261 

approach. The values of error model parameters   and y  estimated using the two approaches differ 262 

by less than 1%. 263 

In ephemeral/low-flow catchments, the Log scheme with inferred offset A  yields poor precision and 264 

large biases (Figure 1d,f; see also McInerney et al. (2017)). Figure 1 shows that fixing the offset A   to 265 

a larger value of 110  is highly beneficial, making the Log scheme competitive with the BC0.2 and 266 

BC0.5 schemes; importantly ML-ML and LS-MoM approaches once again perform very similarly. 267 

5.2. Sensitivity of LS-MoM approach to the offset parameter 268 

The impact of the offset A  on the LS-MoM approach is shown in Figures 1 and 2 for fixed values of 269 

0A    (red), 410A   (green) and 110A   (cyan). 270 

  271 
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Figure 3: Computational cost of parameter optimization in Stage 1 of the ML-ML vs LS-MoM 

approaches. The number of objective function calls per invocation of a quasi-Newton optimizer is 

shown (averaged over 100 multistarts). Boxplots indicate results over all catchments and residual error 

schemes in Figures 1 and 2 (except for the Log scheme in ephemeral/low-flow catchments). 

 300 

6. Discussion 301 

6.1. Bona fides of the LS-MoM approach 302 

The similar predictive performance of the LS-MoM and ML-ML approaches is explained by the 303 

calibrated parameters having similar values. In particular, with the exception of the Log scheme applied 304 

in ephemeral/low-flow catchments, the inferred *A  is generally close to 0, and hence to the fixed values 305 

used in the LS-MoM approach with * 0A  . Given similar values of *A , the similarity of the two 306 

approaches is expected from theory: the equivalence of Stage 1 hydrological parameter optima is shown 307 

in Section 3.1, and the similarity of Stage 2 error parameter estimates reflects the general consistency of 308 

maximum-likelihood and method-of-moments estimators of AR(1) process parameters. 309 

The computational savings of the LS-MoM approach can be attributed to fewer estimated parameters, 310 

as Stage 1 no longer calibrates *A  and 
y . For example, in the case of GR4J, the dimension of the 311 

search space is reduced by 33%. The cost savings might vary depending on the particular optimization 312 

algorithm used, and further savings are likely if optimization algorithms adapted to LS-type objective 313 
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functions, such as the Levenberg-Marquardt method (e.g., Doherty, 2004), are exploited. Cost savings 314 

are expected to be even larger in comparison to a Bayesian approach using MCMC. 315 

6.2. Selection of offset value 316 

In the experiments reported here, as *A  increases, precision generally improves but reliability worsens. 317 

This trade-off is most evident in ephemeral/low-flow catchments, especially when the BC0.2 scheme is 318 

used, and is reminiscent of the trade-offs seen when changing the Box-Cox parameter   (McInerney et 319 

al., 2017). Given that the LS-MoM approach requires all transformation parameters, including *A , to be 320 

fixed a priori, we recommend starting with a value of 0A   and increasing it while monitoring relevant 321 

aspects of predictive performance. The exception is when the Log scheme is used in ephemeral/low-322 

flow catchments, in which case a larger offset of 110A   can improve the precision and reduce bias. 323 

6.3. Web-app implementing the LS-MoM approach 324 

A public-access web-app is provided at www.algorithmik.org.au/apps/probabilisticPredictions to 325 

implement Stage 2 of the LS-MoM approach. The web-app assumes the user has already calibrated their 326 

hydrological model (Stage 1), using their preferred software and objective function (e.g., Table 1). The 327 

user uploads the observed and calibrated streamflow time series, and specifies *{ , }Z Aθ  used in 328 

Stage 1. The web-app then estimates the error model parameters { , }y  θ  (Stage 2) and generates 329 

probabilistic predictions. The web-app includes interactive display of probabilistic predictions and 330 

observed data time series, performance metrics and residual diagnostic plots. Figure 4 demonstrates the 331 

application of the web-app to the Gingera catchment on Cotter River (Australia), using GR4J pre-332 

calibrated to the log-flow NSE ( 0   and * 0A  ). 333 

  334 
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Figure 4: A selection of figures constructed from results obtained using LS-MoM approach web-app. 

Predictions for the Gingera catchment over the period May-October 1978 are shown, based on the 

GR4J model pre-calibrated to the NSE of log transformed flows. Shown are (a) 50% and 90% 

probability limits of the streamflow time series; (b) predictive quantile-quantile (PQQ) plot to assess 

the reliability of predictions; (c) residual error diagnostic plot of the dependence of standardized 

residuals η  on the predicted streamflow; and (d) probability density of standardized residuals 

compared to the assumed error model. See Evin et al. (2013) for additional details on these diagnostics. 

 335 

6.4. Limitations and future work 336 

Several limitations of the LS-MoM approach warrant further investigation: 337 

1. The a priori fixed transformation parameters can affect performance. Guidance is available for 338 

selecting the Box-Cox parameters   (McInerney et al., 2017) and *A  (Section 6.2). For other 339 

transformations, such as the log-sinh (Wang et al., 2012), less guidance might be available; 340 

2. The LS-MoM approach may be difficult to apply to more complex non-Gaussian residual error 341 

models, including those that treat zero flows (Smith et al., 2010, Wang and Robertson, 2011), use 342 

mixture-based distributions (Schaefli et al., 2007), include skewness/kurtosis (Schoups and Vrugt, 343 

2010), etc.; 344 
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3. The assumption that posterior parametric uncertainty is small, while often appropriate when 345 

parsimonious hydrological models are calibrated to long time series using simple residual error 346 

models (Supplementary Material Section S1), might break down for more heavily parameterized 347 

models, and/or when working with short data sets (e.g., Thyer et al., 2002). Under these scenarios, 348 

especially if independent information is available, Bayesian approaches will be preferable. Further 349 

analysis is recommended to clarify the range of hydrological model complexity and data length for 350 

which posterior parametric uncertainty is sufficiently small to be ignored in practical streamflow 351 

prediction contexts. 352 

The LS-MoM approach and the web-app can be used for environmental modelling applications beyond 353 

hydrology, whenever the residual error assumptions hold and parametric uncertainty is relatively small. 354 

In addition, LS-MoM and the web-app can be used with environmental models calibrated using methods 355 

other than (transformed) Least Squares objective functions, taking particular care to monitor predictive 356 

performance metrics and residual error diagnostics because inconsistencies between the objective 357 

function and the error model can lead to poor probabilistic predictions. These model setups are of 358 

practical interest (Li et al., 2016) and warrant further investigation. 359 

7. Conclusions 360 

This study introduces a simplified approach for generating probabilistic predictions. The LS-MoM 361 

approach uses Least Squares (LS) optimization to estimate hydrological model parameters and simple 362 

method-of-moments (MoM) estimators of error model parameters to describe uncertainty in predictions. 363 

It can be used in combination with many existing hydrological modelling packages, and achieves similar 364 

predictive performance to more complicated maximum-likelihood and Bayesian approaches while 365 

reducing computational costs by factors of two or more. A public web-app is made available to help 366 

users apply the LS-MoM approach, and bridge the gap between deterministic and probabilistic 367 

prediction techniques in practical hydrological applications. 368 

Appendix A. Generation of probabilistic predictions 369 

In both the LS-MoM and ML-ML approaches, probabilistic predictions are represented using replicates 370 

( ) ( ){ , 1,.., }r r

t t TQ Q  for 1,..,r R . Given parameter values { , , }H Z θ θ θ , the rth replicate is generated 371 

as follows: 372 
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1. At time step t , sample innovation 
( ) 2(0, )r

t yy N   and calculate residual 
( ) ( ) ( )

1

r r r

t t ty     , as per 373 

equations (6)-(7). Note that for 1t  , we directly sample 
( ) 2

1 (0, )r N   ; 374 

2. Calculate replicate ( )r

tQ  by rearranging equation (5), 375 

 ( ) 1 ( )( ( ) )Hr r

t t tQ Z Z Q  θ  (14) 376 

3. Repeat for 1t  , etc. 377 

For practical purposes, ( )r

tQ  is truncated if it falls outside min 0Q   and max 10 max( )Q   Q . 378 
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