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Abstract

Complex networks such as social networks and biological networks represent complex systems in the real world. These networks usually consist of communities which are groups of nodes with dense connections among nodes in the same group and sparse connections between nodes in different groups. Identifying communities in complex networks is useful for many real-world applications.

Numerous community detection approaches have been investigated over the past decades. Modularity is a well-known function to measure the quality of a network division into communities. The most popular detection approach is modularity optimization that identifies communities by finding the community division with highest modularity over all possible community divisions of the network. Current state-of-the-art algorithms for maximizing modularity perform well on networks of strong communities, which have more intra-community connections than inter-community connections. However, these algorithms tend to get trapped in a poor local maximum on networks with weak communities, which have more inter-community connections than intra-community connections.

In the first part of this thesis, we develop a new algorithm for maximizing modularity in networks with weak communities. Our proposed algorithm extends the state-of-the-art algorithm LPAm+ by introducing a method to escape local maximum. Our algorithm follows a guided search strategy inspired by the record-to-record travel algorithm for a trade-off between performance and complexity. Experimental results show that our proposed algorithm, named meta-LPAm+, outperforms state-of-the-art algorithms, in terms of modularity, on networks with weak communities while retaining a comparable performance on networks of strong communities.

In the second part of this thesis, we study the problem of evaluating community detection algorithms. Evaluating the detection algorithms on networks with known communities is important to estimate the accuracy of the algorithms and
to compare different algorithms. Since there are currently only a small number of real networks with known communities available, the detection algorithms are most dominantly tested on synthetic networks with built-in community structure. Current benchmarks, that generate networks with built-in community structure, assign the same fraction of inter-community connections, referred to as the mixing fraction, for every community in the same network and ignore the presence of noise, or outliers. These existing benchmarks, therefore, cannot capture properties of nodes and communities in real networks.

We address this issue by proposing a new benchmark that accounts for the heterogeneity in community mixing fractions and the presence of outliers. Our proposed benchmark extends the state-of-the-art benchmark LFR by incorporating heterogeneous community mixing fractions and outliers. We use our new benchmark to evaluate the performances of existing community detection algorithms. The results show that the variation in community mixing fractions and outliers change the performances of the detection algorithms in ways that lead to different evaluation results. Therefore, community detection algorithms need to be evaluated with heterogeneous community mixing fractions and outliers for a comprehensive view of the performances of the algorithms on real networks. The new benchmark is appropriate for implementing this evaluation as it provides parameters to control the heterogeneity among community mixing fractions and the number of outliers. Furthermore, we show that the evaluation of the detection algorithms with heterogeneous community mixing fractions and outliers gives more accurate estimates of the performances of the algorithms on several commonly studied real networks than the evaluation of the algorithms with homogeneous community mixing fractions and without outliers.
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Chapter 1

Introduction

Complex networks represent the network structure of complex systems, which are not regular such as lattices nor purely random, in the real-world [87]. Examples of complex networks include social networks [40], biological networks [40], scientific collaboration networks [86], citation networks [105] and the World Wide Web [67]. Nodes in a complex network correspond to entities of a complex system and the links correspond to the relationships among the entities [3]. For instance, in an online social network such as Facebook, the most popular online social network with more than 2.2 billion people as of the fourth quarter of 2017 \footnote{https://www.statista.com/statistics/264810}, nodes are people and links are virtual acquaintanceships among the people [118]. In a scientific collaboration network, nodes represent scientists associated with an organization and a link between two scientists indicates that they have been co-authors in a research article [86]. In a network of the World Wide Web, nodes illustrate documents or web pages and links illustrate hyperlinks, or internal page links, that point from one web page to another [67].

Many complex networks exhibit community structure where nodes tend to form communities [40]. Communities in complex networks are informally defined as groups of nodes where interactions between nodes in the same group are more frequent than interactions between nodes in different groups [40]. Nodes in the same communities share common properties or have similar roles in the network. For example, in a social network, communities may be circles of friends [118]. In a scientific collaboration network, communities may be groups of scientists who regularly collaborate with other scientists in the same group [89]. In a network of the World Wide Web, communities may correspond to groups of web pages.
Figure 1.1: A sample network consists of three communities (in different colors) with nodes in the same community densely connected and nodes in different communities sparsely connected.

Identifying communities in complex networks has many concrete applications. Some examples of these applications include extracting knowledge about the functions of network components [44], information transfer in networks [27], epidemic prevention [57], viral marketing [123], water loss detection for water distribution networks [113], and Web services optimization [59]. More specifically, identifying the community structure of a network allows classifying nodes into different roles based on their pattern of within-community and between-community connections [44]. Packet transmission in a network can be significantly improved by providing information about the community structure of the network to the packet routing algorithm [27]. Grouping people in a social network, representing a population, into communities gives a better understanding of the effects of communities on the disease dynamics over the population and promotes more community-focused disease outbreak prevention [57]. Identifying communities in a social network also helps predict knowledge about the viral spreading of information over the network, as the more communities a unit of transmissible information participates in, the more viral it is [123]. The incoming and outgoing flows of communities in a water distribution network allow quantifying the water losses in the network [113]. Identifying communities of the clients of a web application helps to move the content of the web application closer to its clients to minimize the latency experienced by the clients and the load on the Web servers [59].
Community detection has recently become an active research topic in various disciplines such as computer science, physics and sociology [99, 36]. The revolution of computer technology in recent years has significantly increased the availability of network data. The large volume of network data available encourages researchers to investigate efficient computational tools to determine the structural organization, particularly the community structure, of the networks.

Community detection, also referred to as network clustering, is the task of grouping nodes of a network into a priorly unknown number of communities, by only using the information of the network topology [36]. The partitioning of a network into communities aims at maximizing the intra-community interactions and minimizing the inter-community interactions [94]. Communities fundamentally can be overlapped with nodes joining in more than one community at a time. However, the scope of this thesis is limited to non-overlapping community detection, which aims at finding disjoint communities in networks.

Researchers from different disciplines have proposed a large number of community detection algorithms using different approaches [36, 90]. Although existing detection approaches share similar intuitive notions of community, each detection approach generally uses a different quantitative criterion to determine communities [38]. Some community detection algorithms classify nodes into communities that are not covered by any quantitative community definition [38, 40].

One of the earliest algorithms which started the field of community detection is the divisive algorithm proposed by Girvan and Newman [40]. This divisive algorithm and other divisive algorithms [94, 39, 101] are based on the idea that a network can be divided into communities by iteratively removing edges between communities. Each edge in the network is, therefore, quantified by a metric called betweenness which measures, for example, the frequency that the edge participates in the shortest paths between all pairs of nodes [40]. The divisive algorithms then repeatedly remove the edge with highest betweenness until no edges remain. The resulting community division with highest modularity, which is a measure to evaluate the quality of a community division [94], gives the community structure of the network. As modularity is a core concept used in this thesis, it will be explained in detail in Chapter 2.

Since modularity [94] measures the quality of a network division into communities, the best community division of a network should be the one corresponding to the maximum modularity value. Modularity optimization algorithms identify communities by finding the community division with maximum modularity [94] over
all possible community divisions of the network. Unfortunately, performing an exhaustive search over all possible community divisions of a network is practically impossible due to the large number of candidate solutions in the search space [19]. Modularity optimization algorithms [15, 45, 91, 22, 111, 33, 92, 12, 75, 71, 117], therefore, employ a wide variety of heuristic search strategies [1] to find good approximations of the maximum modularity value. We will discuss these algorithms in more details in the next section.

Random walk based algorithms [98, 108] identify communities by considering a random walk process on the network. These algorithms follow the idea that a random walker on a network is more likely to travel within communities and is less likely to travel across communities as the communities are more well-separated. One of the popular random walk based algorithms is the Walktrap algorithm [98] which iteratively groups nodes into communities to minimize the distance between each node and other nodes in its community. The distance between two nodes is defined based on the probabilities that a random walker in the network moves from a node to another in a given number of steps. The quality of the resulting community divisions is measured based on modularity. Another popular random walk based algorithm is the Infomap algorithm [108] which identifies communities by finding the optimal community division of the network with respect to the map equation [108, 107], an alternative measure to evaluate the quality of a community division. The map equation will be explained later in Chapter 2 of this thesis.

Local community detection algorithms [10, 96, 21, 9, 64, 66, 49, 25, 51] identify communities by expanding each community from a single node or an initial group of nodes. These algorithms expand a community by iteratively adding neighboring nodes, which satisfy a given condition, to the community. One of such conditions is to maximize a function that measures the quality of the community. The community expansion process is continued until a stopping criterion is reached.

Some other community detection algorithms [102, 53] are also available in the literature. The label propagation algorithm (LPA) [102] is a time-efficient detection algorithm that iteratively propagates labels of nodes over the network to identify communities. In each iteration, each node updates its label to the one that the maximum number of its neighbors hold. After the convergence of the algorithm, communities are identified as groups of nodes sharing the same label. The statistical inference based algorithm proposed in [53] identifies communities by maximizing the likelihood that the network is generated by the degree-corrected stochastic blockmodel [53], a generative model for networks with community structure.
Among existing community detection approaches, modularity optimization has received considerable attention of researchers in the literature [36, 38]. Furthermore, as different detection approaches generally use different quantitative measures to evaluate the goodness of the detected community structure, evaluating the detection algorithms on networks with known communities, or simply benchmark networks, is important to estimate the accuracy of the detection algorithms and to compare different detection algorithms. Below, we identify two motivational issues toward modularity optimization for community detection and benchmarks for evaluating community detection algorithms.

1.1 Motivations

1.1.1 Modularity optimization for community detection

As briefly mentioned above, modularity optimization algorithms aim at finding the community division with maximum modularity over all possible community divisions of the network to identify communities [91]. However, since performing an exhaustive search for the optimal community division is practically impossible [19], modularity optimization algorithms employ heuristic search strategies to find fairly good approximations of the maximum modularity value within a reasonable execution time [91].

The first algorithm that maximizes modularity to identify communities was the greedy optimization algorithm proposed by Newman [91]. This algorithm starts from an initial community division where each node is in its own community. The algorithm then iteratively merges a pair of communities that lead to the greatest increase in modularity. The iterations stop when all communities are merged into one community. The best community division is the resulting one with the maximum modularity value. The Fastgreedy algorithm [22] improves the running time of the greedy optimization of Newman [91] by using an efficient data structure and removing unnecessary calculations. The extremal optimization algorithm proposed in [33] starts by randomly partitioning the network into two equal-size communities. This algorithm then repeatedly moves nodes from one community to another to improve modularity until the modularity value cannot be further improved. Each resulting community is then regarded as a new network and the algorithm is recursively applied on the new networks. The extremal optimization algorithm [33] outperforms the greedy optimization algorithm [91] but has a
higher computational complexity. The spectral optimization algorithm proposed in [92] uses the spectral bi-partitioning method [13] that repeatedly divides the network into two communities to maximize modularity. This algorithm performs better than the extremal optimization algorithm [33] on large networks with a shorter execution time. The MSG-VM (Multistep Greedy-Vertex Mover) algorithm [111, 112] improves the Fastgreedy algorithm [22] by merging multiple pairs of communities at a time and then refining the resulting communities to further increase modularity. The MSG-VM algorithm outperforms previous algorithms and has an efficient running time [111].

The Louvain method [15] maximizes modularity by iteratively performing two steps. The first step initially assigns every node into its own community and then iteratively moves each node to one of its neighboring communities that yields the largest positive increase in modularity. The first step stops when modularity cannot be further increased. The second step is to build a new network whose nodes are the resulting communities from the first step. The two steps are then repeatedly applied to the new network until no further improvement in modularity can be achieved. The Louvain method is a state-of-the-art algorithm for maximizing modularity as it outperforms previous algorithms in term of computational time while resulting in a comparable modularity value [15].

The LPAm algorithm [12] is equivalent to the first step of the Louvain method but is expressed in an information diffusion perspective. This algorithm initially assigns each node a unique label and then iteratively propagates labels of nodes over the network to maximize modularity. Communities are identified as groups of nodes with the same labels. The LPAm+ algorithm [75] improves LPAm by iteratively combining LPAm with merging pairs of communities to avoid local maxima. Currently, LPAm+ is considered as one of the state-of-the-art algorithms for modularity optimization as it detects higher modularity values than existing algorithms [75].

Other modularity optimization algorithms such as the Simulated annealing algorithm [45], the Mean field algorithm [71], the Column generation algorithm [4], and the Conformational space annealing algorithm [70] uses exhaustive search strategies to search for the maximum modularity value. These algorithms, therefore, have a high computational complexity and cannot be applied to large networks. The approximation algorithms for maximizing modularity introduced in [32, 31] can theoretically guarantee the quality of the detected community structure but hardly find good near optimal solutions.
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Figure 1.2: The Karate Club network.

Figure 1.3: Communities (in different colors) in the Karate Club network. The community division corresponds to the highest modularity value found by the algorithm proposed in [75].
We depict here a real network with communities discovered by modularity optimization algorithms. Figure 1.2 plots the Karate Club network studied in [125]. The network consists of 34 nodes representing the members of a karate club in a university in the United States. The edges in the network represent interactions of the members outside the activities of the club. Due to a conflict between the club president (node 34) and the club instructor (node 1), members in the club are observed to be separated into two groups, supporting the president and the instructor respectively. Figure 1.3 plots the community division of the Karate Club network corresponding to the highest modularity value found by the algorithm proposed in [75]. This community division correctly distinguishes the two observed groups of members with further subdivisions in each group. The members of the group supporting the president lie in the two communities on the left of the figure and the members of the group supporting the instructor lie in the two communities on the right.

Current state-of-the-art modularity optimization algorithms [15, 75] employ greedy heuristic search strategies to search for the largest modularity value. These greedy optimization algorithms can only find good approximations of the maximum modularity value when there are few local maxima, with respect to modularity, but easily get trapped in a poor local maximum when there are many local maxima in the search space. The state-of-the-art modularity optimization algorithms, therefore, perform well on networks of strong communities, which have more intra-community connections than inter-community connections [62]. However, these algorithms perform poorly on networks with weak communities, which have more inter-community connections than intra-community connections.

In this thesis, we also refer to networks of strong communities as networks with strong community structure and refer to networks with weak communities as networks with weak community structure.

1.1.2 Benchmarks for evaluating community detection algorithms

Evaluating a detection algorithm essentially means applying the detection algorithm to networks with known communities, and then comparing the identified community division with the known community division [94, 62]. The more similar between the identified community division and the known community division, the better the detection algorithm performs.
Real networks with known communities [125, 79] would be ideally used for evaluating community detection algorithms. A reliable detection algorithm should realize the communities observed in these networks. Unfortunately, there are only a few real networks with known communities available and the network sizes are small [94]. Therefore, the evaluations of the detection algorithms are mostly performed on synthetic networks with built-in community structure [62], or simply benchmark networks.

Benchmarks [47, 23, 121, 40, 28, 53, 9, 61], for generating networks with planted community structure, are mainly differ in the generative models they use to generate the networks.

The stochastic block model [47] is a general class of random graph models with nodes divided into communities. Links are placed between pairs of nodes with probabilities depending only on community memberships of the nodes. The planted partition model [23] is a realization of the stochastic block model with communities of the same size. Nodes in the same community have a probability of connection $p_{in}$, and nodes in different communities have a probability of connection $p_{out}$, with $p_{out} < p_{in}$. The Relaxed Caveman (RC) graph model [121] can be seen as a special realization of the planted partition model with communities formed by connecting a set of disconnected cliques. The connection probabilities $p_{in}$ and $p_{out}$ are proportional to each other and dependent on community sizes. The Girvan-Newman (GN) benchmark [40] is a specific realization of the planted partition model with four communities of size 32 and average node degree 16. These benchmarks, which are based on the stochastic block model, have essentially communities of the same size and nodes of the same degree. These features are unrealistic as real networks are observed to have power-law distributions in node degree and community size [11].

The degree-corrected stochastic block model [53] extends the stochastic block model by defining the connection probabilities of nodes based on community memberships and degrees of the nodes. This allows variation in node degrees within communities. However, the degree-corrected stochastic block model fails to resemble real networks because the link generation process of the model often produces a large number of nodes with degree zero [53].

The Lancichinetti-Fortunato-Radicchi (LFR) benchmark [61] can be seen as a special version of the degree-corrected stochastic block model. This benchmark determines node degrees and communities sizes from network parameters and constructs the networks to meet the properties of nodes and communities. Therefore,
the LFR benchmark accounts for the heterogeneity of node degrees and community sizes. The LFR benchmark is regarded as a state-of-the-art benchmark for evaluating community detection algorithms [38]. Figure 1.4 illustrates a network realization of the LFR benchmark.

![Network with community structure generated by the LFR benchmark. Communities in the network are in different colors.](image)

**Figure 1.4:** A network with community structure generated by the LFR benchmark. Communities in the network are in different colors.

The above benchmarks [40, 61] for evaluating community detection algorithms assign a fixed fraction of inter-community links, referred to as the mixing fraction, for every community in the same network. Additionally, the current benchmarks eliminate the presence of noise, or outliers. Outliers are defined as nodes that randomly connect to other nodes in the network and, therefore, are not associated with any community. Real world networks exhibit the heterogeneity in community mixing fractions [73, 74] and the mixture of communities and outliers [66]. These existing benchmarks, therefore, cannot capture properties of nodes and communities in real networks.
1.2 Aims of the thesis

This thesis consists of two separate but related aims to address the above issues.

Modularity optimization in networks with weak community structure

Our first aim is to develop a new algorithm for maximizing modularity in networks with weak community structure. To achieve this research aim, we first review the state-of-the-art algorithm LPAm+ [75] and demonstrate its drawback of getting trapped in a poor local maximum on networks with weak community structure. We then introduce a method, that offers a balance between performance and running time, to overcome the local maxima issue of the LPAm+ algorithm. We next perform extensive experiments to evaluate the performances, in term of modularity, of our proposed algorithm and existing algorithms on synthetic and real networks. We finally compare the performances, in term of detection accuracy, of the proposed algorithm and existing algorithms on the synthetic networks.

Benchmarks for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers

Our second aim is to develop a realistic benchmark for evaluating community detection algorithms with the heterogeneous community mixing fractions and outliers. To accomplish this aim, we first review the state-of-the-art benchmark LFR [65, 61]. We then introduce a method to incorporate the heterogeneity in community mixing fractions and outliers into the LFR benchmark. We next perform extensive experiments to quantify the effects of the variation in community mixing fractions and outliers on the performances of community detection algorithms. We finally compare the evaluation of the detection algorithms with heterogeneous community mixing fractions and outliers and the evaluation of the detection algorithms with homogeneous community mixing fractions and without outliers, with respect to reflecting the performances of the detection algorithms on real networks.

1.3 Contributions

The contributions of the research conducted in this thesis are highlighted as follows:

- A new algorithm (presented in Chapter 3), named meta-LPAm+, for maximizing modularity in networks with weak community structure
• Extensive experiments (presented in Chapter 4) to evaluate the performances of meta-LPAm+ and existing community detection algorithms on synthetic and real networks

• A new benchmark (presented in Chapter 5), named GLFR, for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers

• Extensive experiments (presented in Chapter 6) to quantify the effects of the variation in community mixing fractions and outliers on the performances of the detection algorithms

1.4 Thesis structure

This thesis is based on the content of our research papers that have been published in peer-reviewed conferences or submitted to international journals for publication. The remaining chapters of this thesis are organized as follows:

• **Chapter 2** provides background of the research related to this thesis. This chapter contains a summary of the existing definitions relating to community. This chapter also discusses existing community detection algorithms that will be used in our experiments in this thesis. Furthermore, this chapter gives an overview of the state-of-the-art benchmarks for evaluating community detection algorithms and measures for comparing community divisions of networks.

• **Chapter 3** presents our proposed algorithm for maximizing modularity in networks with weak community structure. We first review the state-of-the-art algorithm LPAm+ and illustrate the local maxima problem of this algorithm. We then improve the LPAm+ algorithm by introducing a method to escape local maxima. We next extend our proposed algorithm to detect communities in directed networks. As our proposed algorithm has parameters to be specified, we perform an empirical analysis to study the dependence of our algorithm on its parameters. This chapter also includes our analysis on the computational complexity of the proposed algorithm.

• **Chapter 4** gives extensive experiments to evaluate the performances of our proposed algorithm and existing community detection algorithms on synthetic and real networks.
Chapter 5 presents our proposed benchmark for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers. We first review the state-of-the-art benchmark LFR as it is the foundation of our proposed benchmark. We then present our method to incorporate the heterogeneity in community mixing fractions and the presence of outliers into the LFR benchmark.

Chapter 6 gives extensive tests to quantify the effects of the variation in community mixing fractions and outliers on the performance of community detection algorithms. This chapter also gives our comparative analysis on the evaluation of the detection algorithms with heterogeneous community mixing fractions and outliers and the evaluation of the detection algorithms with homogeneous community mixing fractions and without outliers.

Chapter 7 concludes this thesis with possible directions for future work.
Chapter 2

Background

This chapter provides the background of the research related to this thesis. We first introduce general concepts of networks. We then give various quantitative definitions of community and community structure existing in the literature. We next describe local search strategies that are generally used by community detection algorithms to search for the best community solution over a large number of candidate solutions. Afterward, we discuss existing community detection algorithms that will be compared with our proposed algorithm (presented in Chapter 3). We finally discuss the state-of-the-art benchmarks for evaluating community detection algorithms and measures of the similarity between community divisions of a network.

2.1 Basic network concepts

A network, or a graph, $G$ is a pair of sets $(V,E)$, where $V$ is a set of nodes and $E$ is a set of edges with each edge being a pair of nodes in $V$. Nodes are also called vertices. Edges are also called links or connections. If each edge is an unordered pair of nodes, the edge is undirected and the network is an undirected network. Otherwise, if each edge is an ordered pair of nodes, the edge is directed from one node to the other and the network is a directed network. In this case, an ordered pair of nodes $(u,v)$ is an edge directed from node $u$ to node $v$. If each edge has an associated numeric value called weight, the edge is weighted and the network is a weighted network. Figure 2.1 demonstrates three examples of networks including an undirected network, a directed network, and a weighted (undirected) network.
This thesis mainly focuses on undirected unweighted networks. If other types of networks are considered, they will be explicitly stated.

In undirected networks, two nodes are neighbors, or adjacent to each other, if there is an edge connecting the nodes. The degree of a node is the number of edges incident on the node. The degree sequence of a network is the list of the degrees of nodes in the network. In directed networks, a node has two types of degree, in-degree and out-degree. The in-degree of a node is the number of directed edges pointing to the node, called incoming edges, and the out-degree of a node is the number of directed edges pointing from the node, called outgoing edges.

### 2.2 Community-related definitions

Community detection researchers commonly agree on the general concept of community, that communities are groups of nodes with dense connections within the groups and sparse connections between the groups [40]. However, there is no commonly accepted quantitative definition of community [36]. Different quantitative definitions of community have been proposed for different applications of the community definitions [38]. In many cases, communities are the final outcome of an algorithm aiming to divide the network into groups of cohesively connected nodes without a rigorous definition of community [40].
2.2.1 Community

As viewed from a local perspective, communities are defined as groups of nodes in a network with their own characteristics that possibly relate to some intermediate neighbors but are independent from the rest of the network [9]. Definitions of community are closely linked with the concepts of cohesive subgroups in social network analysis [120]. These two terms, communities and cohesive subgroups, are used to describe groups of cohesively connected nodes.

The earliest form of a cohesive subgroup is perhaps clique [78], a maximal subset of nodes in which each node connects to all other nodes. However, the condition of the existence of cliques in networks is extremely strict and, therefore, cliques do not frequently appear in real networks. The concept of clique is generalized to the notion of n-clique [77] that is a maximal subset of nodes with the distance between any two nodes not larger than n. When n=1, the n-clique becomes a clique because all nodes in the n-clique are adjacent to each other. It is noted that a clique of k nodes is also called a k-clique [30, 96]. Other relaxed forms of cliques including n-club, n-plan, k-plex and k-core can be found in [120]. The notions of cohesive subgroups mentioned above are inadequate to describe communities since these concepts take into account only the density of connections within the groups but neglect the density of connections between the groups.

Let $G = (V, E)$ be a network, where $V$ is a set of nodes and $E$ is the set of the edges connecting nodes in $V$. The task of community detection is to divide the set $V$ of nodes into $n_c$ communities, $c_1, c_2, ..., c_{n_c}$, where $n_c$ is not known priorly and each node must belong to at least one community. Two communities are overlapped if they share at least one common node. This thesis mainly focuses on the case of non-overlapping community detection, that is $c_i \cap c_j = \emptyset$ for $i \neq j$ and $1 \leq i, j \leq n_c$. If overlapping communities are considered, they will be explicitly stated.

A community division $C = \{c_1, c_2, ..., c_{n_c}\}$ of a network is also called a partition of the network. Let $A$ be the adjacency matrix of the network where $A_{ij} = 1$ if there is a connection between node $i$ and node $j$, and $A_{ij} = 0$ otherwise. Let $k^{int}_i$ be the number of links from node $i$ to nodes in its community, or the internal degree of node $i$ with respect to its community, and $k^{ext}_i$ be the number of links from node $i$ to the rest of the network, or the external degree of node $i$. For node $i \in c$,

$$k^{int}_i = \sum_{j \in c} A_{ij}$$
and

\[ k_{i}^{ext} = \sum_{j \notin c} A_{ij}, \]

Let \( k_{i} \) be the total number of links connected to node \( i \), or the degree of node \( i \), that is

\[ k_{i} = k_{i}^{int} + k_{i}^{ext}. \]

The first quantitative notion of cohesive subgroup that takes into account both internal connection and external connection densities of the subgroup is LS-Set [76]. A LS-Set is a subset of nodes such that the internal degree of each node, with respect to the subset, is greater than the external degree of the node. That is, for any node \( i \) in a LS-Set,

\[ k_{i}^{int} > k_{i}^{ext}. \]

The notion of LS-Set is similar to the definition of community in [101].

The notion of community used in [102, 48] implies that a community is a group of nodes where each node in the community has more links with nodes in its community than with nodes in any other community. That is

\[ k_{i}^{int} > \max_{c} \{k_{i}(c)\} \]

where \( k_{i}(c) = \sum_{j \in c} A_{ij} \).

A community can also be defined based on the sharpness of the boundary between the community and the rest of the network. In [10], a community, called a L-shell, initially consists of only a single node and then iteratively expanded by adding neighboring nodes to the community. The sharpness of the boundary of the community is measured based on a metric called total emerging degree. Let \( c_{0} \) be the initial community and \( c_{l} \) be the community formed at step \( l \). The total emerging degree of the community formed at step \( l \) is

\[ K_{l} = \sum_{i \in c_{l} - c_{l-1}} k_{i}^{ext} \]

where \( c_{l} - c_{l-1} \) denotes the group of nodes that belong to \( c_{l} \) but do not belong to \( c_{l-1} \) and \( k_{i}^{ext} \) is the external degree of node \( i \), with respect to \( c_{l} \). The sharpness of the boundary of the community formed at step \( l \) is the ratio of the total emerging degree of the community to the total emerging degree of the community formed.
at step \( l - 1 \), which is
\[
\Delta_K_l = \frac{K_l}{K_{l-1}}.
\]
A community is iteratively expanded until the condition \( \Delta_K_l \geq \alpha \), with \( \alpha \) being a predetermined threshold, is not satisfied. The value of \( \alpha \) is flexibly chosen to allow for various scales of communities. However, it is not clear which value of \( \alpha \) should be best taken to define communities.

In [21], the sharpness of the boundary of a community is measured based on a metric called local modularity. Let \( C \) be the currently formed community. Let \( B \) be the boundary of \( C \) which is the group of nodes in \( C \) having at least one connection outside \( C \). The local modularity of \( C \), which is proportional to the sharpness of the boundary \( B \), is defined as the ratio between the number of edges in \( C \) having at least one endpoint in \( B \) and the number of edges in the network having at least one endpoint in \( B \) [21]. The local modularity of community \( C \) is mathematically expressed as
\[
R = \frac{\sum_{i \in C} \sum_{j \in B} A_{ij}}{\sum_{i} \sum_{j \in B} A_{ij}}.
\]
A community is iteratively expanded by adding one neighboring node at a time to the community until its local modularity is maximized.

In [64], the authors define a community based on a fitness function that evaluates the quality of the community. Let \( \kappa^{\text{int}}_C \) and \( \kappa^{\text{ext}}_C \) are respectively the internal and external degrees of the currently formed community \( C \), where
\[
\kappa^{\text{int}}_C = \sum_{i \in C} k^{\text{int}}_i
\]
and
\[
\kappa^{\text{ext}}_C = \sum_{i \in C} k^{\text{ext}}_i.
\]
The Local Fitness of community \( C \) is defined as [64]
\[
f_C = \frac{\kappa^{\text{int}}_C}{(\kappa^{\text{int}}_C + \kappa^{\text{ext}}_C)^\alpha},
\]
where \( \alpha \) is a positive-real value parameter. The value of \( \alpha \) defines the resolution at which communities are resolved but it is not clear which value of \( \alpha \) should be best taken.
2.2.2 Community structure

From a global viewpoint, communities are defined as interrelated parts of the whole network [36]. The community structure of a network is regarded as a network division into communities that satisfies a certain criterion. The two most popular criteria to define the community structure of a network are modularity [94] and the map equation [107].

2.2.2.1 Modularity

Modularity [94], or also called Newman-Girvan modularity, is a function that measures the goodness of a network division into communities. The basic idea of modularity is that a random network, where nodes are randomly connected, is not expected to have a community structure. Therefore, the quality of a community division of a network can be asserted by the difference between the actual fraction of edges within communities and that expected fraction of edges in an equivalent random network.

In Newman-Girvan modularity, the equivalent random network is generated by the random network model called the configuration model [85]. In this random network model, each node is attached with a number of stubs, or half-edges, equal to the degree of the node. The stubs of nodes are randomly paired with each other to connect nodes in the network. Given an undirected unweighted network with $n$ nodes and $m$ edges, the expected number of edges between node $i$, with degree $k_i$, and node $j$, with degree $k_j$, in the configuration model is

$$P_{ij} = \frac{k_i k_j}{2m}.$$ 

Let $A$ be the adjacency matrix of the network, where $A_{ij} = 1$ if there is an edge between node $i$ and node $j$ and, otherwise, $A_{ij} = 0$. The definition of modularity is given as follows.

Definition 1. [94] The modularity of a community division of an undirected and unweighted network is defined as

$$Q = \frac{1}{2m} \sum_g \sum_{i,j \in g} \left( A_{ij} - \frac{k_i k_j}{2m} \right),$$  \hspace{1cm} (2.1)

where $g$ is a community in the network, $k_i$ and $k_j$ are the degrees of node $i$ and node $j$ respectively, and $m$ is the number of edges in the network.
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The value of modularity lies in the range from 0 to 1. If the network has a community structure, the value of modularity is higher than zero. The larger the modularity value, the more the number of edges within communities compared with the expected number of the edges in an equivalent random network, and therefore, the better the quality, or the strength, of the community structure. The best community division of a network is, therefore, regarded as the one that gives the maximum modularity value.

Modularity has been widely adopted as the objective function of many algorithms to identify communities [36]. Modularity optimization is currently a state-of-the-art approach for detecting communities [62]. However, modularity has a resolution limit [37] that impedes the detection of small size-scale communities in networks.

2.2.2.2 The map equation

The map equation [107, 108] is another function to evaluate the quality of a community division. The fundamental of the map equation is that given a network with nodes divided into communities, the path of a random walk through the network can be represented by a sequence of codewords decoding the entered communities, the visited nodes and the exits from communities of the random walker. The codewords of communities are uniquely defined while the codewords of nodes and the exits from communities are reused among different communities. If connections within communities are dense and connections between communities are spare, the random walk infrequently crosses different communities. Therefore, the codewords of communities are rarely used that saves the length of the codeword sequence describing the path of the random walk. The shorter the length of the codeword sequence, the better the quality of the community division.

The description length of a random walk across the network is calculated from the two terms, the Shannon information [114] of the codewords representing communities and the Shannon information of the codewords representing nodes in communities and the exits from communities of the random walker. Let \( c \) be a community in an undirected unweighted network visited by a random walker. Let \( \kappa_{c}^{ext} \) be the external degree of community \( c \). The probability that the random walker enters or exits community \( c \) is [54]

\[
p_{c}^{enter} = p_{c}^{exit} = \frac{\kappa_{c}^{ext}}{2m}.
\]
The probability that the random walker enters or exits any community in the network is
\[
p^\text{enter} = p^\text{exit} = \sum_c p^\text{enter}_c = \sum_c p^\text{exit}_c.
\]

The Shannon information [114] of the codewords decoding communities is [107, 108]
\[
H(C) = - \sum_c \frac{p^\text{enter}_c}{p^\text{enter}} \log \left( \frac{p^\text{enter}_c}{p^\text{enter}} \right).
\]  
(2.2)

Let \(k_i\) be the degree of node \(i\) and \(m\) be the number of edges in the network. The probability that the random walker visits node \(i\) is [54]
\[
p_i = \frac{k_i}{2m}.
\]

The probability that the random walker moves within and exits community \(c\) is
\[
p^\text{travel}_c = \sum_{i \in c} p_i + p^\text{exit}_c.
\]

The Shannon information of the codewords decoding the visited nodes in community \(c\) and the exit from community \(c\) of the random walker is [107, 108]
\[
H(c) = - \sum_{i \in c} \frac{p_i}{p^\text{travel}_c} \log \left( \frac{p_i}{p^\text{travel}_c} \right) - \frac{p^\text{exit}_c}{p^\text{travel}_c} \log \left( \frac{p^\text{exit}_c}{p^\text{travel}_c} \right).
\]  
(2.3)

The map equation which measures the description length of a random walk across the network is given as follows.

**Definition 2.** [108] The map equation of a community division in an undirected and unweighted network is defined as
\[
L(M) = p^\text{enter} H(C) + \sum_c p^\text{travel}_c H(c)
\]  
(2.4)

The smaller the value of the map equation, the less frequently the random walker moves between communities and, therefore, the better the quality of the community structure. The best community division of a network is regarded as the one that gives the minimum value of the map equation [108].
The map equation has been employed as the objective function of the Infomap algorithm [108] to identify communities. This algorithm is considered as a state-of-the-art algorithm for detecting communities [62]. However, the map equation suffers the resolution limit [54, 55] which implies that the optimal community division may not recognize communities with a small ratio between the numbers of internal links and external links.

### 2.2.3 Definitions in generative models

Generative models [47, 23, 65, 53] are used to generate networks with community structure. In generative models, the community structure of a network is defined based on the probabilities of connections between nodes in the network. Different generative models give different definitions of community depending on the assumption of the models on the connection probabilities of nodes.

The most popular model for networks with communities is the stochastic block model (SMB) [47]. In this model, the connection probability of two nodes is a function of their community memberships. Nodes in a network are divided into $K$ communities. Nodes in community $r$ and nodes in community $s$ are connected with a probability $\omega_{rs}$. The network is considered to have a community structure, or called an assortative structure, if the connection probabilities between nodes in the same community are higher than the connection probabilities between nodes in different communities [5, 38], which is expressed by the following condition:

$$\min_r \{\omega_{rr}\} > \max_{i,k} \{\omega_{ik}\},$$

for $\forall r, l, m = 1, 2, \ldots, K$ and $l \neq k$.

The planted partition model [23] is a special version of the stochastic block model. In the planted partition model, nodes in the same community are connected with a probability $p_{in}$ and nodes in different communities are connected with a probability $p_{out}$. Therefore, the community structure of a network is well defined for $p_{in} > p_{out}$.

The degree-corrected stochastic block model (DCSBM) [53] is an extension of the stochastic block model [47] that defines the connection probability of two nodes as a function of their community memberships and degrees. The connection probability between node $i$ and nodes in its community is $p_{in}$. The connection probability between node $i$ and nodes in community $c$, with $i \notin c$, is $p_{out}^c(c)$. This model implies that the community structure of a network is recovered if every
node has a higher connection probability with nodes in the same community than with nodes in any other community \[53\]. That is
\[
p_{in}^i > \max_c \{p_{out}^i(c)\},
\]
for every node \(i\).

The generative model which is implicitly employed in \[65\] can be seen as a simplified version of the degree-corrected stochastic block model. In this model, node \(i\) is connected with nodes in its community with a probability \(p_{in}^i\) and connected with nodes outside its community with a probability \(p_{out}^i\). The community structure is constructed to satisfy the condition \(p_{in}^i > p_{out}^i\), for every node \(i\).

### 2.3 Local search strategies

Local search strategies \[1\] are heuristic algorithms to search for an optimal solution with respect to an objective function among a large number of candidate solutions. These algorithms \[1\] typically start with an initial solution and then locally perturbs the current solution to generate neighbor solutions. The changes that may be applied to perturb a solution are defined by a neighborhood structure. The search algorithm evaluates the neighbor solutions and chooses the one that meets a given condition to replace the current solution. The search process is repeated until a stopping criterion is satisfied.

Let \(S\) be a solution space of all candidate solutions. Let \(f : S \rightarrow \mathbb{R}\) be an objective function to maximize. The objective function \(f(s)\) gives a value indicating the quality of a solution \(s \in S\). The aim of the search is to find a solution \(s^* \in S\) with the maximal value of the objective function.

**Definition 3.** \[116\] A solution \(s^*\) is a global maximum if its value given by the objective function is higher than the given value of all solutions in the solution space, that is, \(f(s^*) \geq f(s)\) for \(\forall s \in S\).

**Definition 4.** \[16\] A neighborhood structure is a function that assigns to every solution \(s \in S\) a set of neighborhood solutions \(N(s) \in S\).

**Definition 5.** \[16\] A solution \(s^*\) is a local maximum with respect to a neighborhood solution space \(N(s^*)\) if for \(\forall s \in N(s^*) : f(s^*) \geq f(s)\).
2.3.1 Hill-climbing

The simple hill-climbing algorithm is a typical local search strategy that replaces the current solution by the first evaluated neighbor solution with a higher value in the objective function. The algorithm terminates when it reaches a local maximum where no neighbor solution has a higher quality. The steepest ascend hill-climbing algorithm, also known as greedy local search strategy [109], is a variant of the simple hill-climbing algorithm. The steepest ascend hill-climbing algorithm examines all neighbors of the current solution and then selects the neighbor with the highest quality to replace the current solution. The stochastic hill-climbing algorithm [109] is similar to the steepest ascend hill-climbing algorithm but does not examine all neighbors of the current solution. The stochastic version randomly examines a neighbor solution of the current solution and retains the neighbor with higher quality than the current one. The pseudo codes of the simple hill-climbing algorithm, the steepest ascend hill-climbing algorithm and the stochastic hill-climbing algorithm are respectively given in Algorithms 1, 2 and 3.
Algorithm 1 Simple hill-climbing [109]

Input: an initial solution $s_0$, a neighborhood structure and an objective function $f$

Output: a solution $s^*$ that is a local optimum

1: $s^* = s_0$
2: while (true) do
3:    $s =$ a neighbor of $s^*$ that has not been evaluated
4:    if $f(s) > f(s^*)$ then
5:       $s^* = s$
6:    end if
7:    if all neighbors of $s^*$ are evaluated then
8:       return $s^*$
9:    end if
10: end while

Algorithm 2 Steepest ascend hill-climbing (Greedy local search) [109]

Input: an initial solution $s_0$, a neighborhood structure and an objective function $f$

Output: a solution $s^*$ that is a local optimum

1: $s^* = s_0$
2: while (true) do
3:    $s =$ the neighbor of $s^*$ with the highest value of $f(s)$
4:    if $f(s) > f(s^*)$ then
5:       $s^* = s$
6:    else
7:       return $s^*$
8:    end if
9: end while

Algorithm 3 Stochastic hill-climbing [109]

Input: an initial solution $s_0$, a neighborhood structure and an objective function $f$

Output: a solution $s^*$ that is a local optimum

1: $s^* = s_0$
2: for a predefined number of iterations do
3:    $s =$ a randomly selected neighbor of $s^*$
4:    if $f(s) > f(s^*)$ then
5:       $s^* = s$
6:    end if
7: end for
8: return $s^*$

The hill-climbing algorithms fall into the class of heuristic algorithms [109] that have no mechanism to escape a local maximum. The hill-climbing algorithms can quickly converge to a local maximum because the search continually improves the
current solution. However, the success of the hill-climbing algorithms significantly depends on the distribution of local maxima in the solution space. If there are many local maxima, the hill-climbing algorithms generally get trapped in a local maximum.

2.3.2 Simulated annealing

The simulated annealing (SA) algorithm [56] is similar to the stochastic hill-climbing algorithm since the SA algorithm accepts a randomly evaluated neighbor if it has a higher quality than the current one. However, the SA algorithm also accepts the neighbor with a worse quality with a probability that is exponentially proportional to a temperature parameter and the decrease in the quality between the neighbor and the current solution. The temperature parameter is decreased as the running time of the algorithm increases. Over time, the SA algorithm is less likely to accept worse neighbors. If the temperature is decreased slowly enough, the SA algorithm is almost certain to find the global optimum [109]. The pseudo code of the SA algorithm is given in Algorithm 4.

**Algorithm 4** Simulated annealing [56]

**Input**: an initial solution $s_0$, a neighborhood structure, an objective function $f$, a mapping function from time to temperature $\text{schedule}$

**Output**: a solution $s^*$

1: $s^* = s_0$
2: for $t=1$ to $\infty$ do
3: \hspace{1em} $T = \text{schedule}(t)$
4: \hspace{1em} if $T=0$ then
5: \hspace{2em} return $s^*$
6: \hspace{1em} end if
7: \hspace{1em} $s = $ a randomly chosen neighbor of $s^*$
8: \hspace{1em} $\Delta E = f(s) - f(s^*)$
9: \hspace{1em} if $\Delta E > 0$ then
10: \hspace{2em} $s^* = s$
11: \hspace{1em} else
12: \hspace{2em} $s^* = s$ with a probability $e^{\Delta E/T}$
13: \hspace{1em} end if
14: end for

The SA algorithm falls into the class of meta-heuristic algorithms [106, 116] that guide the search process to avoid being trapped in a local maximum. A meta-heuristic algorithm escapes a local maximum by temporarily accepting neighbor solutions with lower quality. This allows the algorithm to examine more neighbor
solutions to find a better solution. One of the major drawbacks of the SA algorithm is that it is considerably slow when the search space is large [16].

### 2.3.3 Record-to-record travel

The record-to-record travel (RRT) algorithm [34] is a variant of the simulated annealing algorithm [56] with a different mechanism to accept worse neighbor solutions. The RRT algorithm accepts a worse neighbor solution if the difference between the quality of the neighbor solution and the quality of the best solution found is less than a specific threshold. A small value of the threshold generally gives a poor result with a short running time while a large one gives a good result with a long running time. If the threshold is equal to zero, the RRT algorithm will become a stochastic hill climbing algorithm which accepts only better neighbor solutions. The algorithm stops after a predefined number of iterations without improvement in the objective function. The pseudo code of the RRT algorithm is given in Algorithm 5.

**Algorithm 5** Record-to-Record Travel [34]

**Input**: an initial solution $s_0$, a neighborhood structure, an objective function $f$, a positive deviation value $DEV$ and the maximum number of iterations without improvement in the objective function $max_{no}$

**Output**: a solution $s^*$

1: $s = s_0$
2: $s^* = s$
3: while $t < max_{no}$ do
4:   $s' = a$ randomly chosen neighbor of $s$
5:   if $f(s') \geq f(s^*) - DEV$ then
6:     $s = s'$
7:     $t = t + 1$
8:   end if
9:   if $f(s') > f(s^*)$ then
10:      $s^* = s'$
11:      $t = 0$
12:   end if
13: end while

The RRT algorithm is simpler and requires less computational cost than the SA algorithm. The RRT algorithm is also reported to outperform the SA algorithm with much lower running time for some optimization problems [34].
2.4 Community detection algorithms

Numerous community detection algorithms have been proposed in the literature [36, 38]. Among the existing algorithms, the Louvain method [15] and Infomap [107], are regarded as state-of-the-art algorithms [62]. Walktrap [98], Fastgreedy [22], and MSG-VM [111] are also a popular methods [38]. In this section, we review these algorithms which will be used in our experiments in Chapter 3.

2.4.1 Fastgreedy

The Fastgreedy algorithm [22], also referred to as the Clauset-Newman-Moore (CNM) algorithm, is an efficient implementation of the greedy modularity optimization algorithm proposed in [91]. The Fastgreedy algorithm initially assigns each node in a unique community and then repeatedly joins communities in pairs to improve modularity. The pair of communities joined at each step is selected to lead to the largest increase (or the smallest decrease) in modularity. When the last pair of communities is joined, the resulting community division with maximum modularity gives the community structure. The Fastgreedy algorithm follows an agglomerative hierarchical approach that results in a dendrogram of the network. The dendrogram is a tree structure representing the hierarchical structure of the joined communities. The complexity of the Fastgreedy algorithm is $O(md\log(n))$ where $n$ is the number of nodes in the network, $m$ is the number of edges, and $d$ is the height of the dendrogram. An improvement of the Fastgreedy algorithm in term of execution efficiency and scalability is proposed in [119]. The pseudocode of the Fastgreedy algorithm is presented in Algorithm 6.

Algorithm 6 Fastgreedy [22, 91]

1: Assign each node in its own community
2: Calculate the modularity change matrix $\Delta Q$ with $\Delta Q_{ij}$ being the change in modularity if communities $i$ and $j$ are merged.
3: while there are more than one community in the network do
4: Select the pair of communities $i$ and $j$ with the largest $\Delta Q_{ij}$
5: Merge communities $i$ and $j$
6: Store the current partition of the network
7: Update the modularity change matrix $\Delta Q$
8: end while
9: return The stored network partition with the greatest modularity value
2.4.2 MSG-VM

The MSG-VM (Multistep Greedy-Vertex Mover) [111, 112] is an enhanced version of the Fastgreedy algorithm [22]. The MSG-VM algorithm consists of a community join procedure (MSG) that joins multiple pairs of communities simultaneously and a community refinement procedure (VM) that reassigns nodes to neighboring communities to maximize modularity. At each iteration, the community join procedure merges all pairs of communities such that each pairwise community merging leads to a positive change in modularity. The iterations stop when all pairwise joins of communities yield a negative modularity change. After the convergence of the community merging procedure, a node refinement procedure is applied to reassign nodes to one of their neighboring communities if the node reassignment leads to the greatest modularity improvement. The MSG-VM algorithm results in more balancing community sizes and has a shorter execution time than the greedy modularity optimization algorithm [111]. The pseudo codes of the MSG procedure and the VM procedure are presented in Algorithm 7 and Algorithm 8.

```
Algorithm 7 Multistep Greedy (MSG) [111]
1: Assign each node in its own community
2: Calculate the modularity change matrix $\Delta Q$ with $\Delta Q_{ij}$ being the change in modularity if communities $i$ and $j$ are merged.
3: while there exists at least a pair of communities $i$ and $j$ with $\Delta Q_{ij} > 0$ do
4:   for all pairs of communities $u$ and $v$ with $\Delta Q_{uv} > 0$ in the decreasing order of $\Delta Q_{uv}$ do
5:     if communities $u$ and $v$ are unchanged in the current iteration then
6:        Merge communities $u$ and $v$
7:     end if
8:   end for
9: end while
```

2.4.3 The Louvain method

The Louvain method [15] is a two-step iterative algorithm to maximize modularity. The first step of the Louvain method is similar to the node refinement procedure (VM) in the MSG-VM algorithm. The first step starts with every node in its own community and then reassigns each node, in a sequence order, to the neighboring community with the maximal (positive) modularity improvement. The node reassignment procedure is repeated until every node stays in their own community after an iteration. The second step of the Louvain method is to build a new
Algorithm 8 Vertex Mover (VM) \[111\]

**Input:** An network partition  
**Output:** The network partition with the maximal improvement in modularity

1. while true do  
2. for each node \( u \) in the order of increasing degree do  
3. \( v \) = the neighbor of \( u \) with the greatest change in modularity \( \Delta Q \) when reassigning \( u \) to the community of \( v \)  
4. if \( \Delta Q > 0 \) then  
5. Move node \( u \) into the community of \( v \)  
6. end if  
7. end for  
8. if no improvement in modularity can be achieved then  
9. return the current network partition  
10. end if  
11. end while

network from the resulting network of the first step. Nodes in the new network are the resulting communities of the first step and edges in the new network are weighted by the sum of the weights of edges between the nodes in the corresponding communities. The first and the second steps are then re-applied to the new network until there is no further improvement in modularity. The Louvain method executes in a linear time with a computational complexity of \( O(m) \) where \( m \) is the number of edges in the original network.

### 2.4.4 Walktrap

The Walktrap algorithm \[98\] defines a distance metric between two nodes in a network based on a random walk of a fixed length on the network. The node distance metric is expected to be larger for two nodes in different communities and smaller for two nodes in the same community. The node distance metric is then generalized to a distance metric between a node and its community. The Walktrap algorithm starts by assigning each node to a unique community. The algorithm then repeatedly merges a pair of communities that minimizes the average of the squared distances between each node and its community. When the last pair of communities is merged, the algorithm results in a dendrogram representing the hierarchical structure of the joined communities. The community division at the hierarchical level that gives the maximum modularity value is chosen as the community structure. The computational complexity of the Walktrap algorithm is \( O(n^2 \log(n)) \).


2.4.5 Infomap

The Infomap algorithm [107] identifies communities by minimizing the map equation of the community division. This algorithm applies a similar heuristic to the Louvain method to search for the community division with the minimum value of the map equation. The resulting community division is then refined by moving nodes between communities to further decrease the map equation. The Infomap algorithm has an execution time of a few seconds for networks of the size about 10,000 nodes [107].

2.5 Evaluating community detection algorithms

Evaluating community detection algorithms basically means applying the detection algorithms to networks with known communities and quantifying their detection accuracies on these networks. The networks are generally computer-generated by generative models, or simply benchmarks.

2.5.1 Benchmarks

The two most popular benchmarks, that generate networks with built-in community structure, for evaluating the detection algorithms are the Girvan-Newman benchmark [40] and the Lancichinetti-Fortunato-Radicchi benchmark [65, 61].

2.5.1.1 The Girvan-Newman benchmark

The Girvan-Newman (GN) benchmark [40] generates a network with community structure as follows. The network is given 128 nodes divided into four communities of the same size. Edges are independently placed between nodes in the same community at random with probability $p_{in}$ and placed between nodes in different communities at random with probability $p_{out}$. The values of $p_{in}$ and $p_{out}$ are chosen so that $p_{in} > p_{out}$ and the average degree of each node is 16. This implies that $p_{in}$ and $p_{out}$ are proportional to each other and $p_{in} + 3p_{out} = \frac{1}{2}$. The values of $p_{in}$ and $p_{out}$ can also be indirectly defined from the average number $z_{in}$ of links from each node to nodes in the same community and the average number $z_{out}$ of links from each node to nodes in other communities, with $z_{in} + z_{out} = 16$. Figure 2.3 demonstrates a realization of the GN benchmark.
Figure 2.3: A realization of the GN benchmark.

The GN benchmark is widely used as a standard benchmark in the literature [36]. However, nodes in this benchmark have similar degrees and communities have similar sizes while real networks are observed to have heterogeneous distributions in node degree and community size [3]. Therefore, the GN benchmark is not a cohort representative for the general class of real networks with community structure.

2.5.1.2 The Lancichinetti-Fortunato-Radicchi benchmark

The Lancichinetti-Fortunato-Radicchi (LFR) benchmark [61] is an extension of the GN benchmark that accounts for the heterogeneity in node degree and community size. In the LFR benchmark, the properties of nodes and communities are given by network parameters. Links in the networks are generated by a construction algorithm to obtain the desired properties of nodes and communities. We will detail the construction process of the LFR benchmark in Chapter 5 as this benchmark is the foundation of our work in this thesis.

The LFR benchmark is the most widely used benchmark for evaluating community detection algorithms [36, 38]. However, one of the main limitations of this
benchmark is that communities in the benchmark are assigned the same fraction of external links, or mixing fraction, while real networks exhibit communities with heterogeneous mixing fractions [73, 74]. Moreover, each node in the LFR benchmark must belong to at least a community while real networks are observed to contain outliers which are considered as random noise and do not associate with any community [66].

2.5.2 Partition comparison metrics

The accuracy of a community detection algorithm on a synthetic network with community structure is measured by the similarity between the recovered network partition and the planted network partition corresponding to the community structure [83]. Let $X = (X_1, X_2, \ldots, X_{n_X})$ be the recovered network partition and $Y = (Y_1, Y_2, \ldots, Y_{n_Y})$ be the planted network partition, with $n_X$ and $n_Y$ denoting the numbers of communities in network partitions $X$ and $Y$ respectively. The similarity between network partitions $X$ and $Y$ can be measured using different approaches such as pair counting [103], [14] and information theory [82], [6].

2.5.2.1 Pair counting based metrics

The pair counting approach measures the similarity between two network partitions based on the number of pairs of nodes that are classified in the same or different communities in the two network partitions. Let $N_{11}$ be the number of pairs of nodes which are in the same community in both network partitions and $N_{00}$ be the number of pairs of nodes which are in the different communities in both network partitions. Let $N_{10}$ be the number of pairs of nodes which are in the same community in network partition $X$ and in different communities in network partition $Y$. Let $N_{01}$ be the number of pairs of nodes which are in different communities in network partition $X$ and in the same community in network partition $Y$.

The Rand index [103] that measures the similarity between $X$ and $Y$ is defined as

$$R(X, Y) = \frac{N_{11} + N_{00}}{N_{11} + N_{01} + N_{10} + N_{00}},$$

which is the ratio of the number of node pairs that are in the same or in different communities in both network partitions to the total number of node pairs of the
network. The Rand index is typically limited to a narrow range of values slightly below 1 due to the dominance of $N_{00}$ in $R(X, Y)$ when $N_{00}$ is large.

The Jaccard index [14] is similar to the Rand index but eliminates the contribution of $N_{00}$ in the similarity measure. The Jaccard index that measures the similarity between $X$ and $Y$ is defined as follows:

$$J(X, Y) = \frac{N_{11}}{N_{11} + N_{01} + N_{10}},$$

which is the ratio between the number of node pairs in the same community in both network partitions and the number of node pairs in the same community in at least one network partition.

Pair counting based measures are often undesirable because these measures are sensitive to certain characteristics of communities such as the number of communities and community sizes [115].

### 2.5.2.2 Information theory based metrics

The information theory approach measures the similarity between two network partitions based on the Shannon information content [122] of the network partitions. Let $n_i^X$ and $n_j^Y$ be the numbers of nodes in community $X_i \in X$ and community $Y_j \in Y$ respectively. The probability that a randomly chosen node is in community $X_i \in X$ is

$$P(X_i) = \frac{n_i^X}{N}$$

and the probability that a randomly chosen node is in community $Y_j \in Y$ is

$$P(Y_j) = \frac{n_j^Y}{N},$$

where $N$ is the number of nodes in the network.

The Shannon information of $X$ is

$$H(X) = -\sum_{i=1}^{n_X} P(X_i) \log(P(X_i))$$

$$= -\frac{1}{N} \sum_{i=1}^{n_X} n_i^X \log\left(\frac{n_i^X}{N}\right)$$

(2.5)
The Shannon information of $Y$ is
\[
H(Y) = -\sum_{j=1}^{n_Y} P(Y_j) \log(P(Y_j))
= -\frac{1}{N} \sum_{i=1}^{n_Y} n_i^Y \log \left( \frac{n_i^Y}{N} \right)
\] (2.6)

The probability that a randomly chosen node is in community $X_i$ and in community $Y_j$ is
\[
P(X_i, Y_j) = \frac{n_{ij}^{XY}}{N}
\]

The mutual information [80, 115] of $X$ and $Y$ that measures the agreement between the two network partitions is defined as
\[
I(X, Y) = \sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} P(X_i, Y_j) \log \left( \frac{P(X_i, Y_j)}{P(X_i)P(Y_j)} \right)
\]
which, after simplification, is written as
\[
I(X, Y) = \frac{1}{N} \sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} n_{ij}^{XY} \log \left( \frac{n_{ij}^{XY}N}{n_i^X.n_j^Y} \right)
\] (2.7)

Figure 2.4 demonstrates the mutual information $I(X,Y)$ between two network partitions $X$ and $Y$. Since the mutual information is not bounded by a constant value, this metric is not often a good way to measure the similarity between two partitions.

![Figure 2.4](image-url)

Figure 2.4: An information diagram illustrates the mutual information of $X$ and $Y$
The normalized mutual information [6] between network partitions $X$ and $Y$ of a network is defined as

\[ NMI(X,Y) = \frac{2I(X,Y)}{H(X) + H(Y)} = -\frac{2\sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} n_{ij}^{XY} \log\left(\frac{n_{ij}^{XY}N}{n_i^X n_j^Y}\right)}{\sum_{i=1}^{n_X} n_i^X \log\left(\frac{n_i^X}{N}\right) + \sum_{j=1}^{n_Y} n_j^Y \log\left(\frac{n_j^Y}{N}\right)} \] (2.8)

The normalized mutual information has a range from 0 to 1. The value of 0 indicates that the two compared network partitions are totally dissimilar while the value of 1 indicates that the two network partitions are identical. The normalized mutual information is intuitively adopted as a reliable metric to compare network partitions [62].

### 2.6 Summary

Communities in a network are conceptually defined as groups of nodes with dense connections within each group and spare connections between different groups. Several quantitative definitions of community exist in the literature but none of them is commonly accepted yet. The most successful criteria to define communities, as interrelated parts of the whole network, include modularity [94] and the map equation [107].

The state-of-the-art algorithms for detecting communities include the Louvain method [15], which maximizes modularity, and Infomap [108], which minimizes the map equation. Community detection algorithms are typically evaluated on artificial networks with built-in community structure, or simply benchmark networks. The state-of-the-art benchmarks, that generate benchmark networks, for evaluating community detection algorithms include the GN benchmark [40] and the LFR benchmark [61]. The accuracy of a detection algorithm on a benchmark network is measured based on the similarity between the detected network partition and the planted network partition. The normalized mutual information [6] is currently often used for comparing the network partitions.

For further details of research in community detection, readers are referred to [99, 36, 24, 81, 124, 110, 38].
Chapter 3

Modularity Optimization in Networks with Weak Communities

This chapter presents our approach to develop an algorithm for maximizing modularity in networks with weak community structure. It is noted that, in this thesis, we refer networks with strong community structure to networks of communities which have more intra-community connections than inter-community connections and refer networks with weak community structure to networks with communities which have more inter-community connections than intra-community connections. First, we review the three existing algorithms, LPA [102], LPAm [12], and the state-of-the-art algorithm LPAm+ [75], which are the foundations of our approach. Second, we give an example demonstrating the local maxima problem of LPAm+ on networks with weak community structure. We then propose an algorithm which extends the LPAm+ algorithm by introducing a method to overcome local maxima. Afterward, we extend our proposed algorithm to identify communities in directed networks. Since the proposed algorithm has two parameters to set, we perform an empirical analysis to investigate the dependence of the algorithm on its parameters. Finally, we analyze the computational complexity of the proposed algorithm to evaluate its running time. Parts of the content of this chapter have been published in [68].
3.1 Preliminaries

3.1.1 The LPA algorithm

The label propagation algorithm (LPA) \[102\] is known as a time-efficient method for detecting communities. LPA identifies communities by propagating labels of nodes over the network. LPA \[102\] works by initially assigning a unique label to every node in the network. The algorithm then iteratively updates the labels of nodes in a random sequential order. At each iteration, each node updates its label by the label that the maximum number of its neighbors hold. If a node has many candidate labels to update, one of the labels is chosen randomly. The label updating rule for a node \( u \) in an undirected and unweighted network of \( n \) nodes can be mathematically specified as

\[
\ell_{u}^{\text{new}} = \arg\max_{\ell_{u}'} \sum_{v=1}^{n} A_{uv} \delta(\ell_{u}', \ell_{v}),
\]

where \( \ell_{u}^{\text{new}} \) is the new label to be assigned to node \( u \), \( \ell_{u}' \) is a label of the neighbors of \( u \), \( v \) is a node in the network, \( \ell_{v} \) is the label of node \( v \), \( A_{uv} \) is the element of the adjacency matrix of the network representing the connection between node \( u \) and node \( v \), and \( \delta \) is the Kronecker delta function which is 1 if \( \ell_{u} \) and \( \ell_{u}' \) are the same, and 0 otherwise.

The label updating process stops when node labels remain unchanged after an iteration. Communities are identified as groups of nodes holding the same labels. To ensure the convergence of the algorithm, node labels are updated asynchronously which means that each node updates its label based on the labels in the previous iteration of some of its neighbors and the labels in the current iteration of the other neighbors. LPA has a near linear time complexity of \( O(m) \), where \( m \) is the number of edges in the network \[102\].

The objective function of LPA can be understood as finding the community division of the network that maximizes the number of edges falling within communities \[12\]. The trivial solution of LPA is to assign the same label to every node in the network. This illustrates a potential drawback of LPA that the detected community structure does not necessarily have any meaningful interpretation \[12\]. The pseudo code of the LPA algorithm is presented in Algorithm 9.
Algorithm 9 LPA [102]

1: Initialize each node with a unique label
2: while true do
3:   for each node $u$ with label $l$ in a sequential order of nodes do
4:     $l' = \text{the neighboring label of } u \text{ shared by the maximum number of the neighbors of } u$
5:     if $l' \neq l$ then
6:         Assign label $l'$ to node $u$
7:     end if
8:   end for
9:   if labels of every node remain unchanged after an iteration then
10:      return the current node label assignment
11:  end if
12: end while
/* Communities are groups of nodes with the same label */

3.1.2 The LPAm algorithm

The modularity-specialized label propagation algorithm (LPAm) [12] is an enhanced version of LPA that improves the quality of the detected community structure by propagating labels of nodes to maximize network modularity. LPAm [12] modifies the label updating rule in LPA to drive the solution toward the maximum modularity value [94]. Starting from an initial community division, LPAm performs a label propagation step at each iteration. The label propagation step updates the label of each node by a label of its neighbors that leads to the maximal increase in network modularity. Let $l_u$ be the current label of a node $u$, and $l'_u$ be the new label of node $u$ after updating. Let $g_u$ and $g'_u$ denote the communities of nodes holding label $l_u$ and $l'_u$ respectively.

Lemma 3.1. The gain in network modularity when updating label $l'_u$ for node $u$ is

$$\Delta Q = \frac{1}{m} \sum_{j \in g'_u} \left( A_{uj} - \frac{k_u k_j}{2m} \right) - \frac{1}{m} \sum_{j \in g_u - u} \left( A_{uj} - \frac{k_u k_j}{2m} \right)$$

Proof. The gain in network modularity when updating label $l'_u$ for node $u$ is

$$\Delta Q = \frac{1}{2m} \left( \sum_{i,j \in g'_u + u} \left( A_{ij} - \frac{k_i k_j}{2m} \right) + \sum_{i,j \in g_u - u} \left( A_{ij} - \frac{k_i k_j}{2m} \right) \right) - \frac{1}{2m} \left( \sum_{i,j \in g'_u} \left( A_{ij} - \frac{k_i k_j}{2m} \right) + \sum_{i,j \in g_u} \left( A_{ij} - \frac{k_i k_j}{2m} \right) \right),$$

(3.1)
where \( g_u - u \) denotes the community formed by removing node \( u \) from its community, and \( g'_u + u \) denotes the community formed by adding node \( u \) into community \( g'_u \).

We can rewrite Eq. 3.1 as

\[
\Delta Q = \frac{1}{2m} \left( \sum_{i,j \in g'_u + u} \left( A_{ij} - \frac{k_ik_j}{2m} \right) - \sum_{i,j \in g'_u} \left( A_{ij} - \frac{k_ik_j}{2m} \right) \right) - \frac{1}{2m} \left( \sum_{i,j \in g_u} \left( A_{ij} - \frac{k_ik_j}{2m} \right) - \sum_{i,j \in g_u - u} \left( A_{ij} - \frac{k_ik_j}{2m} \right) \right)
\]

or equivalently,

\[
\Delta Q = \frac{1}{m} \sum_{j \in g'_u} \left( A_{uj} - \frac{k_uk_j}{2m} \right) - \frac{1}{m} \sum_{j \in g_u - u} \left( A_{uj} - \frac{k_uk_j}{2m} \right)
\]

Since the second term of Eq. 3.2 remains unchanged for every choice of label \( l'_u \), choosing label \( l'_u \) that maximizes \( \Delta Q \) is equivalent to choosing label \( l'_u \) that maximizes the sum

\[
\sum_{j \in g'_u} \left( A_{uj} - \frac{k_uk_j}{2m} \right)
\]

Therefore, the label updating rule of LPAm can be expressed as

\[
l_{\text{new}}^u = \arg\max_{l'_u} \sum_{i=1}^{n} \left( A_{uv} - \frac{k_uk_v}{2m} \right) \delta(l'_u, l_v)
\]

As LPAm employs a greedy search strategy for finding the optimal community division regarding modularity, this algorithm easily get trapped in a local maximum of the modularity search space [75]. The pseudo code of the LPAm algorithm is presented in Algorithm 10.

### 3.1.3 The LPAm+ algorithm

The advanced modularity-specialized label propagation algorithm (LPAm+) [75] is a further improvement of LPAm. LPAm+ [75] drives LPAm out of local maxima.
Algorithm 10 LPAm [12]

1: Initialize each node with a unique label
2: while true do
3: for each node $u$ in a sequential order of nodes do
4: \[ l' = \text{the neighboring label of } u \text{ with the greatest change in modularity } \Delta Q \]
5: \[ \text{when updating label } l' \text{ for node } u \]
6: if $\Delta Q > 0$ then
7: Assign label $l'$ to node $u$
8: end if
9: end for
10: if labels of every node remain unchanged after an iteration then
11: \[ \text{return the current node label assignment} \]
12: end if
13: end while
/* Communities are groups of nodes with the same label */

by iteratively combining LPAm with merging pairs of communities that improve network modularity the most. LPAm+ utilizes the multi-step greedy algorithm (MSG) in [111] to merge multiple pairs of communities simultaneously at a time [75]. After performing iterations of LPAm, two communities having labels $l_1$ and $l_2$ are merged if

$$ (\Delta Q_{l_1 \rightarrow l_2} > 0) \land [\exists l : (\Delta Q_{l_1 \rightarrow l} > \Delta Q_{l_1 \rightarrow l_2}) \lor (\Delta Q_{l_2 \rightarrow l} > \Delta Q_{l_1 \rightarrow l_2})] $$

with $\Delta Q_{l_1 \rightarrow l_2}$ denoting the gain in network modularity when community having label $l_1$ is merged with community having label $l_2$. The algorithm stops when no pair of communities can be merged to increase network modularity. Let $g$ be the community labeled $l_1$ and $g'$ be the community labeled $l_2$.

Lemma 3.2. The gain in network modularity when merging community labeled $l_1$ and community labeled $l_2$ is

$$ \Delta Q_{l_1 \rightarrow l_2} = \frac{1}{m} \left( I_{l_1 \rightarrow l_2} - \frac{D_{l_1} D_{l_2}}{2m} \right), $$

where $D_{l_1}$ and $D_{l_2}$ are the total degree of nodes in community labeled $l_1$ and the total degree of nodes in community labeled $l_2$ respectively, and $I_{l_1 \rightarrow l_2}$ is the total number of edges between these two communities.
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Proof. The gain in network modularity when merging community \( g \) labeled \( l_1 \) and community \( g' \) labeled \( l_2 \) is

\[
\Delta Q_{l_1 \rightarrow l_2} = \frac{1}{2m} \sum_{i,j \in g' \cup g} \left( A_{ij} - \frac{k_i k_j}{2m} \right) - \frac{1}{2m} \left( \sum_{i,j \in g'} \left( A_{ij} - \frac{k_i k_j}{2m} \right) + \sum_{i,j \in g} \left( A_{ij} - \frac{k_i k_j}{2m} \right) \right),
\]

where \( g' \cup g \) denotes the community formed by merging community labeled \( l_1 \) and community labeled \( l_2 \).

After simplifying, we have

\[
\Delta Q_{l_1 \rightarrow l_2} = \frac{1}{m} \sum_{i \in g} \sum_{j \in g'} \left( A_{ij} - \frac{k_i k_j}{2m} \right) = \frac{1}{m} \left( I_{l_1 \rightarrow l_2} - \frac{D_{l_1} D_{l_2}}{2m} \right)
\]

We demonstrate the pseudo code of the LPAm+ algorithm in Algorithm 11.

Algorithm 11 LPAm+ [75]
1: Assign every node into its own community
2: Maximize network modularity by LPAm
3: while ∃ a pair of communities \( (l_1, l_2) \) with \( \Delta Q_{l_1,l_2} > 0 \) do
4:   for every community pair \( (l_1, l_2) \) that \( (\Delta Q_{l_1 \rightarrow l_2} > 0) \land \left[ !\exists ! : (\Delta Q_{l_1 \rightarrow l} > \Delta Q_{l_1 \rightarrow l_2}) \lor (\Delta Q_{l_2 \rightarrow l} > \Delta Q_{l_1 \rightarrow l_2}) \] do
5:     Merge communities \( l_1 \) and \( l_2 \)
6:   end for
7: Maximize network modularity by LPAm
8: end while
/* \( \Delta Q_{l_1,l_2} \) is the change in network modularity when merging community labeled 'l1' and community labeled 'l2'. */
The embedded LPAm procedure do not reinitialize the community assignment */

3.2 The local maximum problem of LPAm+

We demonstrate below an example in which LPAm+ gets trapped in a poor local maximum on networks with weak community structure. Figure 3.1a illustrates a toy network with two intuitively divided communities (one community with nodes in white color and the other community with nodes in dark color) and the modularity \( Q \) is 0.2117. Applying LPAm+ to this toy network, the first round of LPAm in LPAm+ results in a local maximum with modularity \( Q = 0.1097 \)
(Figure 3.1b), for the initial community division of nodes in their own community and the sequence of node orders \{6, 0, 9, 5, 7, 11, 10, 1, 8, 2, 3, 4\} to update the node labels. The first round of merging communities in LPAm+ further improves the network modularity by merging community labeled ‘a’ and community labeled ‘d’, and merging community labeled ‘c’ and community labeled ‘e’ with the new modularity value $Q = 0.1607$ (Figure 3.1c). Note that this modularity value is

\[
\begin{align*}
Q &= 0.1607
\end{align*}
\]

Figure 3.1: A toy network consists of two intuitively divided communities with modularity $Q = 0.2117$ (a). The first round of LPAm in LPAm+ results in a local maximum with modularity $Q = 0.1097$ (b). The first round of merging communities in LPAm+ merges community labeled ‘a’ and community labeled ‘d’, and merges community labeled ‘c’ and community labeled ‘e’ with the new modularity value $Q = 0.1607$ (c). LPAm+ gets trapped in this local maximum because the misplaced nodes 0, 3, 6 and 9 cannot be adjusted by any other round of LPAm or merging communities.
still significantly below the modularity value of 0.2117 achieving in Figure 3.1a. LPAm+ gets trapped in the local maximum $Q = 0.1607$ mainly due to the initially misplaced nodes 0, 3, 6 and 9, in Figure 3.1b. These nodes are assigned to the same community with the nodes which actually belong to different communities with respect to the global optimal community solution. LPAm+ does not have any mechanism to correct this misplacement of node labels and cannot adjust the labels in any other round of LPAm or merging communities.

### 3.3 Meta-LPAm+: an extension of LPAm+ to networks with weak community structure

We propose a method to overcome the drawback of LPAm+ demonstrated in the previous section as follows. We introduce a label propagation procedure that follows a guided search strategy [16] to avoid local maxima before merging communities. The new label propagation procedure is to search for a better local maximum than that given by LPAm to correct the misplaced nodes in the intermediate solutions given by LPAm. Guided search strategies, also called meta-heuristics, can better avoid local maxima than greedy search strategies, also called heuristics, by temporarily accepting worse solutions to explore more thoroughly the solution space.

The meta-heuristic employed by the new label propagation procedure is inspired by the record-to-record travel (RRT) algorithm [34] for a balance between performance and computational complexity. The RRT algorithm is a variant of the simulated annealing (SA) algorithm [56] with a different mechanism to accept worse solutions. The RRT algorithm accepts a worse solution if the difference between the accepted solution and the best solution found is less than a specific threshold. The RRT algorithm is reported to outperform the SA algorithm with much lower running time for some optimization problems [34]. To the best of our knowledge, the RRT algorithm has never been applied to the task of community detection.

To escape local maxima, we first perform a label propagation step that accepts a decrease in network modularity. In this step, the label of each node is updated sequentially by a label of its neighbors if the decrease in network modularity is less than a predetermined threshold DEV. The decrease in network modularity is calculated as the difference between the current modularity value and the highest
modularity value found. After accepting a worse solution, the new label propagation procedure performs a round of LPAm to quickly improve network modularity. The process is repeated until the number of iterations without improvement in the highest network modularity value found exceeds a predefined number $\max_{\text{no}}$ of iterations.

The improved LPAm+ algorithm, named meta-LPAm+, is basically an iterative combination of the modularity-specialized label propagation algorithm LPAm in [12], the meta-heuristic based label propagation algorithm, named meta-LPAm, and the community merging algorithm based on the MSG algorithm in [111]. The pseudo code of meta-LPAm and meta-LPAm+ are presented in Algorithm 12

**Algorithm 12 Meta-LPAm**

**Input:** An initial community division $S$, the threshold DEVM and the maximum number of iterations without improvement in modularity $\max_{\text{no}}$

**Output:** The best found community division $\text{RECORD}$

1. Set $\text{RECORD} = S$ and $n_{\text{no}} = 0$
2. While $n_{\text{no}} < \max_{\text{no}}$
3. Update the label of each node sequentially by a label of its neighbors if the new network modularity $Q_{S'} \geq Q_{\text{RECORD}} - \text{DEV}$
4. Maximize network modularity by LPAm
5. Set $n_{\text{no}} = n_{\text{no}} + 1$
6. If $Q_{S} > Q_{\text{RECORD}}$ Then
7. Set $\text{RECORD} = S$ and $n_{\text{no}} = 0$
8. End if
9. End While

/* $S'$ is the new community division to assign to $S$ if the node label is updated */

**Algorithm 13 Meta-LPAm+**

**Input:** The threshold DEVM and the maximum number of iterations without improvement in modularity $\max_{\text{no}}$ for the embedded meta-LPAm algorithm

**Output:** The best found community division

1. Assign every node into its own community
2. Maximize network modularity by LPAm
3. Find a better local maximum by meta-LPAm
4. While $\exists$ a pair of communities $(l_1, l_2)$ with $\Delta Q_{l_1, l_2} > 0$
5. Merging pairs of communities by MSG
6. Maximize network modularity by LPAm
7. Find a better local maximum by meta-LPAm
8. End While

/* $\Delta Q_{l_1, l_2}$ is the change in network modularity when merging community labeled 'l1' and community labeled 'l2'*/

The LPAm and MSG algorithms do not reinitialize the community assignment */
and Algorithm 13.

Figure 3.2 illustrates how meta-LPAm+ converges to the global maximum for the toy network in Figure 3.1a. Meta-LPAm+ starts by applying the first round of LPAm to produce the local maximum in Figure 3.1b. Meta-LPAm+ then applies the first round of meta-LPAm with the input parameters DEV = 0.01

![Figure 3.2: A pathway to converge to the global maximum of meta-LPAm+ for the toy network in Figure 3.1a. Giving the community solution in Figure 3.1b as the local maximum returned by the first round of LPAm in meta-LPAm+, the first round of meta-LPAm in meta-LPAm+ improves this local maximum by: first performing a label propagation step that decreases modularity by 0.0083 and the modularity is 0.1014 (a), and then performing a round of LPAm to reach to another local maximum with modularity $Q = 0.1811$ (b). The first round of merging communities in meta-LPAm+ results in the global maximum with modularity $Q = 0.2117$ (c).]
and \( \max_{n_0} = 50 \) to escape this local maximum by the following steps. First, the first round of meta-LPAm performs a label propagation step that assigns label ‘e’ for node 1 and label ‘i’ for node 2 with modularity decreased by 0.0083 and the modularity is 0.1014. The next round of LPAm embedded in meta-LPAm then reaches to a better local maximum with modularity \( Q = 0.1811 \). The first round of merging communities in meta-LPAm+ merges community labeled ‘a’ and community labeled ‘i’ to increase modularity to 0.2117. The algorithm stops at the global maximum solution because the network modularity cannot be improved by any further round of LPAm, meta-LPAm, or merging communities.

### 3.4 Extending meta-LPAm+ to directed networks

Many networks in the real world, such as networks of the World Wide Web [67], are directed. For detecting communities in directed networks, our approach follows the principal idea that the quality of the community structure of a directed network is measured by the difference between the total fraction of directional edges within communities in the directed network and that expected fraction of directional edges in an equivalent directed random network [72]. In directed networks, edge directions affect the chance to have directed edges among nodes [81]. Therefore, the original definition of modularity in Eq. 2.1, which ignores the directionality of edges, is not a proper measure of the quality of community structure in directed networks. In other words, maximizing modularity would not find the meaningful community structure of directed networks [72].

Directed modularity [7, 72] is an extension of modularity to directed networks that takes into account edge directions.

**Definition 6.** [7, 72] The directed modularity of a community division of a directed network is defined as

\[
Q^d = \frac{1}{m} \sum_g \sum_{i,j \in g} \left( A_{ij} - \frac{k_{i}^{out}k_j^{in}}{m} \right)
\]  

where \( g \) is a community in the network, \( k_{i}^{out} \) is the total number of outgoing edges from node \( i \), \( k_j^{in} \) is the total number of incoming edges to node \( j \), and \( m \) is the total number of directional edges in the network.

Therefore, we extend our proposed algorithm meta-LPAm+ to the directed case by employing directed modularity as the objective function to maximize. This
requires only slight modifications to the changes in the objective function when updating node labels and merging communities. For updating node labels, the gain in directed modularity when updating label \( l'_u \) for node \( u \) with label \( l_u \) is

\[
\Delta Q^d = \frac{1}{m} \sum_{j \in g'_u} \left( A_{uj} - \frac{k^{out}_{j} k^{in}_{u}}{m} \right) + \frac{1}{m} \sum_{j \in g'_u} \left( A_{ju} - \frac{k^{out}_{j} k^{in}_{u}}{m} \right) - \frac{1}{m} \sum_{j \in g_u - u} \left( A_{uj} - \frac{k^{out}_{j} k^{in}_{u}}{m} \right) - \frac{1}{m} \sum_{j \in g_u - u} \left( A_{ju} - \frac{k^{out}_{j} k^{in}_{u}}{m} \right),
\]

(3.5)

with \( g_u \) and \( g'_u \) denoting the communities of nodes holding label \( l_u \) and \( l'_u \) respectively.

As the third term and the last term in Eq. 3.5 are unchanged for any choice of \( g'_u \), the rule for updating node labels in the directed network that leads to the maximal increase in directed modularity can be written as

\[
l'^{new}_u = \operatorname{argmax}_{l'_u} \sum_{v=1}^{n} \left( \left( A_{uv} - \frac{k^{out}_{u} k^{in}_{v}}{m} \right) + \left( A_{vu} - \frac{k^{out}_{v} k^{in}_{u}}{m} \right) \right) \delta(l'_u, l_v),
\]

where \( l'_u \) is a label of neighbors of \( u \) and \( l_v \) is the label of node \( v \).

For merging communities, the gain in directed modularity when merging community \( g \) labeled \( l_1 \) and community \( g' \) labeled \( l_2 \) is

\[
\Delta Q^d_{l_1 \rightarrow l_2} = \frac{1}{m} \sum_{i \in g} \sum_{j \in g'} \left( A_{ij} - \frac{k^{out}_{i} k^{in}_{j}}{2m} \right) + \frac{1}{m} \sum_{i \in g} \sum_{j \in g'} \left( A_{ji} - \frac{k^{out}_{i} k^{in}_{j}}{2m} \right)
\]

or, equivalently,

\[
\Delta Q^d_{l_1 \rightarrow l_2} = \frac{1}{m} \left( I_{l_1 \rightarrow l_2} - \frac{D^{out}_{l_1} D^{in}_{l_2}}{m} \right) + \frac{1}{m} \left( I_{l_2 \rightarrow l_1} - \frac{D^{out}_{l_2} D^{in}_{l_1}}{m} \right),
\]

with \( I_{l_1 \rightarrow l_2} \) denoting the total number of directional edges from community labeled \( l_1 \) to community labeled \( l_2 \), and \( D^{out}_{l_1} \) and \( D^{in}_{l_2} \) are the total numbers of outgoing edges from nodes in community labeled \( l_1 \) and incoming edges to nodes in community labeled \( l_2 \) respectively.
3.5 Setting parameters

As with many other meta-heuristics [116], our proposed algorithm meta-LPAm+ has parameters to guide the search process. The values of the parameters $DEV$ and $max_n$ of meta-LPAm+ determine the trade-off between performance, in terms of modularity, and running time of the algorithm. For example, while LPAm+ finds the global optimal solution for the toy network in Figure 3.1a about 50 times out of 100 runs with randomized initial solutions, the number of times that meta-LPAm+ finds the global maximum depends on the setting of the parameters. Meta-LPAm+ finds the global maximum about 70 times over 100 runs for $DEV = 0.01$ and $max_n = 10$. However, for $DEV = 0.1$ and $max_n = 10$, meta-LPAm+ finds the global maximum in almost all of the 100 runs of the algorithm. Therefore, determining the dependence of meta-LPAm+ on its parameters $DEV$ and $max_n$ is important to locate near optimal values of the parameters for use in the algorithm.

Meta-LPAm+ drives the LPAm+ algorithm [75] out of a local maximum by performing the meta-LPAm algorithm. In each iteration, the meta-LPAm algorithm first randomly perturbs the current local maximum solution and then greedily improves the perturbed solution to find a better local maximum than the previous one. The perturbation amount is mainly defined by the parameter $DEV$ while the iteration time is mainly defined by the parameter $max_n$. For a given a value of $DEV$, the larger the value of $max_n$, the longer the iteration time is. The longer the iteration time, the more likely it is that meta-LPAm+ finds a better solution since the algorithm has more iterations to escape local maxima. The parameter $max_n$ should, therefore, be set to the value that leads to the maximum allowed running time of the algorithm. For a given value of $max_n$, choosing a too small value for $DEV$ could cause the algorithm to explore only a small number of neighbor solutions and, therefore, cannot find the best possible neighbor solution. On the other hand, choosing a too large value for $DEV$ could cause the algorithm to explore too many neighborhood solutions and, therefore, cannot converge to the best possible neighbor solution within the allowed running time.

To validate the dependence of our proposed algorithm meta-LPAm+ on the parameters $DEV$ and $max_n$, we evaluate the proposed algorithm on artificial networks for many combinations of these parameters. The artificial networks are generated by the Lancichinetti-Fortunato-Radicchi (LFR) benchmark [65], which is a commonly-used benchmark to generate networks with community structure [36]. The network parameters of the LFR benchmark are given as follows: the number of nodes in a network $N = 1000$; the average node degree $\bar{k} = 20$; the maximum
Table 3.1: Average modularity obtained by meta-LPAm+ on the artificial networks for \( DEV \) from 0.01 to 0.01 and \( max\_no \) from 10 to 100.

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>( max_no )</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td></td>
<td>0.248</td>
<td>0.249</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td>0.249</td>
<td>0.25</td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
</tr>
<tr>
<td>0.03</td>
<td></td>
<td>0.25</td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
</tr>
<tr>
<td>0.04</td>
<td></td>
<td>0.249</td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>0.249</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
</tr>
<tr>
<td>0.06</td>
<td></td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.252</td>
<td>0.252</td>
<td>0.252</td>
</tr>
<tr>
<td>0.07</td>
<td></td>
<td>0.249</td>
<td>0.25</td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.252</td>
<td>0.252</td>
</tr>
<tr>
<td>0.08</td>
<td></td>
<td>0.249</td>
<td>0.25</td>
<td>0.25</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
<td>0.251</td>
</tr>
<tr>
<td>0.09</td>
<td></td>
<td>0.248</td>
<td>0.249</td>
<td>0.249</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td>0.247</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.249</td>
<td>0.249</td>
<td>0.249</td>
<td>0.249</td>
<td>0.249</td>
<td>0.249</td>
</tr>
</tbody>
</table>
Table 3.2: Running time (in seconds) of meta-LPAm+ on the artificial networks for $DEV$ from 0.01 to 0.1 and $max_{no}$ from 10 to 100.

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
<th>0.06</th>
<th>0.07</th>
<th>0.08</th>
<th>0.09</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DEV$</td>
<td>1.68</td>
<td>1.14</td>
<td>1.53</td>
<td>1.58</td>
<td>0.99</td>
<td>1.1</td>
<td>1.43</td>
<td>1.15</td>
<td>1.05</td>
<td>1.01</td>
</tr>
<tr>
<td>$max_{no}$</td>
<td>0.71</td>
<td>1.28</td>
<td>0.72</td>
<td>0.62</td>
<td>0.58</td>
<td>0.66</td>
<td>0.62</td>
<td>0.69</td>
<td>0.65</td>
<td>0.62</td>
</tr>
<tr>
<td>10</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>20</td>
<td>1.28</td>
<td>1.14</td>
<td>1.53</td>
<td>1.58</td>
<td>0.99</td>
<td>1.1</td>
<td>1.43</td>
<td>1.15</td>
<td>1.05</td>
<td>1.01</td>
</tr>
<tr>
<td>30</td>
<td>1.68</td>
<td>1.14</td>
<td>1.53</td>
<td>1.58</td>
<td>0.99</td>
<td>1.1</td>
<td>1.43</td>
<td>1.15</td>
<td>1.05</td>
<td>1.01</td>
</tr>
<tr>
<td>40</td>
<td>2.02</td>
<td>2.39</td>
<td>2.6</td>
<td>2.56</td>
<td>2.57</td>
<td>2.58</td>
<td>2.65</td>
<td>2.67</td>
<td>2.66</td>
<td>2.65</td>
</tr>
<tr>
<td>50</td>
<td>2.47</td>
<td>2.39</td>
<td>2.6</td>
<td>2.56</td>
<td>2.57</td>
<td>2.58</td>
<td>2.65</td>
<td>2.67</td>
<td>2.66</td>
<td>2.65</td>
</tr>
<tr>
<td>60</td>
<td>2.93</td>
<td>2.93</td>
<td>3.1</td>
<td>3.01</td>
<td>3.07</td>
<td>3.01</td>
<td>3.07</td>
<td>3.01</td>
<td>3.07</td>
<td>3.01</td>
</tr>
<tr>
<td>70</td>
<td>3.39</td>
<td>3.39</td>
<td>3.5</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
</tr>
<tr>
<td>80</td>
<td>3.89</td>
<td>3.89</td>
<td>3.5</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
</tr>
<tr>
<td>90</td>
<td>3.93</td>
<td>3.93</td>
<td>3.5</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
</tr>
<tr>
<td>100</td>
<td>4.55</td>
<td>4.55</td>
<td>3.5</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
</tr>
</tbody>
</table>
node degree $k_{\text{max}} = 50$; the minimum community size $s_{\text{min}} = 20$; the maximum community size $s_{\text{max}} = 100$; the power-law exponent for the node degree sequence $\gamma = -2$; the power-law exponent for the community size sequence $\beta = -2$, and the fraction of external links of each node, with respect to its community, $\mu = 0.7$.

Table 3.1 and Table 3.2 respectively show the average of network modularity obtained by meta-LPAm+ and its running time on the artificial networks for the value of $\max_{\text{no}}$ varying from 10 to 100 and the value of $DEV$ varying from 0.01 to 0.1. As can be seen from the tables, for a given value of $DEV$, setting a larger value for $\max_{\text{no}}$ generally allows the algorithm to find a higher modularity value with additional running time. For a given value of $\max_{\text{no}}$, setting a too small or too large value for $DEV$ generally leads to a decrease in the modularity value found by the algorithm with respect to the modularity value found for a moderate value of $DEV$. For example, given $\max_{\text{no}} = 80$, the modularity value found by the algorithm for $DEV = 0.01$ and $DEV = 0.1$ are lower than the modularity value found for $DEV = 0.05$.

The results confirm that the performance of our proposed algorithm is dependent on two parameters $DEV$ and $\max_{\text{no}}$. For the algorithm to achieve high performance, the parameter $\max_{\text{no}}$ should be set to the value corresponding to the largest allowed running time of the algorithm while the parameter $DEV$ should be set to an appropriate value that is not too small and not too large. We leave the problem of systematically estimating near-optimal values for these parameters for future work. In our experiments in this thesis, the values of $DEV$ and $\max_{\text{no}}$ are manually chosen based on experience.

### 3.6 Computational complexity

The computational complexity of meta-LPAm+ is mainly from the complexity of the three components embedded in the algorithm: (1) the modularity-specialized label propagation algorithm LPAm, (2) the meta-heuristic based label propagation algorithm meta-LPAm, and (3) the community merging algorithm MSG.

One round of LPAm in meta-LPAm+ has a computational complexity of $rO(m)$, with $r$ being the average number of label propagation steps required for the round of LPAm to converge [12]. One round of meta-LPAm in meta-LPAm+ takes a computational cost of $l(O(m) + rO(m))$, with $l$ being the average number of times that the round of meta-LPAm accepts a worse solution. The combination of LPAm
and meta-LPAm in meta-LPAm+ thus has a computational complexity of \( sO(m) \) with \( s = r + l(1 + r) \) being the average number of label propagation steps needed for the round of LPAm and meta-LPAm to stop iterations. The computational cost of one round of MSG in meta-LPAm+ is \( O(m\log N) \) [111]. Therefore, the total computational cost of meta-LPAm+ is

\[
s_1O(m) + h(O(m\log N) + s_2O(m))
\]

where \( s_1 \) is the average number of label propagation steps of the round of LPAm and meta-LPAm before the while loop in meta-LPAm+, \( s_2 \) is the average number of label propagation steps of the round of LPAm and meta-LPAm in the while loop, and \( h \) is the average number of iterations for the while loop.

Table 3.3 shows the values of \( s_1, s_2 \) and \( h \) when applying meta-LPAm+ on the LFR benchmark networks. According to the tables, the values of \( s_1 \) and \( s_2 \) are almost stable for \( \mu \leq 0.5 \), where communities generally have more intra-community links than inter-community links, whereas the values of \( s_1 \) and \( s_2 \) are much larger for \( \mu \geq 0.6 \), where communities have more inter-community links than intra-community links. This evidently indicates that LPAm results in community solutions with more misplaced nodes on networks with weak community structure leading to the subsequent increase in the number of iterations needed for the round of LPAm and meta-LPAm to converge.

Table 3.3: The values of \( s_1, s_2 \) and \( h \) when applying meta-LPAm+ on the LFR benchmark networks.

<table>
<thead>
<tr>
<th>LFR benchmark networks</th>
<th>( N=1000 )</th>
<th>( N=5000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu = 0.1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>154.60</td>
<td>157.60</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( h )</td>
<td>0.0</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.2 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>156.10</td>
<td>158.60</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( h )</td>
<td>0.0</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>156.70</td>
<td>159.10</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>45.60</td>
<td>0.30</td>
</tr>
<tr>
<td>( h )</td>
<td>0.5</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.4 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>159.20</td>
<td>166.30</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>76.0</td>
<td>0.50</td>
</tr>
<tr>
<td>( h )</td>
<td>0.0</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>162.90</td>
<td>170.90</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>106.40</td>
<td>0.70</td>
</tr>
<tr>
<td>( h )</td>
<td>0.5</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.6 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>212.60</td>
<td>262.20</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>107.95</td>
<td>0.80</td>
</tr>
<tr>
<td>( h )</td>
<td>0.5</td>
<td>152.0</td>
</tr>
<tr>
<td>( \mu = 0.7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>1134.60</td>
<td>498.60</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>492.0</td>
<td>267.44</td>
</tr>
<tr>
<td>( h )</td>
<td>1.20</td>
<td>3.80</td>
</tr>
<tr>
<td>( \mu = 0.8 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( s_1 )</td>
<td>1605.90</td>
<td>2859.50</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>185.0</td>
<td>444.50</td>
</tr>
<tr>
<td>( h )</td>
<td>0.40</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 3.4 reports the values of \( s_1, s_2, \) and \( h \) when applying meta-LPAm+ on the LFR benchmark networks of different sizes for \( \mu = 0.7 \) and \( \mu = 0.8 \), where \( s_1 \) and \( s_2 \) are expected to be maximum on the networks of the same size with different \( \mu \). As can be seen from Table 3.4, \( s_1 \) and \( s_2 \) are essentially upper-bounded by \( N \) and a small fraction (about \( \frac{1}{10} \)) of \( N \) respectively. Therefore, we can safely set \( s_1 = O(N) \)
Table 3.4: The values of $s_1$, $s_2$ and $h$ when applying meta-LPAm+ on the LFR benchmark networks of different sizes for $\mu = 0.7$ and $\mu = 0.8$.

<table>
<thead>
<tr>
<th>LFR benchmark networks</th>
<th>$\mu = 0.7$</th>
<th>$\mu = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s_1$</td>
<td>$s_2$</td>
</tr>
<tr>
<td>N=1000</td>
<td>1208.32</td>
<td>395.67</td>
</tr>
<tr>
<td>N=2000</td>
<td>998.69</td>
<td>412.10</td>
</tr>
<tr>
<td>N=3000</td>
<td>775.20</td>
<td>324.07</td>
</tr>
<tr>
<td>N=4000</td>
<td>654.94</td>
<td>280.86</td>
</tr>
<tr>
<td>N=5000</td>
<td>543.48</td>
<td>266.60</td>
</tr>
<tr>
<td>N=6000</td>
<td>503.91</td>
<td>241.29</td>
</tr>
<tr>
<td>N=7000</td>
<td>503.76</td>
<td>230.22</td>
</tr>
<tr>
<td>N=8000</td>
<td>512.91</td>
<td>224.34</td>
</tr>
<tr>
<td>N=9000</td>
<td>503.21</td>
<td>219.22</td>
</tr>
<tr>
<td>N=10000</td>
<td>499.88</td>
<td>218.94</td>
</tr>
</tbody>
</table>

and $s_2 = O(N)$. The values of $h$ are almost bounded by a small constant and therefore $h$ can be estimated to be $\log(n)$, the depth of the dendrogram describing the hierarchical decomposition of a network with balanced hierarchical community structure into communities [75]. Therefore, the total computational complexity of meta-LPAm+ is

$$O(mN) + \log N(O(m\log N) + O(mN))$$

or equivalently, $O(mN\log N)$.

### 3.7 Summary

In this chapter, we proposed a new algorithm for maximizing modularity in networks with weak community structure, where communities have more inter-community connections than intra-community connections. Our proposed algorithm, called meta-LPAm+, extends the state-of-the-art algorithm LPAm+ [75] by introducing a method to escape local maxima.

The LPAm+ algorithm maximizes modularity by iteratively performing two procedures: the first procedure is to propagate labels of nodes over the network to greedily maximize modularity and the second procedure is to merge communities to further improve modularity. We identified that LPAm+ easily results in a poor local maximum on networks with weak community structure because the community merging procedure cannot efficiently drive the algorithm out of the local maximum reached by the label propagation procedure.
Our proposed algorithm overcomes this drawback of LPAm+ by introducing a method to escape local maxima before merging communities. Our method follows a guided search strategy, or meta-heuristic, inspired by the record-to-record travel algorithm [34] for a balance between performance and running time. To apply our algorithm to directed networks, we employed directed modularity [7, 72] as the objective function to maximize in the algorithm. Our algorithm is dependent on two parameters, $DEV$ and $max_{no}$. For the algorithm to yield high performance, $max_{no}$ is suggested to set to the value that leads to the maximum allowed running time of the algorithm while $DEV$ needs to be chosen carefully, not too small or too large. Given certain parameter values, our algorithm achieves a computational complexity of $O(mN\log N)$ where $m$ is the number of edges and $N$ is the number of nodes in the network.

It is noted that our proposed algorithm has a limitation, called the resolution limit [37], which is induced by using modularity to evaluate the quality of community divisions. Modularity is basically the sum of individual components, with each component being the difference between the fraction of edges in a community and that expected fraction of edges in an equivalent random network [94]. The optimal modularity value, therefore, depends on the choice of the best trade-off between the number of communities and the contribution values of the individual components. When several existing smaller communities could form a larger community to give a higher contribution to modularity, modularity optimization favors the community division with the larger one. This implies that actual communities of small sizes may not be resolved, especially in large networks with heterogeneous community sizes [62].

To solve the resolution limit of modularity optimization, one of the possible ways is to rescale the network topology to increase the contributions of small size-scale communities to modularity. The authors in [8] propose a rescaling method that assigns to each node a self-edge with the edge weights given by a parameter. This rescaling method increases the total weight of edges in a community more significantly than that expected value in the random case [8]. The weighted network topology is then used to determine the community structure by optimizing the weighted version of modularity [88]. Small size-scale communities are more likely to be identified as they have larger contributions to the weighted modularity value. In [60], the authors rescale a network by assigning more weight to the edges in the same community than to the edges across different communities. The edges are iteratively re-weighted based on random walk processes over the network with the walk length defined by a parameter. In [127], the authors suggest a rescaling
method that adds new edges within communities and removing edges across different communities. The edges are added or removed based on logical inferences from the existing connections between nodes. Rescaling network topology helps avoiding the resolution limit of modularity optimization as it rewards the community division with smaller communities. However, the question that arises is that which resolution scale should be best representative for the community structure of a network. Furthermore, when a resolution scale is chosen to depict the community structure of a network, it should introduce a new scale limit beyond which communities cannot be resolved. This suggests that more solid solutions than these network rescaling methods needs to be investigated to better resolve the resolution limit of modularity.

In addition to the resolution limit, our algorithm often results in different modularity values for different runs since it makes many random choices during execution. The algorithm also may not always achieve the best possible performance since its near optimal parameter values need to be manually located.
Chapter 4

Performance Evaluation

This chapter describes the evaluation of the algorithm presented in the previous chapter. We first introduce the experiment setting. We then compare the performances of the proposed algorithm and existing community detection algorithms, in term of modularity, on synthetic and real networks. Finally, we further compare the performances of the proposed algorithm and the other algorithms, in term of accuracy on synthetic networks, where the community structure is known. Parts of the results in this chapter have been published in [68].

4.1 Experiment setting

The setting of the experiments in this chapter is as follows. We use the two popular benchmarks, the Girvan-Newman (GN) benchmark [40] and the Lancichinetti-Fortunato-Radicchi (LFR) benchmark [65, 61], to generate synthetic networks with community structure. The GN benchmark has 128 nodes divided into four equal-sized communities with average node degree of 16. The LFR benchmark allows generating networks of larger sizes and power-law distributions of node degree and community size. The LFR benchmark networks are generated for two different network sizes, $N = 1000$ and $N = 5000$. The modularity of the generated networks is controlled by varying the mixing parameter $\mu$, which defines the fraction of links from each node to nodes outside its community. $\mu$ is varied from 0.1 to 0.6 for the GN benchmark and from 0.1 to 0.8 for the LFR benchmark. The other network parameters of the LFR benchmark include the average degree of nodes, the maximum degree of nodes, the minimum community size, and the maximum degree of nodes.
community size are set to 20, 50, 20, and 100 respectively. The exponents of the power-law distributions of node degree and community size are both set to -2.

As for real-world networks, we use the commonly studied real networks including the Zachary’s karate club network [125], the Lusseau’s dolphins’ network [79], the Political Books network [58], the American college football network [40], the Jazz musicians network [41], the _C.elegans_ metabolic network [50], the University email network [46], and the PGP network [91]. The network sizes (numbers of nodes and edges) are listed in Table 4.1.

**Table 4.1:** The number of nodes, denoted by *n*, and the number of edges, denoted by *m*, of the real networks

<table>
<thead>
<tr>
<th>Network</th>
<th><em>n</em></th>
<th><em>m</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate club</td>
<td>34</td>
<td>78</td>
</tr>
<tr>
<td>Dolphins</td>
<td>62</td>
<td>159</td>
</tr>
<tr>
<td>Political books</td>
<td>105</td>
<td>441</td>
</tr>
<tr>
<td>College football</td>
<td>115</td>
<td>613</td>
</tr>
<tr>
<td>Jazz</td>
<td>198</td>
<td>2,742</td>
</tr>
<tr>
<td><em>C.elegans</em></td>
<td>453</td>
<td>2,025</td>
</tr>
<tr>
<td>E-mail</td>
<td>1,133</td>
<td>5,451</td>
</tr>
<tr>
<td>PGP</td>
<td>10,680</td>
<td>24,316</td>
</tr>
</tbody>
</table>

To evaluate the effectiveness of the proposed algorithm in maximizing modularity, we compare the proposed algorithms with existing modularity optimization algorithms including LPAm [12], LPAm+ [75], Fastgreedy [22, 119], MSG-VM [111], and the Louvain method [15]. To evaluate the accuracy of the proposed algorithm in detecting the known community structure of the synthetic networks, we compare the proposed algorithms with the above algorithms and two other popular community detection algorithms, Walktrap [98] and Infomap [108]. Our implementation of MSG-VM follows [111] closely. The implementations of Fastgreedy, the Louvain method, Walktrap, and Infomap are provided in the public network software library igraph [26]. The proposed algorithm uses the parameter value settings which are $DEV = 0.02$ and $max_{no} = 100$ for networks of up to a thousand nodes and $DEV = 0.01$ and $max_{no} = 50$ for networks of more than a thousand nodes. All the other algorithms are executed with default parameter values. The experiments are performed on a desktop PC with Intel Core® i7 @ 3.40GHz CPU and 8GB RAM.
4.2 Modularity

4.2.1 LPAm, LPAm+, and meta-LPAm+

To demonstrate the effectiveness of our modification on LPAm+, we first compare the performances, in term of modularity, of LPAm, LPAm+, and meta-LPAm+ on the synthetic and real networks.

Table 4.2 shows the average of network modularity, denoted by $Q_{\text{avg}}$, the maximum of network modularity, denoted by $Q_{\text{max}}$, and the running time (in seconds), denoted by $t$, obtained by LPAm, LPAm+, and meta-LPAm+ on the GN benchmark networks. As can be seen from the table, meta-LPAm+ obtains a higher average modularity value than LPAm+ on the GN benchmark networks with $\mu \geq 0.5$, where the network modularity is below 0.3. For example, meta-LPAm+ finds the average modularity value of 0.238 on the GN benchmark networks with $\mu = 0.5$ while LPAm+ finds the average modularity value of 0.220 only. The improvement in the average of network modularity of meta-LPAm+ on LPAm+ is as significant as the improvement of LPAm+ on LPAm, with an extra running time of less than a second. Meta-LPAm+ and LPAm+ find similar average modularity values on the GN benchmark networks with $\mu \leq 0.4$, where the network modularity is above 0.3.

Table 4.2: Comparison on the modularity values obtained by LPAm, LPAm+, and meta-LPAm+ on the GN benchmark networks.

<table>
<thead>
<tr>
<th>Network</th>
<th>LPAm</th>
<th>LPAm+</th>
<th>meta-LPAm+</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{\text{avg}}$</td>
<td>$Q_{\text{max}}$</td>
<td>$t(s)$</td>
</tr>
<tr>
<td>$\mu = 0.1$</td>
<td>0.647</td>
<td>0.657</td>
<td>n/a</td>
</tr>
<tr>
<td>$\mu = 0.2$</td>
<td>0.537</td>
<td>0.557</td>
<td>n/a</td>
</tr>
<tr>
<td>$\mu = 0.3$</td>
<td>0.423</td>
<td>0.457</td>
<td>0.001</td>
</tr>
<tr>
<td>$\mu = 0.4$</td>
<td>0.303</td>
<td>0.349</td>
<td>0.001</td>
</tr>
<tr>
<td>$\mu = 0.5$</td>
<td>0.193</td>
<td>0.223</td>
<td>0.001</td>
</tr>
<tr>
<td>$\mu = 0.6$</td>
<td>0.188</td>
<td>0.215</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 4.3 and Table 4.4 show the average modularity value, the maximum modularity value, and the running time achieved by LPAm, LPAm+, and meta-LPAm+ on the LFR benchmark networks with $N = 1000$ and $N = 5000$ respectively. According to the tables, meta-LPAm+ finds a higher average modularity value than LPAm+ on the LFR benchmark networks with $\mu \geq 0.7$, corresponding to the benchmark networks with modularity below 0.3. However, the improvement in
Table 4.3: Comparison on the modularity values obtained by LPAm, LPAm+,
and meta-LPAm+ on the LFR benchmark networks with \(N=1000\).

<table>
<thead>
<tr>
<th>Networks</th>
<th>LPAm</th>
<th>LPAm+</th>
<th>meta-LPAm+</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Q_{\text{avg}})</td>
<td>(Q_{\text{max}})</td>
<td>t(s)</td>
</tr>
<tr>
<td>(\mu = 0.1)</td>
<td>0.844</td>
<td>0.860</td>
<td>0.005</td>
</tr>
<tr>
<td>(\mu = 0.2)</td>
<td>0.746</td>
<td>0.762</td>
<td>0.005</td>
</tr>
<tr>
<td>(\mu = 0.3)</td>
<td>0.645</td>
<td>0.663</td>
<td>0.010</td>
</tr>
<tr>
<td>(\mu = 0.4)</td>
<td>0.542</td>
<td>0.559</td>
<td>0.012</td>
</tr>
<tr>
<td>(\mu = 0.5)</td>
<td>0.441</td>
<td>0.462</td>
<td>0.013</td>
</tr>
<tr>
<td>(\mu = 0.6)</td>
<td>0.336</td>
<td>0.360</td>
<td>0.023</td>
</tr>
<tr>
<td>(\mu = 0.7)</td>
<td>0.224</td>
<td>0.241</td>
<td>0.034</td>
</tr>
<tr>
<td>(\mu = 0.8)</td>
<td>0.190</td>
<td>0.204</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison on the modularity values obtained by LPAm, LPAm+,
and meta-LPAm+ on the LFR benchmark networks with \(N=5000\).

<table>
<thead>
<tr>
<th>Networks</th>
<th>LPAm</th>
<th>LPAm+</th>
<th>meta-LPAm+</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Q_{\text{avg}})</td>
<td>(Q_{\text{max}})</td>
<td>t(s)</td>
</tr>
<tr>
<td>(\mu = 0.1)</td>
<td>0.888</td>
<td>0.890</td>
<td>0.037</td>
</tr>
<tr>
<td>(\mu = 0.2)</td>
<td>0.788</td>
<td>0.791</td>
<td>0.044</td>
</tr>
<tr>
<td>(\mu = 0.3)</td>
<td>0.687</td>
<td>0.691</td>
<td>0.054</td>
</tr>
<tr>
<td>(\mu = 0.4)</td>
<td>0.584</td>
<td>0.591</td>
<td>0.071</td>
</tr>
<tr>
<td>(\mu = 0.5)</td>
<td>0.480</td>
<td>0.489</td>
<td>0.087</td>
</tr>
<tr>
<td>(\mu = 0.6)</td>
<td>0.375</td>
<td>0.385</td>
<td>0.111</td>
</tr>
<tr>
<td>(\mu = 0.7)</td>
<td>0.273</td>
<td>0.281</td>
<td>0.201</td>
</tr>
<tr>
<td>(\mu = 0.8)</td>
<td>0.201</td>
<td>0.207</td>
<td>0.229</td>
</tr>
</tbody>
</table>

the average of network modularity of meta-LPAm+ over LPAm+ on the LFR benchmark networks with \(N = 5000\) is less significant than the improvement on the LFR benchmark networks with \(N = 1000\). The running time of meta-LPAm+ on the LFR benchmark networks with \(N = 5000\) is notably longer than that of meta-LPAm+ on the LFR benchmark networks with \(N = 1000\) but less than a minute. Meta-LPAm+ and LPAm+ result in similar average modularity values on the LFR benchmark networks with \(\mu \leq 0.6\), where the network modularity is above 0.3.

Table 4.5 shows the performances of LPAm, LPAm+, and meta-LPAm+ on real networks. Meta-LPAm+ and LPAm+ achieve comparable modularity values except that meta-LPAm+ has a slight improvement in modularity over LPAm+ on the Dolphins network and the Email network. It can be inferred that, the Dolphins...
<table>
<thead>
<tr>
<th>Network</th>
<th>LPAm</th>
<th>$Q_{avg}$</th>
<th>$t(s)$</th>
<th>LPAm+</th>
<th>$Q_{avg}$</th>
<th>$Q_{max}$</th>
<th>$t(s)$</th>
<th>meta-LPAm+</th>
<th>$Q_{avg}$</th>
<th>$Q_{max}$</th>
<th>$t(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>0.351</td>
<td>0.399</td>
<td>na</td>
<td>0.418</td>
<td>0.420</td>
<td>na</td>
<td>na</td>
<td>0.418</td>
<td>0.420</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.495</td>
<td>0.502</td>
<td>na</td>
<td>0.522</td>
<td>0.528</td>
<td>na</td>
<td>na</td>
<td>0.526</td>
<td>0.537</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Political books</td>
<td>0.494</td>
<td>0.516</td>
<td>na</td>
<td>0.527</td>
<td>0.527</td>
<td>na</td>
<td>na</td>
<td>0.527</td>
<td>0.527</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Football</td>
<td>0.582</td>
<td>0.603</td>
<td>na</td>
<td>0.604</td>
<td>0.605</td>
<td>na</td>
<td>na</td>
<td>0.604</td>
<td>0.605</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.435</td>
<td>0.445</td>
<td>0.003</td>
<td>0.444</td>
<td>0.445</td>
<td>0.005</td>
<td>0.445</td>
<td>0.445</td>
<td>0.451</td>
<td>0.005</td>
<td>0.451</td>
</tr>
<tr>
<td>C.elegans</td>
<td>0.378</td>
<td>0.404</td>
<td>0.005</td>
<td>0.443</td>
<td>0.451</td>
<td>0.016</td>
<td>0.444</td>
<td>0.451</td>
<td>0.451</td>
<td>0.016</td>
<td>0.451</td>
</tr>
<tr>
<td>Email</td>
<td>0.493</td>
<td>0.537</td>
<td>0.011</td>
<td>0.576</td>
<td>0.581</td>
<td>0.035</td>
<td>0.578</td>
<td>0.582</td>
<td>0.585</td>
<td>0.035</td>
<td>0.582</td>
</tr>
<tr>
<td>PGP</td>
<td>0.703</td>
<td>0.718</td>
<td>0.071</td>
<td>0.883</td>
<td>0.885</td>
<td>0.980</td>
<td>0.885</td>
<td>0.885</td>
<td>0.885</td>
<td>0.980</td>
<td>0.885</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison on the modularity values obtained by LPAm, LPAm+, and meta-LPAm+ on the real networks.
network and the Email network have weak communities. Therefore, LPAm+ results in a poor local maximum on these networks and our modification on LPAm+ is able to escape the local maximum to improve the network modularity.

The results confirm that, by employing the meta-heuristic based label propagation procedure meta-LPAm before merging communities, our proposed algorithm meta-LPAm+ can adjust misplaced nodes in community solutions leading to the increase in network modularity on networks with weak community structure, where communities have more inter-community links than intra-community links. Meta-LPAm+ and LPAm+ achieve similar modularity values on networks with strong community structure, where communities have more intra-community links than inter-community links, since the greedy label propagation procedure LPAm is less likely to result in a community solution with many misplaced nodes on these networks. This property of LPAm has been observed in previous works [12, 75]. The meta-heuristic based label propagation procedure is, therefore, more or less unnecessary on networks with strong community structure. However, it is worth applying meta-LPAm+ on these networks without prior knowledge of the strength of the community structure because the meta-heuristic based label propagation procedure generally requires an extra running time of only a few seconds. In our experiments, meta-LPAm+ converges in less than a minute on networks of ten thousands nodes. This running time is adequate for practical applications.

4.2.2 Meta-LPAm+ and other modularity optimization algorithms

To show the effectiveness of our proposed algorithm meta-LPAm+ in maximizing modularity, we further compare the performances of meta-LPAm+ to other modularity optimization algorithms, including Fastgreedy, MSG-VM, and the Louvain method.

Table 4.6 shows the average network modularity and the maximum network modularity found by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the GN benchmark networks. As can be seen from the table, meta-LPAm+ outperforms the other algorithms on the GN benchmark networks with $\mu \geq 0.4$. For example, meta-LPAm+ has the average modularity value of 0.238 on the GN benchmark networks with $\mu = 0.5$ while Fastgreedy, MSG-VM, and the Louvain method have the average modularity values of 0.199, 0.221, and 0.207 respectively. Meta-LPAm+ obtains a significantly higher modularity value than Fastgreedy and
Table 4.6: Comparison on the modularity values obtained by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the GN benchmark networks.

<table>
<thead>
<tr>
<th>Network</th>
<th>meta-LPAm+</th>
<th>Fastgreedy</th>
<th>MSG-VM</th>
<th>Louvain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
</tr>
<tr>
<td>$\mu = 0.1$</td>
<td>0.650</td>
<td>0.657</td>
<td>0.647</td>
<td>0.656</td>
</tr>
<tr>
<td>$\mu = 0.2$</td>
<td>0.550</td>
<td>0.557</td>
<td>0.544</td>
<td>0.557</td>
</tr>
<tr>
<td>$\mu = 0.3$</td>
<td>0.450</td>
<td>0.457</td>
<td>0.436</td>
<td>0.453</td>
</tr>
<tr>
<td>$\mu = 0.4$</td>
<td>0.350</td>
<td>0.357</td>
<td>0.307</td>
<td>0.348</td>
</tr>
<tr>
<td>$\mu = 0.5$</td>
<td>0.238</td>
<td>0.250</td>
<td>0.199</td>
<td>0.221</td>
</tr>
<tr>
<td>$\mu = 0.6$</td>
<td>0.221</td>
<td>0.232</td>
<td>0.190</td>
<td>0.205</td>
</tr>
</tbody>
</table>

a comparable modularity value with MSG-VM and the Louvain method on the GN-benchmark networks with $\mu \leq 0.3$.

Table 4.7 and Table 4.8 show the average network modularity and the maximum network modularity found by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the LFR benchmark networks with $N = 1000$ and $N = 5000$ respectively. As shown in the tables, meta-LPAm+ finds a notably higher modularity value than Fastgreedy, MSG-VM, and the Louvain method on the LFR benchmark networks with $\mu \geq 0.7$. Meta-LPAm+ achieves a comparable modularity value with the Louvain method on the LFR benchmark networks with $\mu \leq 0.6$.

Table 4.7: Comparison on the modularity values obtained by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the LFR benchmark networks with $N=1000$.

<table>
<thead>
<tr>
<th>Network</th>
<th>meta-LPAm+</th>
<th>Fastgreedy</th>
<th>MSG-VM</th>
<th>Louvain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
</tr>
<tr>
<td>$\mu = 0.1$</td>
<td>0.844</td>
<td>0.860</td>
<td>0.833</td>
<td>0.845</td>
</tr>
<tr>
<td>$\mu = 0.2$</td>
<td>0.747</td>
<td>0.762</td>
<td>0.707</td>
<td>0.726</td>
</tr>
<tr>
<td>$\mu = 0.3$</td>
<td>0.647</td>
<td>0.663</td>
<td>0.584</td>
<td>0.602</td>
</tr>
<tr>
<td>$\mu = 0.4$</td>
<td>0.547</td>
<td>0.561</td>
<td>0.467</td>
<td>0.490</td>
</tr>
<tr>
<td>$\mu = 0.5$</td>
<td>0.449</td>
<td>0.462</td>
<td>0.356</td>
<td>0.381</td>
</tr>
<tr>
<td>$\mu = 0.6$</td>
<td>0.348</td>
<td>0.364</td>
<td>0.260</td>
<td>0.277</td>
</tr>
<tr>
<td>$\mu = 0.7$</td>
<td>0.250</td>
<td>0.265</td>
<td>0.202</td>
<td>0.218</td>
</tr>
<tr>
<td>$\mu = 0.8$</td>
<td>0.219</td>
<td>0.226</td>
<td>0.189</td>
<td>0.196</td>
</tr>
</tbody>
</table>
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Table 4.8: Comparison on the modularity values obtained by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the LFR benchmark networks with N=5000.

<table>
<thead>
<tr>
<th>Network</th>
<th>meta-LPAm+</th>
<th>Fastgreedy</th>
<th>MSG-VM</th>
<th>Louvain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
</tr>
<tr>
<td>$\mu = 0.1$</td>
<td>0.889 0.890</td>
<td>0.875 0.879</td>
<td>0.877 0.879</td>
<td>0.889 0.890</td>
</tr>
<tr>
<td>$\mu = 0.2$</td>
<td>0.790 0.791</td>
<td>0.745 0.757</td>
<td>0.776 0.780</td>
<td>0.790 0.791</td>
</tr>
<tr>
<td>$\mu = 0.3$</td>
<td>0.690 0.692</td>
<td>0.626 0.644</td>
<td>0.676 0.680</td>
<td>0.690 0.692</td>
</tr>
<tr>
<td>$\mu = 0.4$</td>
<td>0.591 0.593</td>
<td>0.514 0.530</td>
<td>0.577 0.581</td>
<td>0.591 0.593</td>
</tr>
<tr>
<td>$\mu = 0.5$</td>
<td>0.493 0.495</td>
<td>0.403 0.418</td>
<td>0.478 0.481</td>
<td>0.493 0.495</td>
</tr>
<tr>
<td>$\mu = 0.6$</td>
<td>0.394 0.396</td>
<td>0.297 0.312</td>
<td>0.379 0.383</td>
<td>0.394 0.396</td>
</tr>
<tr>
<td>$\mu = 0.7$</td>
<td>0.294 0.298</td>
<td>0.220 0.233</td>
<td>0.268 0.277</td>
<td>0.291 0.297</td>
</tr>
<tr>
<td>$\mu = 0.8$</td>
<td>0.228 0.232</td>
<td>0.188 0.197</td>
<td>0.192 0.197</td>
<td>0.206 0.211</td>
</tr>
</tbody>
</table>

Table 4.9 shows the performances of meta-LPAm+ and the other modularity optimization algorithms on the real networks. As for the real networks, meta-LPAm+ performs better than Fastgreedy and MSG-VM on all the real networks. Meta-LPAm+ performs notably better than the Louvain method on the Dolphins network, the Political books network, the C.elegans network, and the Email network while has a comparable modularity value with the Louvain method on the other real networks. It seems that, after performing the first step that greedily improves network modularity at node level, meta-LPAm+ and the Louvain method produce more misplaced nodes in the Dolphins network, the Political books network, the C.elegans network, and the Email network than in the other networks. However, meta-LPAm+ can further adjust the misplaced nodes in the community solutions to improve network modularity while the Louvain method cannot.

Table 4.9: Comparison on the modularity values obtained by meta-LPAm+, Fastgreedy, MSG-VM, and the Louvain method on the real networks.

<table>
<thead>
<tr>
<th>Network</th>
<th>meta-LPAm+</th>
<th>Fastgreedy</th>
<th>MSG-VM</th>
<th>Louvain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
<td>$Q_{avg}$</td>
<td>$Q_{max}$</td>
</tr>
<tr>
<td>Karate</td>
<td>0.418 0.420</td>
<td>0.381 0.381</td>
<td>0.401 0.420</td>
<td>0.419 0.419</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.526 0.529</td>
<td>0.495 0.495</td>
<td>0.522 0.522</td>
<td>0.519 0.519</td>
</tr>
<tr>
<td>Political books</td>
<td>0.527 0.527</td>
<td>0.502 0.502</td>
<td>0.520 0.521</td>
<td>0.520 0.520</td>
</tr>
<tr>
<td>Football</td>
<td>0.604 0.605</td>
<td>0.550 0.550</td>
<td>0.596 0.596</td>
<td>0.605 0.605</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.445 0.445</td>
<td>0.439 0.439</td>
<td>0.444 0.445</td>
<td>0.443 0.443</td>
</tr>
<tr>
<td>C.elegans</td>
<td>0.444 0.451</td>
<td>0.404 0.404</td>
<td>0.439 0.440</td>
<td>0.441 0.441</td>
</tr>
<tr>
<td>Email</td>
<td>0.578 0.582</td>
<td>0.500 0.500</td>
<td>0.565 0.556</td>
<td>0.543 0.543</td>
</tr>
<tr>
<td>PGP</td>
<td>0.883 0.885</td>
<td>0.853 0.583</td>
<td>0.875 0.875</td>
<td>0.883 0.883</td>
</tr>
</tbody>
</table>
The results show that our proposed algorithm meta-LPAm+ obtains the highest modularity values among the compared algorithms on networks with weak community structure and obtains similar or higher modularity values than the compared algorithms on networks with strong community structure.

4.3 Accuracy on benchmarks

In this section, we compare meta-LPAm+ and the other community detection algorithms based on their accuracies in recovering the planted community structure in the GN benchmark networks and the LFR benchmark networks.

The accuracy of an algorithm on a synthetic network is measured based on the similarity between the detected network partition and the planted network partition of the synthetic network. To compare the network partitions, we adopt the normalized mutual information (NMI) [29], a commonly used metric of the similarity between network partitions. The normalized mutual information has the value in the range [0,1]. A value of 0 indicates that the two compared community divisions are totally dissimilar while the value of 1 indicates that the two network partitions are identical. The larger the normalized mutual information, the more similar the two compared network partitions.

4.3.1 The GN benchmark

Figure 4.1 plots the normalized mutual information scores achieved by meta-LPAm+ and the compared algorithms on the GN benchmark networks as functions of $\mu$. It is noted that communities in the GN benchmark networks are well-defined for $\mu < 0.75$ [62]. As $\mu$ increases, the community structure of the GN benchmark networks is harder to detect. The NMI scores of meta-LPAm+ and the compared algorithms are divided into three different sub-figures. In each sub-figure, the NMI score of meta-LPAm+ is re-plotted to make the comparison easier. As can be seen from the sub-figures, meta-LPAm+ performs significantly better than LPAm, Fast-greedy, and Infomap on the GN benchmark networks. Meta-LPAm+ has a similar NMI score with LPAm+, MSG-VM, the Louvain method, and Walktrap on the GN benchmark networks with $\mu$ up to 0.4. However, meta-LPAm+ obtains a higher NMI score than LPAm+, MSG-VM, the Louvain method, and Walktrap on the GN benchmark networks with $\mu = 0.45$ and $\mu = 0.5$. All the algorithms almost
fail to recover the planted community structure of the GN benchmark networks with $\mu \geq 0.55$.

---

**Figure 4.1**: Normalized mutual information scores achieved by meta-LPAm+ and the compared algorithms on the GN benchmark networks.
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The results show that meta-LPAm+ is the best performing algorithm among the evaluated algorithms on the GN benchmark networks.

4.3.2 The LFR benchmark

Figure 4.2 plots the NMI scores achieved by meta-LPAm+ and the compared algorithms on the LFR benchmark networks with $N = 1000$ as functions of $\mu$. It is noted that communities in the LFR benchmark networks with $N = 1000$ are well-defined for $\mu < (N - n_{c}^{\text{max}})/N$ with $n_{c}^{\text{max}}$ being the largest size of a community in the networks [62]. Since we set $n_{c}^{\text{max}} = 100$ in our experiments, communities in the LFR benchmark networks are well defined for $\mu < 0.9$. As can be seen from the figure, meta-LPAm+ gives a similar NMI score with LPAm, LPAm+, the Louvain method, Walktrap, and Infomap for $\mu$ up to 0.60. However, meta-LPAm+ has a higher NMI score than these algorithms on the LFR benchmark networks with $N = 1000$ for $\mu = 0.65$ and $\mu = 0.70$.

Figure 4.3 shows the NMI scores given by meta-LPAm+ and the compared algorithms on the LFR benchmark networks with $N = 5000$ as functions of $\mu$. As shown in the figure, meta-LPAm+ has a similar NMI score with LPAm+ and the Louvain method on these benchmark networks but generally has a lower NMI score than LPAm, Walktrap, and Infomap. The disadvantage of meta-LPAm+ with respect to LPAm, Walktrap, and Infomap on the LFR benchmark networks with $N = 5000$ is likely due to the resolution limit [37] of modularity. This limitation of modularity implies that the community division with maximum modularity may not recover communities whose sizes are smaller than a specific scale compared with the network size. As for the LFR benchmark networks with $N = 5000$, communities generally have small size-scales. Since meta-LPAm+ finds a better approximation of the maximum modularity value than LPAm on the LFR benchmark with $N = 5000$ (see Table 4.4), meta-LPAm+ results in a lower NMI score than LPAm. As for Walktrap and Infomap, these algorithms do not maximize modularity to identify communities and, therefore, the algorithms avoid the limitation of modularity. Therefore, Walktrap and Infomap perform better than meta-LPAm+ the LFR benchmark networks with $N = 5000$.

The results show that meta-LPAm+ outperforms the other algorithms, in term of detection accuracy, on the LFR benchmark networks with $N = 1000$. However, meta-LPAm+ performs worse than LPAm, Walktrap, and Infomap on the LFR benchmark networks with $N = 5000$. 
Up to this point, we have mainly focused on the performance of meta-LPAm+. 

Figure 4.2: Normalized mutual information scores achieved by meta-LPAm+ and the compared algorithms on the LFR benchmark networks with $N = 1000$. 

(a) 

(b) 

(c)
Figure 4.3: Normalized mutual information scores achieved by meta-LPAm+ and the compared algorithms on the LFR benchmark networks with $N = 5000$.

on undirected networks. As meta-LPAm+ can handle directed networks, we further evaluate the performance of meta-LPAm+ for the directed case. Among the
compared algorithms, only Infomap works with directed networks while the other algorithms can be extended to the directed case but have not been explicitly implemented. Moreover, Infomap is regarded as the state-of-the-art algorithm for detecting communities in directed networks [62]. We therefore compare the performances of meta-LPAm+ and Infomap on directed LFR benchmark networks [61].

Figure 4.4 plots the NMI scores obtained by meta-LPAm+ and Infomap on the directed LFR benchmark networks with $N = 1000$ and $N = 5000$ as functions of $\mu$. In the directed LFR benchmark networks, the parameter $\mu$ defines the fraction of incoming links which point to each node from other nodes outside its community [61]. The value of $\mu$ is also the fraction of outgoing links which point

![Figure 4.4: Normalized mutual information scores achieved by meta-LPAm+ and Infomap on the directed LFR benchmark networks with $N = 1000$ (a) and $N = 5000$ (b).]
from each node to other nodes outside its community [61]. As can be seen from the figure, the performances of meta-LPAm+ and Infomap on the directed LFR benchmark networks are similar to the performances of these algorithms on the undirected ones. Meta-LPAm+ performs better than Infomap on the directed LFR benchmark networks with $N = 1000$ but has a lower performance than Infomap on the directed LFR benchmark networks with $N = 5000$.

4.4 Summary

In this chapter, we evaluated our proposed algorithm meta-LPAm+ and existing community detection algorithms on synthetic and real networks.

The experimental results show that meta-LPAm+ finds community divisions with higher modularity than LPAm+ on networks with weak community structure, where communities have more inter-community connections than intra-community connections, while resulting in a comparable modularity value with LPAm+ on networks with strong community structure, where communities have more intra-community connections than inter-community connections. Meta-LPAm+ also outperforms the other modularity optimization methods including Fastgreedy, MSG-VM, and the Louvain method, in term of modularity, on networks with weak community structure.

The results also show that meta-LPAm+ is the best performing algorithm, in term of detection accuracy, on the synthetic networks of small size. However, as the network size increases, meta-LPAm+ performs worse compared with LPAm, Walktrap, and Infomap.
Chapter 5
A Benchmark with Community Mixing Heterogeneity and Outliers

This chapter presents our approach to develop a realistic benchmark for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers. We first give an overview of the state-of-the-art benchmark LFR [61] which is the foundation of our proposed benchmark. We then present our extensions to the LFR benchmark that incorporate the heterogeneity in community mixing fractions and the presence of outliers. Afterward, we extend our proposed benchmark for generating overlapping communities. Finally, we analyze the computational complexity of the construction process of our proposed benchmark. Parts of the content of this chapter have been published in [69].

5.1 Construction of the LFR benchmark

The LFR benchmark, introduced by Lancichinetti, Fortunato, and Radicchi in [65, 61], is regarded as the state-of-the-art benchmark for evaluating community detection algorithms [38]. This benchmark accounts for the heterogeneity of node degree and community size. A network realization of the LFR benchmark is constructed as follows [65, 61]:
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1. The network is given a number $N$ of nodes. The degrees of the nodes are taken from a power-law distribution with exponent $\gamma$. The power-law distribution of node degree is randomly generated such that the average degree of nodes is $\bar{k}$ and the maximum degree of nodes is $k_{\text{max}}$.

2. The sizes of communities are taken from a power-law distribution with exponent $\beta$. The power-law distribution of community size is randomly generated such that the minimum community size is $s_{\text{min}}$, the maximum community size is $s_{\text{max}}$, and the sum of all community sizes equals the number of nodes in the network.

3. Each node shares a fraction $\mu$ of links, with respect to the total number of links of the node, with nodes in its community and shares a fraction $1 - \mu$ of links with nodes outside its community. Nodes are then randomly assigned to communities under the condition that the number of internal links of each node, with respect to its community, must not exceed the size of the community.

4. Links among nodes in the same communities are created. This is equivalent to generating links for a number of sub-networks with one sub-network for each community. The number of nodes in each sub-network is the number of nodes in the corresponding community and the degrees of nodes in the sub-network are the internal degrees of nodes in the community. Nodes in each sub-network are connected by the stub-pairing algorithm which is also referred to as the configuration model [85]. This stub-pairing algorithm can be described as follows. Each node in the sub-network is attached with a stub, which can be seen as a "half" edge. All the stubs of nodes are then randomly paired together. A link is created between two nodes if two subs attached to the two nodes are paired. After all stubs of nodes in the sub-network are paired, a link rewiring procedure is performed to avoid multiple links between nodes in the sub-network [61].

5. Links between nodes in different communities are created. This is equivalent to generating links for a new network of $N$ nodes with the degrees of the nodes are the external degrees of nodes in the generating network. Nodes in the new network are connected by the configuration model [85]. A link rewiring procedure is then performed to avoid links between nodes in the same community.
Table 5.1: Network parameters of the LFR benchmark.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$\bar{k}$</td>
<td>Average degree of nodes</td>
</tr>
<tr>
<td>$k_{\text{max}}$</td>
<td>Maximum degree of nodes</td>
</tr>
<tr>
<td>$s_{\text{min}}$</td>
<td>Minimum size of communities</td>
</tr>
<tr>
<td>$s_{\text{max}}$</td>
<td>Maximum size of communities</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Power-law exponent for node degree sequence</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Power-law exponent for community size sequence</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mixing parameter</td>
</tr>
</tbody>
</table>

Algorithm 14 Steps in the LFR algorithm [61] to generate benchmark networks, with homogeneous community mixing fractions and without outliers

1: Generate $N$ nodes and, for each node, determine the node degree from the three parameters $\bar{k}$, $k_{\text{max}}$, and $\gamma$.
2: Generate the communities using $s_{\text{min}}$, $s_{\text{max}}$, and $\beta$.
3: For each node, determine the numbers of internal links and external links from $\mu$.
4: Generate links connecting nodes in the same communities to match the numbers of internal links of nodes determined in step 3.
5: Generate links connecting nodes in different communities to match the numbers of external links of nodes determined in step 3.

Figure 5.1: A realization of the LFR benchmark.
We summarize the network parameters of the LFR benchmark in Table 5.1 and the steps of the LFR algorithm in Algorithm 14 as these details are crucial to understanding our extensions to the LFR benchmark. Figure 5.1 illustrates a realization of the LFR benchmark with the network size of 128 nodes.

5.2 GLFR: a generalization of LFR with heterogeneous community mixing fractions and outliers

5.2.1 Incorporating community mixing heterogeneity

In this section, we extend the LFR benchmark by incorporating the heterogeneity in community mixing fractions. Our main extension of the LFR benchmark is to replace the single mixing parameters $\mu$ in Table 5.1 with a set of different mixing parameters $\{\mu_1, \ldots, \mu_m\}$ for community $1, \ldots, m$ in the benchmark network. For community $c$ with mixing fraction $\mu_c$, nodes in community $c$ have the same fraction $\mu_c$ of external links and the same fraction $1 - \mu_c$ of internal links. Therefore, the mixing fraction of a community is also the fraction of external links for every node in the community. There are several conditions that $\mu_1, \ldots, \mu_m$ need to meet for them to be valid mixing fractions in our generalized LFR model with community mixing heterogeneity. We list and discuss them below.

**Condition 1. (Average Mixing Fraction)** We would like the average mixing fraction to remain as $\mu$ so that our model reduces to the LFR benchmark as a special case. For this purpose, the mixing fractions of communities are taken from a uniform distribution in the range of $\mu - \Delta \mu$ to $\mu + \Delta \mu$.

**Condition 2. (Well-defined Community)** The mixing fraction of a community makes sense only if the community is well defined. The condition for the existence of community $c$ is [62]

$$p_{i}^{in} > p_{c}^{out}$$

for every node $i$ in the community, where $p_{i}^{in}$ is the connection probability between node $i$ and other nodes in community $c$, and $p_{c}^{out}$ is the connection probability between node $i$ and nodes outside community $c$. Let $k_i$, $k_i^{int}$ and $k_i^{ext}$ be the total degree, the internal degree and the external degree of node $i$ respectively. Let $\kappa_c$ be the total degree of nodes in community $c$, and $\kappa$ is the total degree of nodes in
the whole network. The following lemma gives the condition for $\mu_c$ to be a valid mixing parameter.

**Lemma 5.1.** For a community $c$ with a mixing parameter $\mu_c$, total node degree $\kappa$ and total internal node degree $\kappa_c$ to be well-defined, the condition on $\mu_c$ is

$$\mu_c < \frac{\kappa - \kappa_c}{\kappa}$$

**Proof.** We start with the standard definitions for $p_{\text{in}}^i$ and $p_{\text{out}}^i$ in [62]

$$p_{\text{in}}^i = \frac{k_{\text{int}}^i}{\kappa_c}$$

and

$$p_{\text{out}}^i = \frac{k_{\text{ext}}^i}{\kappa - \kappa_c},$$

The condition $p_{\text{in}}^i > p_{\text{out}}^i$ becomes

$$\frac{k_{\text{int}}^i}{\kappa_c} > \frac{k_{\text{ext}}^i}{\kappa - \kappa_c}, \quad (5.1)$$

As $\mu_c$ is the fraction of external links of node $i$, we have

$$k_{\text{int}}^i = (1 - \mu_c)k_i \quad (5.2)$$

and

$$k_{\text{ext}}^i = \mu_c k_i \quad (5.3)$$

Substituting (5.2) and (5.3) into (5.1), the condition $p_{\text{in}}^i > p_{\text{out}}^i$ is equivalent to

$$\frac{(1 - \mu_c)}{\kappa_c} > \frac{\mu_c}{\kappa - \kappa_c} \Rightarrow \mu_c < \frac{\kappa - \kappa_c}{\kappa}$$

$\square$

As shown in Lemma 5.1, a community $c$ exists only if the mixing fraction $\mu_c$ is smaller than the ratio between the total degree of nodes outside the community and the total degree of nodes in the network. This ratio is also the maximum value that can be assigned to the mixing fraction $\mu_c$. As different communities may have different $\kappa_c$, they will have different upper-bound on $\mu_c$. For the sake of simplicity, in our generalized benchmark, we use the same maximum valid value $\mu_{max}$ for the mixing fractions of every community in the network, which is defined
as
\[ \mu_{\text{max}} = \frac{\kappa - \kappa_{\text{max}}}{\kappa}, \]
where \( \kappa_{\text{max}} \) is the largest total degree of nodes in a community in the network.

**Condition 3. (Non-negative Mixing Fraction)** The mixing fractions \( \mu_c > 0 \) for all communities \( c \) is to ensure the connectivity of the communities. This is a trivial condition but is crucial for generating a valid network. In our generalized benchmark, we use a common lower bound \( \mu_{\text{min}} = 0.025 \) for all communities.

Combining conditions 1, 2, and 3, the mixing fractions of communities in the network are generated from a uniform distribution in the range \([\max(\mu_{\text{min}}, \mu - \Delta_{\mu}), \min(\mu_{\text{max}}, \mu + \Delta_{\mu})]\) with the average \( \mu \) of the mixing fractions. Our generalized benchmark takes an additional parameter \( \Delta_{\mu} \), named mixing heterogeneity parameter, in addition to those in Table 5.1.

The steps to generate benchmark networks with heterogeneous community mixing fractions are summarized in Algorithm 15. The main differences between Algorithm 14 and Algorithm 15 are in steps 3 and 4 where different community mixing fractions are introduced.

**Algorithm 15** Steps in our GLFR algorithm to generate benchmark networks with heterogeneous community mixing fractions

1: Generate \( N \) nodes and, for each node, determine the node degree from the three parameters \( k, k_{\text{max}} \) and \( \gamma \).
2: Generate the communities using \( s_{\text{min}}, s_{\text{max}} \) and \( \beta \).
3: For each community \( c \), determine the mixing parameter \( \mu_c \) from a uniform distribution on the support \([\max(\mu_{\text{min}}, \mu - \Delta_{\mu}), \min(\mu_{\text{max}}, \mu + \Delta_{\mu})]\) with the average \( \mu \) of the mixing parameters.
4: For each node in community \( c \), determine the numbers of internal links and external links from \( \mu_c \).
5: Generate links connecting nodes in the same communities to match the numbers of internal links of nodes determined in step 4.
6: Generate links connecting nodes in different communities to match the numbers of external links of nodes determined in step 4.

The proposed benchmark GLFR allows us to control the heterogeneity of the mixing fractions of communities by the parameter \( \Delta_{\mu} \). For \( \Delta_{\mu} = 0 \), all the mixing fractions of communities are fixed by \( \mu \) and the generated graphs are the same as the ones produced by the LFR benchmark. The greater \( \Delta_{\mu} \), the more diverse the mixing fractions of communities. The ambiguity of community structure is controlled mainly by the parameter \( \mu \). A network with a larger \( \mu \) generally has more links, on average, between communities than with a smaller \( \mu \), and therefore,
the built-in communities with a larger $\mu$ are often harder to detect than with a smaller $\mu$.

Figure 5.2 illustrates the distribution of the mixing fractions of communities in networks with $N = 1000$ and $\mu = 0.5$ for different $\Delta \mu$. We observe that our extension to the LFR benchmark generates a rich heterogeneity among the community mixing fractions. The fraction of external links of every node in a community is expected to be assigned the mixing fraction of the community. However, since the number of the possible values of the fraction of external links of a node is limited and dependent on the node degree, the fraction of external links of a node

**Figure 5.2:** Distribution of the mixing fractions of communities in networks with $N = 1000$ and $\mu = 0.5$.

**Figure 5.3:** Distribution of the fractions of external links of nodes in networks with $N = 1000$ and $\mu = 0.5$. 
is assigned the possible value closest to the mixing fraction of its associated community. The distribution of the fractions of external links of nodes in networks with $N = 1000$ and $\mu = 0.5$ is demonstrated in Figure 5.3. Again we observe a large variety of fractions of external links among the nodes. Note that the original LFR benchmark provides only a single mixing value and corresponds to the case where $\Delta \mu = 0$ in our generalized LFR model. Figure 5.4 shows a realization of the GLFR benchmark with heterogeneous community mixing fractions.

5.2.2 Incorporating outliers

In this section, we extend our proposed benchmark GLFR to incorporate the presence of outliers. We introduce a new network parameter $n_s$ to control the number of outliers in the network. The network size, in term of the total number of nodes in the network, is, therefore, the sum of the number $N$ of nodes in communities and the number $n_s$ of outliers. Each outlier has a fraction $\mu_s$ of links to nodes in communities and a fraction $1 - \mu_s$ of links to other outliers.
Edges in the networks are randomly created by the stub-pairing method, or the configuration model [85], to match the numbers of internal links and external links of nodes in communities and the numbers of internal links and external links outliers. Internal links and external links of outliers are defined with respect to the group of the outliers. The following requirements need to be satisfied to ensure random connections among outliers and between outliers and the rest of the network.

**Condition 4. (Random connections)** The connection probability, $p_i^{in}$, between outlier $i$ and other outliers is equal to the connection probability, $p_i^{out}$, between the outlier and nodes in communities. Let $\kappa_s$ be the total degree of outliers in the network and $\kappa$ be sum of the total degree of nodes in communities and the total degree of outliers in the network. The condition $p_i^{in} = p_i^{out}$ is satisfied for

$$\mu_s = \frac{\kappa - \kappa_s}{\kappa}.$$  \hspace{1cm} (5.4)

The proof that $p_i^{in} = p_i^{out}$ for the value of $\mu_s$ given by Equation 5.4 is similar to the proof of Lemma 5.1.

**Condition 5. (Internal and external degrees of outliers)** The total external degree of nodes in communities must not be smaller than the total external degree of outliers, that is

$$\sum_c \mu_c \kappa_c \geq \mu_s \kappa_s,$$

where $c$ is a community in the network, $\mu_c$ is the mixing fraction, or the fractions of external links, of community $c$ and $\kappa_c$ is the total degree of nodes in community $c$.

This condition is to guarantee that condition 4 can be satisfied so that all external links of outliers are connected to nodes in communities.

The proposed benchmark GLFR has an additional parameter $n_s$, to those existing in the benchmark, which controls the number of outliers in the network. The GLFR benchmark, therefore, allows evaluating the performance of community detection algorithm as a function of the number of outliers. When $n_s$ is set to 0, the generated networks consist of only nodes in communities.

The steps to generate networks with heterogeneous community mixing fractions and outliers are summarized in Algorithm 16. The main difference between Algorithm 16 and Algorithm 15 is in steps 1, 5, and 7 where outliers are introduced. Figure 5.5 shows a realization of the GLFR benchmark with outliers.
**Algorithm 16** Steps in our GLFR algorithm to generate benchmark networks with community mixing heterogeneity and outliers

1: Generate $N + n_s$ nodes and, for each node, determine the node degree from the three parameters $k_\bar{\gamma}$, $k_{\text{max}}$ and $\gamma$.

2: Generate the communities for $N$ nodes (randomly selected) using $s_{\text{min}}$, $s_{\text{max}}$ and $\beta$.

3: For each community $c$, determine the mixing parameter $\mu_c$ from a uniform distribution on the support $[\max(\mu_{\text{min}}, \mu - \Delta \mu), \min(\mu_{\text{max}}, \mu + \Delta \mu)]$ with the average $\bar{\mu}$ of the mixing parameters.

4: For each node in community $c$, determine the numbers of internal links and external links from $\mu_c$.

5: For each node that has not been assigned into any community, determine the numbers of internal links and external links, with respect to the group of these nodes, using the equation (5.4).

6: Generate links connecting nodes in the same communities to match the numbers of internal links of the nodes determined in step 4.

7: Generate links connecting nodes without community membership to match the numbers of internal links of the nodes determined in step 5.

8: Generate links connecting nodes in the network to match the numbers of external links of nodes determined in steps 4 and 5.

---

**Figure 5.5:** (Color online) A realization of the GLFR benchmark, with $N = 128$, $k_\bar{\gamma} = 16$, $k_{\text{max}} = 32$, $\mu = 0.1$, $\Delta \mu = 0$, and $n_s = 10$. The network consists of five communities (in different colors) and ten outliers (in white color).
5.3 Extending GLFR to overlapping communities

Real networks may have overlapping communities [96], with nodes belonging to more than one community at a time. This feature of real networks has been introduced in the LFR benchmark [61]. However, so far, we have not explained how to allow nodes to have multiple community memberships in our GLFR benchmark. In this section, we extend our GLFR benchmark to overlapping communities as follows.

We generate communities with overlapping nodes using a procedure as in the LFR benchmark [61]. We first assign the numbers of community memberships for \( N \) nodes. The number of overlapping nodes is determined by parameter \( o_n \), with \( o_n \leq N \). For simplicity, we assume that overlapping nodes have the same number, which is determined by parameter \( o_m \), of community memberships. Community sizes are randomly generated to satisfy the constraint that the sum of the community sizes must equal the sum of the numbers of community memberships of nodes, that is

\[
\sum_{i=1}^{n_c} s_{c_i} = o_n \ast o_m + N - o_n,
\]

where \( n_c \) is the number of communities to be generated and \( s_{c_i} \) is the size of community \( c_i \). Nodes are then assigned to communities using the configuration model [85] as follows. Each non-overlapping node is attached with a stub and each overlapping node is attached with a number \( o_m \) of stubs. Each community is attached with a number \( s_{c_i} \) of stubs. Nodes are connected to communities by randomly pairing stubs of nodes and stubs of communities. A node is assigned into a community if a stub of the node and a stub of the community are paired together. After all stubs of nodes and communities are paired, a link rewriting procedure is performed to avoid multiple links between a node and a community [61].

Since overlapping nodes are assigned into multiple communities, we need to determine the numbers of internal links and external links of these nodes. The numbers of internal links and external links of each overlapping node are defined from all the mixing fractions of its associated communities. Let \( i \) be an overlapping node and \( \{c_1, c_2, \ldots, c_{m_i}\} \) be the set of communities associated with node \( i \), where \( m_i \) is the number of the associated communities. Let \( k_i \) be the degree of node \( i \) and \( \kappa_{c_j} \) be the total degree of community \( c_j \). The number of links (including internal links
and external links) that node $i$ shares with community $c_i$ is chosen to be

$$k_i(c_j) = \frac{\kappa_{c_j}}{\sum_{l=1}^{m_i} \kappa_{c_l}} k_i.$$  

Since each community has a different mixing fraction, the number of external links that node $i$ shares with community $c_j$ is

$$k_{ext}^i(c_j) = \mu_{c_j} k_i(c_j),$$

where $\mu_{c_j}$ is the mixing fraction of community $c_j$.

We can rewrite $k_{ext}^i(c_j)$ as

$$k_{ext}^i(c_j) = \frac{\mu_{c_j} \kappa_{c_j}}{\sum_{l=1}^{m_i} \kappa_{c_l}} k_i.$$ 

Therefore, the total number of external links of node $i$ is

$$k_{ext}^i = \frac{\sum_{l=1}^{m_i} \mu_{c_l} \kappa_{c_l}}{\sum_{l=1}^{m_i} \kappa_{c_l}} k_i. \quad (5.5)$$

The number of internal links that node $i$ shares with community $c_j$ is

$$k_{int}^i(c_j) = k_i(c_j) - k_{ext}^i(c_j),$$

, or equivalently,

$$k_{int}^i(c_j) = \frac{(1 - \mu_{c_j}) \kappa_{c_j}}{\sum_{l=1}^{m_i} \kappa_{c_l}} k_i. \quad (5.6)$$

As now we have determined the number of external links of each overlapping node and the numbers of internal links that each node shares with its associated communities, we need to modify the construction process of GLFR to match the numbers of internal links and external links of the nodes. This involves steps 4 and 5 of the construction process of the LFR benchmark. Step 4 is to generate links among nodes in the same communities. This step is equivalent to generating links for sub-networks with one sub-network for each community. The degree of nodes in each sub-network are the internal degrees of the nodes that are assigned for the corresponding community, calculated from Equation (5.6). Step 5 is to generate
links among nodes in different communities. This step is equivalent to generating a new network of \( N \) nodes with the degrees of the nodes being the external degrees of nodes in the generating networks, calculated from Equation (5.5).

**Table 5.2:** Network parameters of the GLFR benchmark.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>( \bar{k} )</td>
<td>Average degree of nodes</td>
</tr>
<tr>
<td>( k_{\text{max}} )</td>
<td>Maximum degree of nodes</td>
</tr>
<tr>
<td>( s_{\text{min}} )</td>
<td>Minimum size of communities</td>
</tr>
<tr>
<td>( s_{\text{max}} )</td>
<td>Maximum size of communities</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Power-law exponent for node degree sequence</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Power-law exponent for community size sequence</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Average mixing parameter</td>
</tr>
<tr>
<td>( \Delta \mu )</td>
<td>Community mixing heterogeneity parameter</td>
</tr>
<tr>
<td>( n_s )</td>
<td>Number of outliers</td>
</tr>
<tr>
<td>( o_n )</td>
<td>Number of overlapping nodes</td>
</tr>
<tr>
<td>( o_m )</td>
<td>Number of communities associated with each overlapping node</td>
</tr>
</tbody>
</table>

**Algorithm 17** Steps in our GLFR algorithm to generate overlapping benchmark networks with heterogeneous community mixing fractions and outliers

1: Generate \( N + n_s \) nodes and, for each node, determine the node degree from the three parameters \( \bar{k}, k_{\text{max}}, \gamma \).
2: Determine the numbers of community memberships for \( N \) nodes from the two parameters \( o_n \) and \( o_m \).
3: Generate the communities for \( N \) nodes (randomly selected) to match the number of community memberships of each node using \( s_{\text{min}}, s_{\text{max}}, \beta \).
4: For each community \( c \), determine the mixing parameter \( \mu_c \) from a uniform distribution on the support \([\max(\mu_{\text{min}}, \mu - \Delta \mu), \min(\mu_{\text{max}}, \mu + \Delta \mu)]\) with the average \( \mu \) of the mixing parameters.
5: For each node in community \( c \), determine the numbers of internal links, with respect to the community, using the equation (5.6) and external links using the equation (5.5).
6: For each node that has not been assigned into any community, determine the numbers of internal links and external links, with respect to the group of these nodes, using the equation (5.4).
7: Generate links connecting nodes in the same communities to match the numbers of internal links of the nodes determined in step 5.
8: Generate links connecting nodes without community membership to match the numbers of internal links of the nodes determined in step 6.
9: Generate links connecting nodes in the network to match the numbers of external links of nodes determined in steps 5 and 6.
The steps of the GLFR algorithm to generate networks with heterogeneous community mixing fractions, outliers, and overlapping communities are summarized in Algorithm 17. The main differences between Algorithm 17 and Algorithm 16 are in steps 2, 3, and 5 where overlapping nodes are involved. The network parameters of the GLFR benchmark are summarized in Table 5.2.

5.4 Computational complexity

Figure 5.6: (Color online) Running time of the GLFR algorithm for different $\Delta_\mu$ (a) and for different $n_s$ (b) as a function of the number of nodes $N$. The mixing parameter $\mu$ is set equal to 0.5.
The computational complexity of the GLFR algorithm is mainly calculated from steps 7, 8, and 9 in Algorithm 17 where links between nodes are created. In these steps, the links are created using the configuration model which takes a linear running time as in the LFR benchmark [61]. The steps of generating heterogeneous community mixing fractions and outliers in the GLFR algorithm does not introduce more complexity into the algorithm. The complexity of the GLFR algorithm is, therefore, $O(m)$ with $m$ being the number of links in the networks [61]. Figure 5.6 demonstrates the running time of the GLFR algorithm which scales linearly with the number of nodes in the network, or interchangeably the number of links for sparse networks.

5.5 Summary

In this chapter, we proposed a new benchmark for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers. Our proposed benchmark extends the state-of-the-art benchmark LFR [65, 61] by incorporating the heterogeneity in community mixing fractions and the presence of outliers.

Our proposed benchmark generates a network by performing a sequence of nine construction steps. The first six steps of the construction algorithm are to determine the properties of nodes and communities from network parameters. While the LFR benchmark assigns the same mixing fraction to every community in the network, our proposed benchmark assigns different mixing fractions to different communities. Furthermore, while the LFR benchmark assigns each node to at least a community, our proposed benchmark allows generating outliers which have no community membership. We determined five conditions on community mixing fractions and outliers to guarantee the validity of the community structure. The last three steps of the construction algorithm are to generate links between nodes in the same communities, links between outliers, and links between nodes in different communities and outliers by the configuration model [85]. The proposed benchmark has two additional network parameters, to those existing in the LFR benchmark, to control the variation in community mixing fractions and the number of outliers. The new benchmark therefore allows evaluating the performance of community detection algorithms as a function of the heterogeneity among community mixing fractions and the number of outliers.
It should be noted, however, our model basically follows the Stochastic Block Model (SBM) [47] which involves dividing nodes into blocks, or groups, and using an independent stochastic link formation process to construct the network. The network construction process, therefore, cannot closely resemble the complex generative process of real networks and the synthetic networks lacks many features of the real ones. Some of these missing features include the presence of motifs, or link patterns that frequently occur in networks [84], high network transitivity [17], the correlations of node degrees [11], and the hierarchical structure of (possible) overlapping communities [2]. Furthermore, our proposed benchmark assumes that the mixing fractions of communities follow a uniform distribution which may not always hold for a wide range of real networks. Our proposed benchmark also assumes that communities in a network to be static over time while real networks change over time through the addition or deletion of nodes and links [11].

The lack of the realistic characteristics in our model may neglect the challenges that community detection algorithms need to overcome on real networks. The detection algorithms, therefore, can easily recover communities in synthetic networks but hardly find communities in real ones. This is partially demonstrated by the strong disagreements between the communities identified by the detection algorithms and the communities observed by node information, or meta-data, in many real networks [97]. However, note that these strong disagreements may also be due to incorrect data handling [97]. As evaluating the reliability of observed communities, or ground-truths, in real networks is difficult, incorporating more realistic properties of real networks into benchmarks could make the tests of community detection algorithms more reliable. A possible way for doing this is to replace the employed SBM model by other more realistic models such as the hierarchical network model [104], the growing network model [52], or the BA model [95].
Chapter 6

Experimental Analysis

This chapter presents our experimental analysis to quantify the effects of the variation in community mixing fractions and outliers on the performances of community detection algorithms. This chapter also provides our quantitative analysis to compare the evaluation of the detection algorithms on the proposed benchmark GLFR presented in the previous chapter, with heterogeneous community mixing fractions and outliers, and the evaluation of the algorithms on the state-of-the-art benchmark LFR [65, 61], with homogeneous community mixing fractions and without outliers, with respect to reflecting the performances of the algorithms on real networks. Parts of the results in this chapter have been published in [69].

6.1 Experiment setting

The experiment setting is as follows. We evaluate the following community detection algorithms on the LFR benchmark and our GLFR benchmark: the label propagation algorithm (LPA) [102], the modularity-specialized label propagation algorithm (LPAm) [12], Fastgreedy [22, 119], the Louvain method [15], Infomap [108], and Walktrap [98]. We use two different network sizes, $N = 1000$ and $N = 5000$, to generate synthetic networks of small and large sizes respectively. The other network parameters include the average degree of nodes $\bar{k}$, the maximum degree of nodes $k_{\text{max}}$, the minimum community size $s_{\text{min}}$, the maximum community size $s_{\text{max}}$, the exponents $\gamma$ and $\beta$ are set as follows: $\bar{k} = 20$, $k_{\text{max}} = 50$, $s_{\text{min}} = 20$, $s_{\text{max}} = 100$, $\gamma = -2$ and $\beta = -2$. The performance, in term of detection accuracy, of the tested algorithms are measured by the Normalized Mutual
Information (NMI) [29], a measure of the similarity between two partitions of a network based on information theory.

6.2 Effects of the variation in community mixing fractions and outliers on community detection methods

6.2.1 Variation in community mixing fractions

To quantify the impact of the variation in community mixing fractions on the performances of the tested algorithms, we set the parameter $\Delta \mu$ of the GLFR benchmark to 0.3.

Figure 6.1 and Figure 6.2 show the performances of the tested methods on the LFR benchmark and the GLFR benchmark with $\Delta \mu = 0.3$ for $N = 1000$ and $N = 5000$ respectively, as functions of $\mu$. The performances of the original Fastgreedy algorithm [22], the Louvain method, and Infomap on the LFR benchmark have previously been reported in [62]. As can be seen from the figures, the performances of the tested methods change in different ways as the mixing fraction varies among communities. For example, as detailed in Table 6.1, the performance of LPAm on networks with $N = 1000$ and $\mu = 0.6$ decreases significantly from 0.94 on the LFR benchmark to 0.65 on the GLFR benchmark while the performance of Walktrap decreases less significantly from 0.88 to 0.74. The performance of the Louvain method on networks with $N = 5000$ and $\mu = 0.5$ declines from 0.92 on LFR to 0.84 on GLFR while the performance of LPA drops more rapidly from 1.0 to 0.69, as detailed in Table 6.2.

LPAm and Walktrap exchange their relative orders in which the methods are ranked based on their performances between the LFR benchmark and the GLFR benchmark for $N = 1000$ and $\mu = 0.6$. The Louvain method and LPA swap their relative performance ranking orders between the benchmarks for $N = 5000$ and $\mu = 0.5$. The exchange in the relative performance ranking orders of the methods could affect the decision to select a particular detecting algorithm because an algorithm with higher performance is more likely to be selected to detect communities than an algorithm with lower performance.
To explain the change in the relative performance ranking orders of the tested methods, we plot in Figure 6.3 the performances of LPAm and Walktrap on the GLFR benchmark with $N = 1000$ as functions of $\mu$ and $\Delta_\mu$. As can be seen from the figure, the performance of LPAm on the networks with $N = 1000$ and $\mu = 0.6$, where the dashed line is plotted, falls more rapidly than the performance of Walktrap does as $\Delta_\mu$ increases. This is due to the reason that LPAm is more sensitive to community mixing fractions greater than 0.6 than Walktrap. Since LPAm merges nodes into communities to greedily improve network modularity, this algorithm easily gets stuck in a poor local maximum for the large values of

Figure 6.1: (Color online) Performances of the tested methods on the LFR benchmark (A) and the GLFR benchmark with $\Delta_\mu = 0.3$ (B) for $N = 1000$. Each data point is the average over 100 network realizations.

Figure 6.2: (Color online) Performances of the tested methods on the LFR benchmark (A) and the GLFR benchmark with $\Delta_\mu = 0.3$ (B) for $N = 5000$. Each data point is the average over 100 network realizations.
Table 6.1: Performances (NMI) of the tested methods on the LFR benchmark and the GLFR benchmark with $\Delta \mu = 0.3$ for $N = 1000$, $\mu = 0.5$ and $\mu = 0.6$

<table>
<thead>
<tr>
<th>Method</th>
<th>$N = 1000, \mu = 0.5$</th>
<th>$N = 1000, \mu = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LFR</td>
<td>GLFR, $\Delta \mu = 0.3$</td>
</tr>
<tr>
<td>LPAm</td>
<td>0.99</td>
<td>0.82</td>
</tr>
<tr>
<td>Walktrap</td>
<td>1.00</td>
<td>0.85</td>
</tr>
<tr>
<td>Louvain</td>
<td>0.99</td>
<td>0.81</td>
</tr>
<tr>
<td>Infomap</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td>LPA</td>
<td>0.87</td>
<td>0.68</td>
</tr>
<tr>
<td>Fastgreedy</td>
<td>0.59</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 6.2: Performances (NMI) of the tested methods on the LFR benchmark and the GLFR benchmark with $\Delta \mu = 0.3$ for $N = 5000$, $\mu = 0.5$ and $\mu = 0.6$

<table>
<thead>
<tr>
<th>Method</th>
<th>$N = 5000, \mu = 0.5$</th>
<th>$N = 5000, \mu = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LFR</td>
<td>GLFR, $\Delta \mu = 0.3$</td>
</tr>
<tr>
<td>LPAm</td>
<td>0.99</td>
<td>0.92</td>
</tr>
<tr>
<td>Walktrap</td>
<td>0.99</td>
<td>0.87</td>
</tr>
<tr>
<td>Louvain</td>
<td>0.99</td>
<td>0.84</td>
</tr>
<tr>
<td>Infomap</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>LPA</td>
<td>1.00</td>
<td>0.69</td>
</tr>
<tr>
<td>Fastgreedy</td>
<td>0.58</td>
<td>0.56</td>
</tr>
</tbody>
</table>

This is the local maxima problem of LPAm as shown in [75, 68]. Whereas, Walktrap is less affected by the local maxima problem since this algorithm iteratively merges nodes into communities based on the structural similarities among nodes and chooses the network partition with the highest modularity value obtained during the community merging process as the community structure. Recall that LFR is a specific realization of GLFR with $\Delta \mu = 0$. This explains why LPAm and Walktrap exchange their relative performance ranking orders between the benchmarks for $N = 1000$ and $\mu = 0.6$. The exchange of the relative performance ranking orders of the Louvain method and LPA between the benchmarks appears to result from the different sensitivities of the methods on community mixing fractions with large values.

The experimental results show that the performances of many existing community detection algorithms respond asymmetrically to the variation in community mixing fractions. The heterogeneity of community mixing fractions can also re-rank
the relative performance orders of the methods. As the mixing fractions of communities in real networks are likely more heterogeneous than homogeneous, it is important to perform the heterogeneous community mixing tests on benchmarks in order to comprehensively compare community detection methods.

6.2.2 Outliers

To quantify the impacts of outliers on the performances of the detection algorithms, we set the number $n_s$ of outliers in the GLFR benchmark to 30% of the number $N$ of nodes in communities, which means $n_s = 300$ for $N = 1000$ and $n_s = 1500$ for $N = 5000$. Since the tested algorithms have no feature to separate outliers from nodes in communities, the detected community division should ideally have each outlier in its own community or have all outliers grouped into a single community. Here we assume that the best community division found by the tested algorithms contains a single community of all outliers in the network. The
performances of the tested algorithms on the benchmarks are, therefore, evaluated based on the similarity between the detected community division and the planted community division in which the group of outliers forms as a pseudo-community.

Figure 6.4 and Figure 6.5 plot the performances of the evaluated algorithms on the LFR benchmark and the GLFR benchmark for $N = 1000$ and $N = 5000$ respectively, as functions of $\mu$. It is noted that the performances of the tested methods on the GLFR benchmark are not available for $\mu = 0.05$ since the validity of the community structure is not preserved for this value of $\mu$. As can be seen from the figures, the evaluation of the algorithms on the LFR benchmark, without outliers, cannot discriminate the performances of the algorithms for $\mu < 0.5$ since all the algorithms, except Fastgreedy, obtain comparable performances. Furthermore, for $\mu < 0.5$, all the algorithms almost achieve the highest possible performances and, therefore, there is no room for performance improvement. Whereas, the evaluation of the algorithms on the GLFR benchmark, with outliers, visibly separate the performances of the algorithms into different groups. Walktrap achieves the highest performance among the algorithms for $\mu < 0.5$. Infomap has the second highest performance while LPAm and the Louvain method perform worse than Infomap, as detailed in Table 6.3.

The results show that the presence of outliers degrades the performances of some algorithms, such as LPAm, more significantly than others, such as Walktrap. The effects of outliers on the performances of LPAm and Walktrap are due to the same reasons as the effects of the variation in community mixing fractions on the performances. When outliers are presented in the network, communities are highly connected to each other through outliers. Since LPAm greedily maximizes modularity to identify communities, this algorithm tends to result in a poor local maximum modularity value, as observed in [75, 68]. However, as Walktrap groups nodes into communities based on their structural similarities and outliers are highly structural similar, this algorithm tends to place outliers into a single pseudo community. Therefore, the performance of LPAm is more sensitive to outliers than the performance of Walktrap.

Furthermore, the results show that outliers reveal a potential gap, which was not found in previous work [100, 62], between the achieved performance and the highest possible performance of each algorithm. This suggests a room for potential performance improvement of the algorithms which could be implemented by taking into account the presence of outliers.
Figure 6.4: (Color online) Performances of the tested methods on the LFR benchmark (a) and the GLFR benchmark with \( n_s = 300 \) (b) for \( N = 1000 \). Each data point is the average over 100 network realizations.

Figure 6.5: (Color online) Performances of the tested methods on the LFR benchmark (a) and the GLFR benchmark with \( n_s = 1500 \) (b) for \( N = 5000 \). Each data point is the average over 100 network realizations.

As the evaluations of the algorithm with outliers and without outliers lead to different evaluation results, it is important to evaluate the algorithms with outliers to get a comprehensive view of the performances of the algorithms on real networks.
Table 6.3: Performances (NMI) of the tested methods on the LFR benchmark and the GLFR benchmark with $\mu = 0.3$ for $N = 1000$ and $N = 5000$.

<table>
<thead>
<tr>
<th>Method</th>
<th>N=1000, $\mu = 0.3$</th>
<th>N=5000, $\mu = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFR</td>
<td>GLFR, $n_s = 150$</td>
<td>GLFR, $n_s = 750$</td>
</tr>
<tr>
<td>LPAm</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Walktrap</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Louvain</td>
<td>1.0</td>
<td>0.96</td>
</tr>
<tr>
<td>Infomap</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>LPA</td>
<td>1.0</td>
<td>0.91</td>
</tr>
<tr>
<td>Fastgreedy</td>
<td>0.78</td>
<td>0.60</td>
</tr>
</tbody>
</table>

6.3 Comparisons between tests using GLFR and using LFR

In this section, we compare the goodness of the test of the detection algorithms with heterogeneous community mixing fractions and outliers, conducted on the GLFR benchmark, and the test of the algorithms with homogeneous community mixing fractions and without outliers, conducted on the LFR benchmark, with respect to reflecting the performances of the algorithms on real networks.

As there is no available metric to measure the difference between the performances of community detection algorithms on benchmarks and the performances that would be expected on real networks, we present our approach to derive a metric in order to compare the evaluation of the detection algorithms using GLFR and the evaluation of the detection algorithms using LFR. The performance of an algorithm running on a network with known communities is measured by the normalized mutual information (NMI). For synthetic network $a$ and real network $b$ with ground truth, the distance between the performance of algorithm $CD_i$ can be measured by calculating the absolute difference in the NMI scores:

$$d_{a,b}(CD_i) = |NMI(A_i, A) - NMI(B_i, B)|$$

where $A_i$ and $B_i$ are the network partitions detected by method $CD_i$ on synthetic network $a$ and real network $b$ respectively, $A$ is the planted community structure in synthetic network $a$ and $B$ is the ground truth in real network $b$.

In real networks, we do not know exactly the ground truth data to compute the $NMI(B_i, B)$ as required in $d_{a,b}$. Therefore, we use the approximate ground truth
in real networks as the reference to determine the approximate distance between the performances. The approximate ground truth in a real network with strong community structure [86], where communities are well separated, can be safely obtained by finding the optimal network partition with respect to a well-known community structure quality function such as modularity [92] or the map equation [108]. Since modularity is widely used as the objective function of many algorithms to detect communities [36], we define the approximate ground truth in a real network as the network partition with the highest modularity value found by existing community detection algorithms when applied on the real network. Therefore, the approximate distance between the performance of algorithm $CD_i$ on synthetic network $a$ and real network $b$ with approximate ground truth $\tilde{B}$ can be measured by

$$d_{a,b}(CD_i) = |NMI(A_i, A) - NMI(B_i, \tilde{B})|$$

A good evaluation of algorithm $CD_i$ on a synthetic network should produce a similar performance for the algorithm on the real network resembled by the synthetic network. The evaluation of algorithm $CD_i$, therefore, should have low $d_{a,b}(CD_i)$. As $d_{a,b}(CD_i)$ gets close to 0, the performance of algorithm $CD_i$ on the synthetic network gets approximately close to the performance on the real network. We can generalize the approximate distance for an algorithm to be the average of the approximate distances of $n$ algorithms as follows.

**Definition 7.** Let $CD_1, CD_2, \ldots, CD_n$ be $n$ community detection methods. The approximate distance between their performance on synthetic network $a$ and the performance that would be expected on real network $b$ is

$$d_{a,b}(CD_1,\ldots,CD_n) = \frac{1}{n} \sum_{i=1}^{n} |NMI(A_i, A) - NMI(B_i, \tilde{B})|$$

where $A_i$ and $B_i$ are the network partitions detected by method $CD_i$ on synthetic network $a$ and real network $b$ respectively, $A$ is the planted community structure in synthetic network $a$ and $\tilde{B}$ is the approximate ground truth in real network $b$.

Using our proposed metric $d_{a,b}$, we compare the evaluation of the detection algorithms on the LFR benchmark and the evaluation of the detection algorithms on the GLFR benchmark. The performances of these algorithms on several commonly studied real networks are used as the references to calculate $d_{a,b}$. The real networks include the *C.elegans* metabolic network (*C.elegans*) [50], the University email network (E-mail) [46], the Jazz musicians network (Jazz) [41] and the Pretty
Good Privacy web of trust social network network (PGP) [18]. For the \textit{C.elegans} metabolic network, the University email network, and the Jazz musicians network, we calculate $\tilde{d}_{a,b}$ using the performances of the tested algorithms on the synthetic networks with $N = 1000$ since these real networks are of small sizes with respect to the number of nodes (approximately 1000 nodes or less). For the PGP network, we calculate $\tilde{d}_{a,b}$ using the performances of the tested algorithms on the synthetic networks with $N = 5000$ because this real network is of large size with regard to the number of nodes (approximately 5000 nodes or more). The approximate ground-truth community structure in the real networks we choose to be the network partition with the highest modularity value detected by the advanced modularity-specialized label propagation algorithm (LPAm+) [75] since this algorithm has the best performance with respect to network modularity among existing community detection algorithms as reported in [75, 68]. The network sizes and the highest modularity found by LPAm+ in the real networks are listed in Table 6.4.

<table>
<thead>
<tr>
<th>Network</th>
<th>$n$</th>
<th>$m$</th>
<th>$Q_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jazz</td>
<td>198</td>
<td>2742</td>
<td>0.445</td>
</tr>
<tr>
<td>\textit{C.elegans}</td>
<td>453</td>
<td>2025</td>
<td>0.451</td>
</tr>
<tr>
<td>E-mail</td>
<td>1133</td>
<td>5451</td>
<td>0.582</td>
</tr>
<tr>
<td>PGP</td>
<td>10680</td>
<td>24316</td>
<td>0.885</td>
</tr>
</tbody>
</table>

### 6.3.1 Heterogeneous community mixing versus homogeneous community mixing tests

Figure 6.6 shows the values of $\tilde{d}_{a,b}$ of the evaluation of the detection algorithms on the LFR benchmark and the evaluation on the GLFR benchmark with $\Delta_{\mu}$ ranging from 0.1 to 0.3 as functions of $\mu$. According to the figure, the more the variation in community mixing fractions, the smaller the value of $\tilde{d}_{a,b}$ obtained by the evaluation on the GLFR benchmark, for $\mu$ from about 0.3 to 0.7. The smallest value of $\tilde{d}_{a,b}$ of the evaluation on the GLFR benchmark is lower than the smallest value of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark for all the real networks, as detailed in Table 6.5. For example, the smallest value of $\tilde{d}_{a,b}$ of the evaluation on the GLFR benchmark for the Jazz network is approximately 0.12 for $\mu = 0.50$ and $\Delta_{\mu} = 0.3$ while the smallest value of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark is approximately 0.21 for $\mu = 0.3$. The smallest value of $\tilde{d}_{a,b}$ of the evaluation on
Figure 6.6: (Color online) Values of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark and the evaluation on the GLFR benchmark with heterogeneous community mixing fractions for four commonly studied real networks.
Table 6.5: The smallest values of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark and the evaluation on the GLFR benchmark with corresponding values of $\mu$ and $\Delta\mu$.

<table>
<thead>
<tr>
<th>Network</th>
<th>LFR smallest $\tilde{d}_{a,b}$</th>
<th>LFR $\mu$</th>
<th>GLFR smallest $\tilde{d}_{a,b}$</th>
<th>GLFR $\mu$</th>
<th>GLFR $\Delta\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jazz</td>
<td>0.21</td>
<td>0.30</td>
<td>0.12</td>
<td>0.50</td>
<td>0.3</td>
</tr>
<tr>
<td>C.elegans</td>
<td>0.20</td>
<td>0.65</td>
<td>0.09</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td>E-mail</td>
<td>0.21</td>
<td>0.65</td>
<td>0.06</td>
<td>0.60</td>
<td>0.3</td>
</tr>
<tr>
<td>PGP</td>
<td>0.20</td>
<td>0.65</td>
<td>0.16</td>
<td>0.50</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The results clearly show that the evaluation of the detection methods on the GLFR benchmark, with heterogeneous community mixing fractions, better reflects the performances that would be expected on real networks than the evaluation of the algorithms on the LFR benchmark, with homogeneous community mixing fractions.

6.3.2 Tests with outliers versus without outliers

Figure 6.7 shows the values of $\tilde{d}_{a,b}$ of the evaluation of the detection algorithms on the LFR benchmark and the evaluation of the detection algorithms on the GLFR benchmark with $n_s$ ranging from 5% to 15% of $N$ as functions of $\mu$. As can be seen from the figure, the evaluation on the GLFR benchmark networks generally produces a smaller value of $\tilde{d}_{a,b}$ than the evaluation on the LFR benchmark networks, with the same network parameter values. The larger the number of outliers, the smaller the value of $\tilde{d}_{a,b}$ that is given by the evaluation on the GLFR benchmark networks, except for $\mu > 0.6$. The smallest value of $\tilde{d}_{a,b}$ of the test on the GLFR benchmark is lower than the smallest value of $\tilde{d}_{a,b}$ of the test on the LFR benchmark for all the real networks, as detailed in Table 6.6. For instance, the test on the GLFR benchmark for the Jazz network produces the smallest value of $\tilde{d}_{a,b}$ of approximately 0.13 for $\mu = 0.15$ and $n_s = 150$ while the test on the LFR benchmark produces the smallest value of $\tilde{d}_{a,b}$ of approximately 0.21 for $\mu = 0.30$. The smallest value of $\tilde{d}_{a,b}$ achieved by the test on the GLFR benchmark for the C.elegans network is approximately 0.16 for $\mu = 0.65$ and $n_s = 150$ while the
Figure 6.7: (Color online) Values of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark and the evaluation on the GLFR benchmark with outliers for four commonly studied real networks.
Table 6.6: The smallest values of $\tilde{d}_{a,b}$ of the evaluation on the LFR benchmark and the evaluation on the GLFR benchmark with corresponding values of $\mu$ and $n_s$.

<table>
<thead>
<tr>
<th>Network</th>
<th>LFR</th>
<th>GLFR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>smallest $\tilde{d}_{a,b}$</td>
<td>smallest $\tilde{d}_{a,b}$</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.21</td>
<td>0.20</td>
</tr>
<tr>
<td>C.elegans</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>E-mail</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>PGP</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>

The smallest value of $\tilde{d}_{a,b}$ achieved by the test on the LFR benchmark is about 0.20 for $\mu = 0.65$.

The results indicate that the tests of the detection algorithms on the GLFR benchmark, with outliers, more closely resemble the performances that would be achieved on real networks than the tests on the LFR benchmark, without outliers.

6.4 Summary

In this chapter, we first evaluated existing community detection algorithms on our proposed benchmark to quantify the effects of the variation in community mixing fractions and outliers on the performances of the detection algorithms. The evaluated algorithms include LPA [102], LPAm [12], Fastgreedy [22, 119], the Louvain method [15], Infomap [108], and Walktrap [98]. We found that that the variation in community mixing fractions changes the performances of different detection algorithms in different ways that exchange the performance ranking orders of some detection algorithms. We also found that the evaluation of the detection algorithms with outliers better discriminates the performances of the detection algorithms than the evaluation of the algorithms without outliers. The presence of outliers in networks poses more difficult performance tests to the detection algorithms that reveals a gap between the achieved performance and the highest possible performance of the detection algorithms.

We then compare the evaluation of the detection algorithms on our proposed benchmark and the evaluation of the algorithms on the LFR benchmark, with respect to reflecting the performances of the algorithms on real networks. We proposed a metric, named $\tilde{d}_{a,b}$, that measures the approximate distance between the
performances of the detection algorithms on a benchmark network and the performances that would be expected a real network. The closer to 0 the value of $\tilde{d}_{a,b}$, the closer the performances of the detection algorithms on the synthetic network and the performances of the algorithms on the real network. In our comparisons, the value of $\tilde{d}_{a,b}$ is calculated for four commonly studied real networks, including the *C.elegans* network [50], the E-mail network [46], the Jazz [41] and the PGP network [18]. The results show that the smallest value of $\tilde{d}_{a,b}$ of the evaluation of the detection algorithms with heterogeneous community mixing fractions is lower than that of the evaluation of the detection algorithms with homogeneous community mixing fractions for all the real networks. The results also show that the smallest value of $\tilde{d}_{a,b}$ of the evaluation of the detection algorithms with outliers is lower than that of the evaluation of the detection algorithms without outliers for all the real networks.
Chapter 7

Conclusions

In this thesis, we presented two major contributions towards community detection, one for detecting communities using modularity optimization and one for evaluating community detection algorithms. Firstly, we proposed a new algorithm for maximizing modularity to identify communities in networks with weak community structure. Secondly, we proposed a new benchmark for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers. The results from this thesis have been published in two peer-reviewed conference papers [68, 69]. We also currently have one manuscript accepted for publication and another one under revision for quality international journals. Below, we summarize our main contributions and suggest directions for future research in community detection.

7.1 Summary of the contributions

Modularity optimization in networks with weak community structure

We proposed a new modularity optimization algorithm, called meta-LPAm+, which is based on the state-of-the-art algorithm LPAm+ [75]. Our proposed algorithm basically consists of three iterative steps with the first and third steps derived from the LPAm+ algorithm, as summarized in Algorithm 12 and Algorithm 13. The first step of the proposed algorithm propagates labels of nodes over the network following a greedy search strategy to maximize modularity. The second step of the proposed algorithm propagates node labels following a guided search strategy to avoid local maxima reached by the first step. The guided search
strategy employed by the second step is inspired by the record-to-record travel algorithm [34] for a balance between performance and running time. The third step of our proposed algorithm merges communities resulting from the second step to further improve modularity.

Our proposed algorithm outperforms state-of-the-art algorithms, in term of modularity, on networks with weak community structure, where communities have more inter-community connections than intra-community connections, while preserving a comparable performance on networks with strong community structure, where communities have more intra-community connections than inter-community connections, as shown in Table 4.2 to Table 4.9. The proposed algorithm performs best compared with state-of-the-art algorithms, in term of detection accuracy, on synthetic networks of small size, as shown in Figure 4.1 and Figure 4.2. However, as the network size increases, the proposed algorithm performs worse compared with three other algorithms including LPAm [12], Walktrap [98], and Infomap [108], as shown in Figure 4.3. Therefore, the proposed algorithm serves as an effective complement to existing detection algorithms to identify communities in networks. The implementation of the proposed algorithm can be freely downloaded at https://github.com/badungle/meta-LPAm_plus.

A benchmark for evaluating community detection algorithms with heterogeneous community mixing fractions and outliers

We proposed a new benchmark, called GLFR, that extends the state-of-the-art benchmark LFR [65, 61] by incorporating the heterogeneity of community mixing fractions and the presence of outliers. Our proposed benchmark generates a network with community structure following a sequence of nine construction steps, as summarized in Algorithm 17. The first six steps of the construction algorithm are to determine properties for nodes, outliers, and communities in the network from parameters. Different from the LFR benchmark, which assigns the same fraction of inter-community links, or mixing fraction, to every community in the network and eliminates outliers, our proposed benchmark assigns different mixing fractions to different communities and introduces outliers to the network. The variation in community mixing fractions and the number of outliers are controlled by two additional parameters, to those exist in the LFR benchmark. The validity of the community structure is guaranteed by five additional conditions on the mixing fractions of communities and outliers. The last three steps of the construction algorithm are to generate links among nodes in the same communities, links
among outliers, and links among nodes in different communities and outliers in
the network.

We evaluated existing community detection algorithms on our proposed bench-
mark GLFR. The results show that the variation in community mixing fractions
and the presence of outliers changes the performances of the detection algorithms
in different ways, for example, decreasing the performances of some algorithms
more significantly than other algorithms, as illustrated in Figure 6.1, Figure 6.2,
Figure 6.4, and Figure 6.5. This distorts the evaluation results and gives different
impressions of the performances of the algorithms on real networks. Therefore,
it is important to evaluate the algorithms with heterogeneous community mixing
fractions and outliers for a comprehensive understanding of the performances of
the algorithms on real networks. Our new benchmark is suitable for this purpose
as it provides parameters to control the heterogeneity among community mixing
fractions and the number of outliers.

Moreover, we performed a comparative analysis between the evaluation of the
detection algorithms with heterogeneous community mixing fractions and out-
liers and the evaluation of the algorithms with homogeneous community mixing
fractions and without outliers, with respect to reflecting the performances of the
algorithms on several commonly studied real networks. The comparisons are made
based on our proposed metric, denoted as $\tilde{d}_{a,b}$, that measures the difference be-
tween the performances of the detection algorithms on a synthetic network and
the performances that would be expected on a real network. The results show that
the evaluation of the detection algorithms with heterogeneous community mixing
fractions better reflects the performances of the algorithms on these real networks
than the evaluation of the algorithms with homogeneous community mixing frac-
tions, as indicated in Table 6.5. The results also show that the evaluation of the
detection algorithms with outliers more closely resembles the performances of the
algorithms on the real networks than the evaluation of the algorithms without
outliers, as indicated in Table 6.6. Therefore, evaluating the detection algorithms
with heterogeneous community mixing fractions and outliers provides more ac-
curate estimates of the performances of the algorithms on these real networks
than evaluating the algorithms with homogeneous community mixing fractions
and without outliers. The implementation of the proposed benchmark can be freely downloaded at https://github.com/badungle/GLFR.
7.2 Future work

Even though this thesis made several significant contributions to research in community detection, some limitations remain that offer directions for future research, as discussed below.

1. **Systematic parameter estimation for meta-LPAm+**. Our proposed algorithm meta-LPAm+ is dependent on the two parameters $DEV$ and $max_{no}$. The parameter $DEV$ represents the largest allowed decrease in modularity, with respect to the highest modularity value found, and the parameter $max_{no}$ represents the largest allowed number of iterations without improvement in the highest modularity value found. Choosing near-optimal values of $DEV$ and $max_{no}$ for use in meta-LPAm+ is important for this algorithm to achieve the best performance. However, it is not clear how to systematically choose the near-optimal values of $DEV$ and $max_{no}$ for a given network dataset. Until now, they are manually selected based on empirical analysis on artificial networks.

2. **Improving the stability of meta-LPAm+**. One of the important drawbacks of our proposed algorithm meta-LPAm+ is that the modularity values obtained by this algorithm are not stable for different runs since there are many heuristic choices to be made during the iterations of the algorithm. The highest modularity value is therefore not guaranteed to achieve most of the time. Improving the stability of meta-LPAm+ would be an interesting direction for further work. One of the possible approaches in this direction is to search for the consensus of community divisions with high modularity [126].

3. **Resolving the resolution limit of modularity**. Meta-LPAm+ follows the modularity optimization approach that maximizes modularity to identify communities. However, modularity has its own limitations [37, 42, 63, 93] that will also appear in our algorithm. For example, the resolution limit [37] of modularity will prevent the detection of small size-scale communities. This is a long-standing problem of modularity that still remains open for future investigations. Recent studies in this direction include [8, 60, 127, 20].

4. **Extending the GLFR benchmark by incorporating a statistical distribution of community mixing fractions**. Our proposed benchmark GLFR currently assumes that community mixing fractions are uniformly...
distributed within a certain range of values. However, a uniform distribution of community mixing fractions seems not always to occur in a wide range of real networks [3]. Future research may explore a statistical distribution of community mixing fractions in real networks and incorporate the statistical distribution of community mixing fractions into the GLFR benchmark. This would help develop a more realistic benchmark for evaluating community detection algorithms with the realistic distribution of community mixing fractions.

5. **Extending the GLFR benchmark by incorporating dynamic communities.** Our proposed benchmark GLFR currently assumes that communities in networks to be static over time. However, real networks change over time through the addition or deletion of nodes and edges [11] and, therefore, communities may grow or shrink [43]. Extending the GLFR benchmark for evaluating community detection algorithms with evolving communities is a promising direction for further studies.

6. **Outliers detection in networks with community structure.** Our proposed benchmark GLFR allows generating networks with community structure and outliers. However, existing community detection algorithms have no mechanism for dealing with outliers along with communities in networks. One possible avenue for future research is to develop community detection algorithms that are able to separate outliers from communities. We believe that this opens new opportunities for the development of more efficient community detection algorithms.
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