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Abstract

Model-free tracking is a widely-accepted approach to track an arbitrary object in a video using a single frame annotation with no further prior knowledge about the object of interest. Extending this problem to track multiple objects is really challenging because: a) the tracker is not aware of the objects’ type while trying to distinguish them from background (detection task), and b) The tracker needs to distinguish one object from other potentially similar objects (data association task) to generate stable trajectories. In order to track multiple arbitrary objects, most existing model-free tracking approaches rely on tracking each target individually by updating their appearance model independently. Therefore, in this scenario they often fail to perform well due to confusion between the appearance of similar objects, their sudden appearance changes and occlusion. To tackle this problem, we propose to use both appearance and motion models, and to learn them jointly using graphical models and deep neural networks features. We introduce an indicator variable to predict sudden appearance change and/or occlusion. When these happen, our model does not update the appearance model thus avoiding using the background and/or incorrect object to update the appearance of the object of interest mistakenly, and relies on our motion model to track. Moreover, we consider the correlation among all targets, and seek the joint optimal locations for all targets simultaneously as a graphical model inference problem. We learn the joint parameters for both appearance model and motion model in an online fashion under the framework of LaRank. Experiment results show that our method outperforms the state-of-the-art.
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Chapter 1

Introduction

1.1 Overview

Visual object tracking is one of the fundamental tasks in a various computer vision applications, such as human-computer interactions, robotics, behavior analysis, surveillance, to name just a few. Given the initial state of object(s) of interest in the first image frame, the goal of visual tracking is to estimate the states of such object(s) from the second frame onwards. Although recent decades have witnessed the significant progress in visual object tracking, it still remains challenging, mainly due to heavy occlusion, severe deformation, sudden motion and varying illumination, etc. Visual object tracking may target at single or multiple object(s), forming the two major research domains: single object tracking and multiple object tracking.

For single object tracking, significant progress has been made in tracking specific object (such as faces (Parkhi et al., 2014), pedestrians (Leykin and Hammoud, 2010), etc.), for which much prior information has been known. While tracking arbitrary objects is still hard, and model-free tracking (Babenko et al., 2011) is widely adopted to tackle arbitrary object tracking problem.

In the mean time, the multiple object tracking literature over the last decade has been rich, from the notable early works of multi-hypothesis tracker (Reid, 1979) and the joint probabilistic data association filter (Fortmann et al., 1980) to recent recursive (Vermaak et al., 2003; Okuma et al., 2004) and non-recursive (Berclaz et al., 2011; Butt and Collins, 2013; Milan et al., 2014) approaches. However that community has recently concentrated much more (though not exclusively) on tracking a set of pre-known objects or object classes, such as pedestrians. For this reason the dominant paradigm for multi-object tracking is one of “tracking-by-detection” (Milan et al., 2016), which assumes that in each frame it is possible to find all of the targets using some pre-trained detector, such as human detector in (Dalal and Triggs, 2005).

However, there has been much less work in model-free tracking for multiple arbitrary objects. We try to bridge this gap in the present thesis, in which we propose
a novel approach to track multiple arbitrary objects at the same time. We formulate the problem as one of inference over a graphical model, considering the correlation among all targets, and seek the joint optimal locations for all targets simultaneously. We learn the joint parameters for both appearance models and motion models in an online fashion by training a classifier with an online structured Support Vector Machines (SVMs) [Bordes et al. 2007] [Hare et al. 2011]. While structured learning has previously been applied in visual tracking, this has been done either in the context of single-target tracking (e.g. Struck [Hare et al. 2011]), or for modelling joint motion of targets divorced from appearance changes (e.g. SPOT [Zhang and van der Maaten 2014]), but not for both as in our framework. To ameliorate the issue of sudden appearance changes, we introduce an indicator variable to the graphical model that predicts sudden appearance change and occlusion and prevents updating of the appearance model.

Some preliminary results have been published in our conference paper [Liu et al. 2017a]. This thesis is the complete version of the proposed framework.

1.2 Problem formulation

This thesis focuses on the problem of tracking multiple arbitrary objects, we address this problem by a joint learning and joint inference approach. Specifically, we treat the objects of interest as a probabilistic graphical model (PGM), and propose to build both appearance and motion models, and then jointly learn the models using structured SVM [Tsochantaridis et al. 2005] [Bordes et al. 2007]. The learned model parameters are fed into the PGM to jointly infer the global optimal of target locations.

1.3 Main contributions

Our key contributions are: (1) We introduce a joint learning framework for all objects of interest (even of different classes), which naturally associates the target objects; (2) We introduce a motion model and confidence indicator into multiple-object visual tracking to improve the tracker’s performance; (3) Our model – unlike some others that model target motion correlations via structured outputs – does not have restrictions on the graph structure and potential function type, so our method generalizes better to diverse tracking scenarios; (4) we establish a dataset, consisting of 24 sequences, for multi-class multi-object tracking; and (5) Our extensive experiments show that our appearance and motion tracker outperforms peer trackers.
1.4 Thesis outline

The thesis is organized as follows.

In chapter 2 we review the previously published works in visual object tracking, and also elaborate popular datasets and evaluation metrics for different strands of tracking problems.

In chapter 3 we introduce background information, including structured output learning, probabilistic graphical models and convolutional neural networks.

In chapter 4 we present our approach to the problem of multiple arbitrary objects tracking. We will elaborate the joint appearance and motion inference algorithm.

In chapter 5 we intensively explore the aforementioned algorithm, including extending datasets for evaluation, incorporating deep CNNs feature and conducting more experiment.

In chapter 6 we will state some future direction of the task, and also conclude the thesis.
Chapter 2

Literature Review

As a fundamental task in computer vision, visual object tracking has been applied to various applications. Although much progress has been achieved in this topic in recent years, visual object tracking remains a very challenging task, as performance of a tracking algorithm is affected by a wide range of factors, e.g. appearance and illumination variation, occlusion, background clutters, etc. Researchers has invested great effort to overcome these problems and design robust tracking algorithm. In this chapter, we will review the work, published in the past a few years, in visual object tracking.

2.1 Online and offline visual object tracking

Based on processing mode, there are two separate communities in visual object tracking, i.e. online tracking and offline tracking.

Visual object tracking is often referred in an online mode, that is, the video frame is available frame by frame, so based on the given initialized state of the target object in a video frame, the tracker is expected to adapt based on current and/or previous frame(s) and track the target object in the subsequent frames. It is suitable for online tasks, while in the meantime, it suffers from limitation of observed information. (Wu et al., 2013) comprehensively evaluated performance of a collection of online tracking algorithms, in which the algorithms were reviewed in terms of a few main modules: target object representation, search mechanism, model update and context information(for some methods). Especially, it is shown in (Wu et al., 2013) that Struck (Hare et al., 2011), which inspired our work, is outperforming most of the peer trackers in various evaluations, and also that dense sampling is beneficial to track fast moving target and structured learning is effective in dealing with occlusion. While in (Wu et al., 2013) all the evaluated tracking algorithms are implemented with traditional visual features, such as color histograms (Comaniciu et al., 2003), histograms of oriented gradients (HOG) (Dalal and Triggs, 2005) and Haar-like features (Viola...
and Jones (2004), Grabner et al. (2006), with the growing popularity of Convolutional Neural Networks (CNNs), CNNs feature is also incorporated in visual object tracking and leads to some prosperous results, like (Ma et al. 2015a; Bertinetto et al. 2016), etc..

On the other hand, all video frames are available in advance for offline visual object tracking. Applications of offline tracking includes event analysis in surveillance, video annotation, object based video compression, video motion capture, etc.. Compared to online tracking, offline tracking can use all information available in the video for optimization (Gu et al. 2011) and is more suitable for the interactive tracking task as it can benefit from a small amount of user assistance (Wei et al. 2007). Offline tracking can theoretically achieve global optimal solution, however, delay in final results output is expected.

Our work will focus on online visual object tracking.

### 2.2 Long-term and Short-term visual object tracking

Based on the length of video sequence used for tracking, there are two categories of visual object tracking, short-term and long-term visual object tracking.

Much work (Babenko et al. 2011; Hare et al. 2011; Ma et al. 2015a; Danelljan et al. 2016, 2017) has been focusing on short-term visual object tracking, in which the length of the video sequence is usually less than one minute, that is, a few hundreds frames. According to the definition introduced by (Kristan et al. 2016b), the short-term tracking algorithms are not required to perform re-detection if losing the target. In addition to the effort made on short-term tracking algorithms, a few datasets and performance evaluation methodology have been developed and widely used, such as (Wu et al. 2015; Kristan et al. 2016b).

On the other hand, relatively less work (Kalal et al. 2012; Supancic and Ramanan 2013; Hua et al. 2014; Ma et al. 2015b) focuses on long-term visual object tracking, which is targeting at video sequences at least a few minutes long and the target moves in and out of the view. In such case, re-detection is required when tracking failure, sole tracking or detection algorithm cannot solve the problem independently, while working simultaneously, they can benefit from each other to tackle the problem. Compared to short-term visual tracking, there are limited datasets (Moudgil and Gandhi 2018; Valmadre et al. 2018) have been constructed.
2.3 Single object tracking

2.3.1 Introduction

Single object tracking (SOT) has been comprehensively studied in the past decades, although much progress has been achieved, it remains a challenging task due to numerous factors affecting the performance of the tracking algorithm, such as severe variation in appearance/illumination, occlusion, etc.. In the following context we will have a brief review on this topic, mainly organized in terms of modules for tracking algorithms.

Initialization  Visual object tracking is always requiring an initialization of the object of interest, it may be manual or automatic. Manual initialization refers to the operation that annotate the target object with bounding box or ellipse, most of single object tracking algorithms fall in this category, such as (Hare et al., 2011; Babenko et al., 2011; Ma et al., 2015a), among others. In contrast, automatic initialization usually use background subtraction and blob or motion detection (Ka Ki Ng, 2010), or employ object detectors, like face (Faux and Luthon, 2012) or human (Fablet and Black, 2002) detectors.

In addition, tracking forms (how the target object is highlighted) are also determined in initialization, including bounding box, ellipse, contour, articular blocks, interest points, etc..

Appearance modeling  Appearance modeling is a two-part module (Li et al., 2013), its first part, visual representation, focuses on how to construct robust object descriptor with different visual features, and its second part, statistical modeling, works towards building effective and efficient mathematical models for identifying the object of interest, which is mainly using statistical machine learning techniques. We will elaborate these two components in the following context.

- Visual representation

  Visual representation employs different types of visual features to describe target object, (Wang et al., 2015) has shown that visual feature is the most important part for the performance of a tracking algorithm. In the past decades, a wide range of visual features have been developed and applied to various computer vision tasks, including visual object tracking. These visual features span from traditional hand-crafted features to machine learned feature, such as covariance matrix (Austvoll and Kwolek, 2010), sparse coding (Zhang et al., 2013a).
Xie et al. (2014), gradient based features (Dalal and Triggs, 2005), Harr-like feature (Papageorgiou et al., 1998), color features (Takala and Pietikäinen, 2007) and deep convolutional neural networks (CNNs) feature (Chu et al., 2017), just to name a few. While each feature has its strength and weakness, e.g. Harr-like feature performs well in describing human face (Chen and Liu, 2007), high-level deep CNNs feature has more semantic information, but lose spatial information (Ma et al., 2015a), etc., so some research tried to apply hybrid visual features to the object tracking task, e.g. (Danelljan et al., 2016, 2017) combined deep CNNs feature, HOG feature (Dalal and Triggs, 2005) and Color Names (CN) (van de Weijer et al., 2009a), in which the former is the top ranked algorithm of VOT2016 challenge.

- Statistical modeling

Briefly speaking, statistical modeling falls into two major categories, i.e. generative and discriminative. Generative models focus on modeling the appearance of the target object and searching for the most similar candidate in the video frames (Ross et al., 2008). In comparison, discriminative models adopt a different approach, which model the appearance of both the target object and the background, and then construct a classifier to separate the former from the latter (Babenko et al., 2011). Benefiting from advances in machine learning techniques applied to visual object tracking, such as boosting (Grabner et al., 2006), multiple-instance learning (Babenko et al., 2011), structured support vector machines (SVMs) (Hare et al., 2011) and deep learning (Held et al., 2016), to name just a few. The discriminative models, or hybrid ones, usually outperform the generative models, mainly because the pure generative models are not able to well handle complicated background, this result is supported by (Minka, 2005).

Inference  Probabilistic inference or deterministic optimization methods have been adopted to estimate the state of the target object.

Typically, deterministic optimization methods pose the tracking problem as optimization of an objective function, in which the objective function is generally differentiable with respect to some parameters. Usually gradient descent methods can be used to efficiently solve the optimization problem and predict the target location (Fan et al., 2010; Sevilla-Lara and Learned-Miller, 2012). However, the aforementioned objective functions are usually nonlinear with multiple local minima, (Babenko et al., 2011) adopted dense sampling to tackle this problem, which paid higher expense on computational load, while in the meanwhile, (Hare et al., 2011) employed different optimization method to achieve the optimized result efficiently.
On the other hand, probabilistic inference methods represent states of target object as a probabilistic distribution with uncertainty. As such, the tracking problem is posed as a problem in estimating the probabilistic distribution of the states, in which the estimation is based on existing observations and achieved by some probability reasoning methods, such as Kalman filters (Weng et al., 2006) and particle filters (Ross et al., 2008; Dai and Liu, 2015). Kalman filters generally assume the system is linear and the target object states are Gaussian-distributed, while particle filters remove the assumption about the distribution, since they model the underlying distribution by a set of weighted particles. These kind of methods have been widely used as they are relatively insensitive to the local minimum and are computationally efficient.

Model update Model update refers to the strategy and frequency of updating the model. Many prior work (Grabner et al., 2006; Hare et al., 2011; Jia et al., 2012) has shown that online update of target representation plays an important role for handling appearance change in a robust object tracking. However, in the early stage, generative trackers are the research focus in this area. Effect of different template update strategies has been first compared in (Matthews et al., 2004), following which (Ross et al., 2008) proposed template update with incremental PCA, and recently (Danelljan et al., 2017) adopted sparser updating scheme, which updates samples each frame but updates the model only when sufficient change occurs, to reduce computational load and avoid model drift. Recently this component has also been studied in discriminative trackers, e.g. (Zhang et al., 2014) proposed a multi-expert restoration scheme, which is based on entropy minimization, to correct undesirable model update.

Context and fusion of trackers In object tracking task, there are many temporary, yet potentially strong, relationship between the object of interest and the context, such context is able to provide distinct visual property to help tracking the target. Various approaches have been developed to exploit the context information to assist tracking (Grabner et al., 2010; Dinh et al., 2011; Borji et al., 2012; Wang et al., 2017). (Grabner et al., 2010) proposed a method to learn temporally useful supporters to predict the target position, even when the target is fully occluded or out of the image; (Dinh et al., 2011) engaged a sequential randomized forest and local features to automatically explore the context, distracters and supporters, to construct the 'context tracker'; (Borji et al., 2012) used a quick training phase with user interaction at the beginning of the image sequence to learn background clusters along with target representations, and then determined the best fitting background cluster for each fol-
lowing frame and used the corresponding object representation for tracking; (Wang et al., 2017) modeled the target and context as linear combination of PCA and formed dictionary templates, and integrated the context information into subspace learning.

To overcome the limitation of single tracker and improve the tracking performance, researchers have developed some fusion methods, e.g. (Santner et al., 2010) proposed a method by augmenting an online learning method with complementary tracking approaches, that is, combining non-adaptive, highly adaptive and moderately adaptive elements in a cascade; (Kwon and Lee, 2011) proposed an approach sampling both the states of the target and the trackers, and the trackers sampled from predefined tracker space run in parallel and interact with each other to handle target variations, etc..

2.3.2 Public dataset and evaluation metrics

Performance evaluation of tracking algorithms is critically important, much work has been done in this area (Wu et al., 2010; Qing Wang, 2011; Salti et al., 2012; Pang and Ling, 2013; Wu et al., 2013; Smeulders et al., 2014; Wu et al., 2015; Kristan et al., 2016b). We will elaborate 2 major works, with far-reaching impact in the SOT area, in the following context.

Visual tracker benchmark

- Dataset

Visual tracker benchmark’s first version (Wu et al., 2013) is the first public datasets for the benchmark evaluation of online visual tracking algorithms, it consists of 50 sequences (TB-50), and then the extended version (Wu et al., 2015) contains 100 sequences (TB-100). The dataset covers challenging sequences for visual tracking task. These sequences are categorized by their challenge attributes, including illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, background clutters, etc..

- Evaluation metrics

(Wu et al., 2015) and (Wu et al., 2013) both adopt 2 quantitative metrics to evaluate the tracking algorithms’ performance, i.e. precision rate and success rate.

Precision rate Precision rate is a metric to measure center location error (CLE), the average Euclidean distance between the ground truths and the center of the predicted locations. Usually the CLE of all frames in one video sequence is averaged to summarize the algorithms’ performance in the corresponding
sequence. Precision rate is the percentage of frames for which the predicted bounding box location is under a predefined threshold distance to the ground truth. However, precision rate focuses on the bounding boxes locations only, and ignores their size and overlap, so the following metric "success rate" is preferred.

**Success rate** Bounding boxes overlap is another metric, it is defined as the ratio of the intersection of ground truth bounding box and predicted bounding box to the union of them, i.e.

\[
\Phi_t = \frac{|b_t \cap b_a|}{|b_t \cup b_a|}
\]

(2.1)

where \(b_a\) is the ground truth bounding box and \(b_t\) is the predicted bounding box, and the intersection and union are both calculated with pixels in the areas. Similar to precision rate, the success rate is also a ratio of successful frame at a predefined threshold. While normally the area under curve (AUC) of the success rate plot is used to evaluate the algorithms.

In addition to these 2 quantitative metrics, (Wu et al., 2013) introduced 2 ways of evaluation: temporal robustness evaluation (TRE) and spatial robustness evaluation (SRE), which are engaged to analyze the algorithms’ robustness to initialization.

**Temporal robustness evaluation (TRE)** Tracking algorithms start from one initial bounding box in a start frame, which may not be the first frame of the sequence, i.e. the algorithms is evaluated on a few segments of the entire sequence. Then the overall statistics are calculated to evaluate the algorithms.

**Spatial robustness evaluation (SRE)** The initial bounding box of the first frame is spatially shifted, including center shift, corner shift and scale variation. Then the tracking algorithms are evaluated under such circumstances.

**Visual object tracking (VOT) challenge** VOT challenge (Kristan et al., 2014, b, 2016a, a, 2016b) targeting at short-term single object model-free tracking, dates back to 2013, and it is held every year.

- **Dataset**

  Dataset of VOT challenge is keeping developing and improving, with the principle that the dataset represents various visual phenomena and also requires reasonably low time for performing the experiments (Kristan et al., c). In VOT2013 (Kristan et al., c), 16 sequences were selected from a large pool of video sequences used by other prior tracking research works, and each frame of these
sequences were manually or semi-manually labeled with challenging attribute, such as illumination change, motion change, occlusion, etc.; the aforementioned principle was followed in VOT2014 (Kristan et al., 2014), in which 25 sequences were manually selected after a few selection steps (refer to (Kristan et al., 2014) for details) and the same appearance attributes like VOT2013 were labeled for each frame; in VOT2015 (Kristan et al., b), the above principle was extended that the sequence selection was fully automated with carefully designed algorithm (refer (Kristan et al., b) for details) and the sequence pool was extended to 60; these all 60 sequence were used in the following VOT2016 (Kristan et al., 2016a), furthermore, in VOT2016 the ground truths were refined and a automatic bounding box generation approach was proposed; the dataset was updated in VOT2017 (Kristan et al., a) with 60 public dataset and another 60 sequestered dataset were constructed.

• Evaluation metrics

The evaluation metrics of VOT challenge are also advancing along with the dataset. In VOT2013 and VOT2014, 2 metrics were adopted to evaluate the algorithms’ performance: accuracy and robustness.

**Accuracy** Same as prior works, such as (Wu et al., 2013), accuracy is defined as the overlap ratio of the intersection of ground truth bounding box and predicted bounding box to the union of them, see overlap measure (2.1). The experiment will be run a few times and the accuracy for each frame is averaged, yielding an average accuracy per frame; or the accuracy is averaged over all valid frames to summarize the accuracy for the video sequence. Note that the valid frames refer to frames starting from the 11-th frames after initialization to avoid the "burn-in" period (Kristan et al., c).

**Robustness** The robustness is measured by failure rate, counting the number of times the tracker loses the target (overlap defined in overlap measure (2.1) drops to 0) and re-initialization is required, where the re-initialization is performed 5 frames after the failure to avoid immediate correlation (Kristan et al., c). Like accuracy metric, the repeated experiments yield the average robustness per frame or over all frames of the sequence.

In addition to these 2 metrics, another evaluation metric, i.e. expected average overlap measure, was introduced in VOT2015 and used as main performance measure since then.

**Expected average overlap (EAO) measure** EAO is calculated as following: for a $N_s$ frames long sequence, the average overlap $\Phi_{N_s}$ is summarized without
re-initialization even the tracker lose the target;

\[ \Phi_{N_i} = \frac{1}{N_s} \sum_{i=1}^{N_s} \Phi_i \]  

(2.2)

and then for a set of \( N_s \) frames long sequences, the expected average overlap \( \Phi_{N_i} \) is calculated; when the frame length \( N_s \) ranges from 1 to \( N_{\text{max}} \), an expected average overlap curve is produced, and the EAO measure is the average value of this curve in the interval of typical short-term visual tracking sequence length.

2.4 Multi-object tracking

2.4.1 Introduction

Multiple object tracking (MOT) also has numerous direct applications, and also some other high-level computer vision tasks, such as activity recognition (Choi and Savarese 2012), pose estimation (Pfister et al. 2015; Iqbal et al. 2017), etc., ground on MOT. MOT differs from SOT in that MOT is required to determine the number of targets and to maintain their identities, so besides the common challenges like SOT, MOT features a few special issues among others: 1) initialization and termination; 2) interaction among multiple objects, etc. We will briefly review this topic in the following context.

Initialization Similar to SOT, there are two variants for MOT works, i.e. detection-based tracking and detection-free tracking, based on how the objects of interest are initialized (Luo et al. 2017). The detection-based methods require detectors for specific object types, the output object hypotheses of the detectors are then linked by the following tracking module to form trajectories. The detector provide priori information to tracker, but it is also because of the detector, the detection-based methods are restricted to track specific types of objects, e.g. pedestrian (Iqbal et al. 2017), vehicles (Ghasemi and Safabakhsh 2012), etc., and the performance of such methods is highly relying on the performance of the detector.

On the other hand, the detection-free methods (Hu et al. 2012; Zhang and van der Maaten 2013, 2014) require manual initialization of fixed number of targets, such methods do not rely on pre-trained detectors, so that they cannot handle the cases that targets move in and out of the view.

Appearance model Appearance model of MOT is also including two components, i.e. visual representation and statistical modeling, which are the same as that of SOT.
• Visual representation

Different kinds of features are adopted to describe the objects of interest, such as HOG (Choi and Savarese 2012; Izadinia et al., 2012), color histogram (Mitzel and Leibe), region covariance matrix (Porikli et al., 2006), which are also engaged in SOT, and some are typically used in MOT, e.g. probabilistic occupancy map (Berclaz et al. 2011), etc.

Also, due to the nature of different features, they have their own strengths and weaknesses in visual representation. (Luo et al., 2017) has discussed that spatial relationship of the object region is overseen in color histogram, HOG describes rich shape information while is weak in occlusion and deformation, region covariance matrix features are robust with more cost on computation, etc.

• Statistical modeling

Statistical modeling grounds on the visual representation. (Luo et al., 2017) categorized statistical modeling into two groups: single cue and multiple cues. The former refers to transforming distance into similarity or direct calculation of similarity, while the latter is hybrid and in which different cues can benefit from each other. In (Luo et al., 2017) the multiple cues models are summarized as 5 groups based on the information fusion strategy, i.e. boosting, concatenation, summation, product and cascading.

While importance of appearance model to MOT is different from it to SOT. In SOT, appearance model is the core component of the tracking algorithms, however, it is not so important to MOT algorithms, as the performance of MOT algorithms also relies much on the following factors.

**Motion model** Motion model is also referred as dynamic model, which describes the dynamic behavior of an object. By estimating potential location of the objects in future frame, motion model can reduce the search space and also help the appearance on discriminating similar objects. Generally, motion models are grouped as linear motion model and non-linear motion model.

• Linear motion model

Linear motion model is the most popular motion model, which assumes a constant velocity (Breitenstein et al., 2009). Furthermore, on ground of such assumption, there are three specific details in building the linear motion model, i.e. velocity smoothness (Milan et al., 2014), position smoothness (Yang and Nevatia, 2014), and acceleration smoothness (Kuo and Nevatia, 2011).
However, this model is not able to handle some more complicated cases, so non-linear motion model is proposed.

- **Non-linear motion model**
  
  Non-linear motion model is capable to yield better affinity between tracklets, so that it is engaged to model some more complicated dynamics, e.g. (Yang and Nevatia, 2012a) introduced non-linear motion model for the possibly freely moving targets.

**Interaction model** Interaction model, also known as mutual motion model, is introduced to understand interaction between multiple objects. There are two typical interaction models, i.e. **social force models** (Helbing and Molnár, 1995; Chen et al., 2018) and **crowd motion pattern models** (Hu et al., 2008).

  The **social force models** suggest that the target's dynamic changes are guided by other targets and the environment, such models have been employed in many works (Pellegrini et al., 2009; Scovanner and Tappen, 2009; Qin and Shelton, 2012; Alahi et al., 2016).

  The **crowd motion pattern models** are inspired by crowd analysis (Zhan et al., 2008), they are really useful in an over-crowded case. The motion pattern is learned by various methods and then applied to track the objects of interest.

**Exclusion model** Exclusion model grounds on the fact that solutions with collision between two or more targets should be penalized or completely excluded. (Milan et al., 2013) introduced two kinds of constraints, i.e. **detection-level exclusion** and **trajectory-level exclusion**, to restrict such cases. The **detection-level exclusion** means two detection, with a threshold distance apart from each other, in the same image frame cannot be assigned to the same target; and the **trajectory-level exclusion** stands for that penalization will be given based on the extent two trajectories overlap.

**Inference** Inference of MOT can be generally categorized into probabilistic methods and deterministic optimization methods, just like that of SOT.

Focusing on finding the maximum a posteriori (MAP) solution to the MOT problem, deterministic optimization methods cast inference of data association and target states as an optimization problem. Some approaches within this framework include bipartite graph matching (Shu et al., 2012; Qin and Shelton, 2012), dynamic programming (Wu et al., 2011; Tang et al., 2015), min-cost max-flow network flow (Wu et al., 2012; Lenz et al., 2015), conditional random field (Yang and Nevatia, 2012b; Milan et al., 2013), maximum-weight independent set (MWIS) (Brendel et al., 2011), etc..
Due to the nature of these approaches, they are more suitable for offline tracking as they requires observations from at least a time span (Luo et al., 2017).

On the other hand, by modeling the targets’ states as distribution with uncertainty, probabilistic methods focus on estimating this distribution based on existing observations. Such estimation assumes Markov property in the targets’ state sequence. Approaches within this framework are mainly filter based, such as Kalman filter (Li et al., 2010; Rodriguez et al., 2011), Extended Kalman filter (Mitzel and Leibe) and particle filter (Hu et al., 2012; Liu et al., 2012), etc..

2.4.2 Public dataset and evaluation metrics

Dataset and metrics are critically important for quantitatively evaluating the performance of MOT algorithms, including assessment of contribution of different components or parameters, as well as comparison of different methods.

- **Dataset**

  There are a few public dataset employed in prior MOT works, such as KITTI (Geiger et al., 2012), PETS2016 (Patino et al., 2016), Caltech Pedestrian (Dollár et al., 2009, 2012) and MOT Benchmark (Milan et al., 2016), etc.. Quantities of video in these dataset range from only 1 to more than 100 and total quantities of frame span from less than 100 to 250000. These dataset are essential in the progress of MOT works, while the scale is still small if compared to that of SOT, and most of the videos focus on pedestrians, some include cars. Dataset for multiple generic object tracking is still not available.

- **Evaluation metrics**

  Evaluation metrics is critical for a fair comparison between different MOT approaches, and a large number of metrics have been proposed in prior works (Wu and Nevatia, 2006; Bernardin and Stiefelhagen, 2008a; Schuhmacher et al., 2008; Li et al., 2009). As most MOT approaches are detection-based, so metrics for object detection are usually included. (Luo et al., 2017) categorized the metrics into two sets, each of which has a few subsets measuring the performance from different aspects.

  The first set is metrics for detection, including two subsets: accuracy and precision.

  **Accuracy** This subset includes Recall, Precision and False Alarms per Frame (FAF). Recall is the ratio of correct detections to ground truth detections, precision means the ratio of correct detections to total result detections, and FAF an averaged number of false alarms per frame.
**Precision** This is measured by *Multiple Object Detection Precision (MODP)*, which is an averaged overlap between true positives and ground truths.

In addition, there are a few metrics for tracking, as following:

**Accuracy** This subset includes two measurements: *ID switches (IDs)* and *Multiple Object Tracking Accuracy (MOTA)*. The former stands for the number of times the MOT algorithm switches from its matched ground truth; and the latter is an integration of false positive rate, false negative rate and mismatch rate, resulting in an overall tracking performance measurement.

**Precision** Precision is usually measured by bounding box overlap or distance, and *Multiple Object Tracking Precision (MOTP)* is widely used to describe how precisely the tracker works.

**Quality** Based on the extent that the trajectory is recovered, the quality subset comprises three metrics: *Mostly Tracked (MT)*, *Partly Tracked (PT)* and *Mostly Lost (ML)*. In certain situation, *Fragmentation (FM)* is used to measure the quality of long and persistent tracking.

**Robustness** (Milan et al., 2016) found that many MOT algorithms may be overfitted to some specific dataset, and cannot generalize well to handle different settings. So to show robustness of the MOT algorithms, (Milan et al., 2016) proposed to use the standard deviation of *MOTA* across all testing videos.
In this chapter, we will introduce some background information of the thesis, including structured output learning, probabilistic graphical models and convolutional neural networks.

### 3.1 Structured output learning

#### 3.1.1 Introduction

Supervised learning is an important area of machine learning, it aims at learning a function, based on sampled input-output pairs, that predicts the best response variable value to the input observation. As a kind of supervised learning, classification is to learn a mapping function $f : \mathcal{X} \mapsto \mathcal{Y}$ based on the given training sample of input-output pairs $\{(x_i, y_i), i = 1, \ldots, l\} \subseteq \mathcal{X} \times \mathcal{Y}$ where $\mathcal{X} \subseteq \mathbb{R}^n$ and $\mathcal{Y} \subseteq \mathbb{R}$. Conventionally, the possible values of the response variable are simple finite set, i.e. $\mathcal{Y} = \{1, \ldots, k\}$. However, it is not the case for many real-world applications, such as taxonomies of document, sequence alignment, etc., where elements of $\mathcal{Y}$ are structured objects describing configurations over independent components or state variables, e.g. sequences, parsing trees. Such problems are commonly called structured output learning problems, which are normally trends to be intractable to traditional multiclass approaches, such as [Weston and Watkins, 1998; Crammer and Singer, 2002], because of the exponentially large output space. More importantly, it is crucial to exploit the structure and dependency between the elements within the output space $\mathcal{Y}$. There are various types of approaches to structured output learning model in literature, one of the most popular is structured support vector machine (SVM).

#### 3.1.2 Structured support vector machine

Structured SVM is a generalized method from widely used SVM classifier, it is suitable for training a general classifier of structured output, and has been studied in
Background

much previous work, e.g. (Tsochantaridis et al., 2005; Bakir et al., 2007; Bordes et al., 2007; Sarawagi and Gupta, 2008). In these literature, following the maximum-margin algorithm, the approach to the structured SVM problem is to learn a discriminant function $F: \mathcal{X} \times \mathcal{Y} \mapsto \mathbb{R}$ over the given input-output pairs, and by maximizing $F$ over the output space, we can derive the mapping function $f$:

$$f(x; w) = \arg\max_{y \in \mathcal{Y}} F(x, y; w)$$

(3.1)

where $w$ is the parameter vector, and here $y$ denotes output configuration, which is different from the scalar in traditional multiclass SVM. With some function $\Phi(x, y)$ mapping input-output pairs $(x, y)$ into a suitable feature space endowed with inner product $\langle \cdot, \cdot \rangle$, the discriminant function $F$ is assumed as linear in the form:

$$F(x, y; w) = \langle w, \Phi(x, y) \rangle$$

(3.2)

For each training input $x_i \in \mathcal{X}, i = 1, \cdots, l$, we expect the value $F(x_i, y_i)$, the correct association, is higher than any other incorrect associations: $F(x_i, y), y \in \mathcal{Y} \setminus y_i$, so we have the constraints $\forall i = 1, \cdots, l, \forall y \neq y_i, \langle w, \Phi(x_i, y_i) \rangle - \langle w, \Phi(x_i, y) \rangle \geq 0$. Following the standard SVM derivation, the objective function of learning discriminant function $F$ is

$$\min_{w, \xi_i} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} \xi_i$$

s.t. $\forall i: \xi_i \geq 0$

$$\forall i, \forall y \in \mathcal{Y} \setminus y_i: \langle w, \Phi(x_i, y_i) \rangle - \langle w, \Phi(x_i, y) \rangle \geq 1 - \xi_i$$

(3.3)

where $C$ is a trade-off constant, $\xi_i$ is the slack variable accounting for the potential violation of the constraints. As aforementioned, here $y$ is a configuration thus $\mathcal{Y}$ is usually exponentially large, leading to that traditional multiclass approaches are not feasible.

(Tsochantaridis et al., 2005) proposed a clever cutting plane algorithm, SVMstruct, it ensures convergence but significantly reduces the constraints, and requires storage and computation of only a small part of gradient. (Bordes et al., 2007) proposed a stochastic learning algorithm, LaRank, it provides the same performance as SVMstruct while runs faster, as it solves the same optimization problem and also uses gradients sparingly as SVMstruct. More importantly, LaRank achieves nearly optimal test error rates after a single pass over the randomly reordered training set, so it is suitable for online algorithms. We will use LaRank as learning algorithm in this thesis.
3.1.3 Applications in computer vision

Structured SVM has been widely applied to various computer vision applications. (Liu et al., 2017b; Lucchi et al., 2012) employed structured SVM to learn conditional random fields for image segmentation, (Schwing et al., 2012) modeled the parameterization of the layout as the output of structured SVM for scene understanding, (Chen et al., 2011) treated the coordinates of all body parts as structured SVM for human pose estimation, and in object tracking area, (Hare et al., 2011) naturally modeled single object tracking as a structured SVM learning problem, and (Zhang and van der Maaten, 2013) took advantage of structured SVM to learn the configuration of individual object classifiers and structural constraints, just to name a few.

3.2 Probabilistic graphical models

3.2.1 Introduction

Various practical applications, including computer vision, involves a large collection of random variables (maybe exponentially as structured output space), storing, querying and manipulating large unstructured data are extremely difficult. The Probabilistic Graphic Models (PGMs) (Pearl, 1988; Lauritzen, 1996; Jordan, 2004; Bishop, 2006) provides a powerful and flexible framework to handle such data, as PGMs take advantages of graph to compactly represent distribution of variables and to decompose multivariate joint distributions into a set of local relationships of small subsets of variables. Conditional independence, derived from such local relationships, leads to efficient learning and inference algorithms.

Graphical models are a marriage between probability theory and graph theory (Jordan, 1999). A graph $G = (\mathcal{V}, \mathcal{E})$ comprise a nodes or vertices set $\mathcal{V}$ and a corresponding edges set $\mathcal{E}$. Each edge $(i, j) \in \mathcal{E}$ connects two distinct nodes $i, j \in \mathcal{V}$. Given a graph $G = (\mathcal{V}, \mathcal{E})$, each node $i \in \mathcal{V}$ can represent a (group of) random variable(s) $x_i \in \mathcal{X}_i$, and the edges represent probabilistic relationship between these variables. The joint probability distribution $P(x)$, where $x \in \mathcal{X}$ and $\mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_{|\mathcal{V}|}$, is then determined by the corresponding edges. In the following sections, we will introduce three major categories of PGMs: directed graphic models, undirected graphic models and factor graphic models.

3.2.2 Directed graphic models

Directed graphic models are also know as Bayesian networks (BNs), of which the edges have arrows to indicate a particular directionality from a parent node to child
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Figure 3.1: Three graph categories of a distribution over 3 random variables $X_1, X_2$ and $X_3$. (a) Directed graph $G$ depicting a causal relationship, (b) Undirected graph $G$ showing Markov structure, (c) Factor graph $G$ explicitly showing factorization of the graph

Directed graphic models decompose the joint distribution $P(x)$ into a set of conditional relationships imposed by the structure of the graph $G$. To be more specific, by the product rules, joint distribution $P(x)$ can be decomposed as the product of conditional distributions of each node, where the corresponding random variable is conditioned on all of its the parents in the graph. Thus the joint distribution $P(x)$ is:

$$P(x_1, \ldots, x_{|V|}) = \prod_{i=1}^{|V|} P(x_i|Pa(x_i))$$  \hspace{1cm} (3.4)

where $Pa(x_i)$ denotes parent(s) of $x_i$. For example, the directed graph of Fig. 3.1(a) implies the following distribution $P(x) = P(x_1)P(x_2|x_1)P(x_3|x_1, x_2)$. Such decomposition holds for all distributions and all definition of variables, if graph $G$ is a directed acyclic graph (DAG).

3.2.3 Undirected graphical models

In undirected graphic models, the edges do not carry arrows and indicate no directional significance, such graphs are better suited to expressing correlations or constraints between random variables, instead of causal relationships in aforementioned directed graphs.

Markov Random Fields

Markov Random Fields (MRFs) is a family of undirected graphic models, in which the joint distribution $P(x)$ is characterized by a set of conditional independence implied by the edges. In MRFs, given its neighbors, any random variable $x_i$ is condition-
ally independent to all other random variables, that is:

\[ P(x_i|x_{\bar{i}}) = P(x_i|x_{N_i}) \quad (3.5) \]

where \( x_{N_i} \) denotes all variables connected to \( x_i \). This local Markov property is very important in design of efficient learning and inference algorithms of such graphic models.

Here we need to define the notion of the clique. A clique, \( c \), is a set of fully connected nodes in the graph. The random variables associated with the clique can be denoted as \( x_c = \{x_i|i \in c\} \). According to the Hammersley-Clifford Theorem (Theorem 3.2.1), the joint distribution \( P(x) \) can be parameterized by a product of potential functions defined on the cliques of the graph:

\[ P(x) = \frac{1}{Z} \prod_{c \in C} \psi_c(x_c) \quad (3.6) \]

where \( C \) is the set of all cliques in \( G \), \( \psi_c(x_c) \) is the potential function over clique \( c \) and \( Z = \sum_x \prod_{c \in C} \psi_c(x_c) \) is a normalizer constant. For example, the joint distribution of undirected graph Fig. 3.1(b) can be written as follows:

\[ P(x) = \frac{1}{Z} \psi_c(x_1, x_2)\psi_c(x_2, x_3)\psi_c(x_1, x_3). \]

It is easy to find that such factorization is not unique, e.g. \( P(x) \) can also be parameterized as \( P(x) = \psi_c(x_1, x_2, x_3) \), if we treat \( \{x_1, x_2, x_3\} \) as a clique. Maximal cliques, the largest set of fully connected nodes in the graph, are used to get a unique factorization.

Note that there is no restriction on the choice of the potential functions to have a specific probabilistic interpretation, which is in contrast to directed graphs.

**Theorem 3.2.1 (Hammersley-Clifford Theorem).** Let \( C \) denote the set of cliques of an undirected graph \( G \). A probability distribution defined as a normalized product of non-negative potential functions on those cliques is then always Markov with respect to \( G \):

\[ P(x) \propto \prod_{c \in C} \psi_c(x_c) \quad (3.7) \]

Conversely, any strictly positive density \( (P(x) > 0 \text{ for all } x) \) which is Markov with respect to \( G \) can be represented in this factored form.

[Besag, 1974; Clifford, 1990] presented examples and further discussions about this theorem.

**Pairwise Markov Random Fields**
In many applications, it is useful to consider a special case of the general MRFs, the pairwise Markov Random Fields, in which the cliques are restricted to the pairs of nodes connected by the edges. Given an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, a pairwise MRFs expresses the joint distribution as a product of potential functions defined on that graph’s edges and nodes, respectively:

$$P(x) \propto \prod_{i \in \mathcal{V}} \psi_i(x_i) \prod_{(i,j) \in \mathcal{E}} \psi_{ij}(x_i, x_j) \quad (3.8)$$

**Factor graphs**

In a factor graph, besides a node for every variable in the distribution (like directed and undirected graphs), there are also additional nodes (depicted by small squares) for each factor in the joint distribution. Each factor node is connected to the variables nodes, on which that factor depends, by undirected edges. Factor graphs achieves an explicit decomposition, which is global for both directed and undirected graphs, by introducing additional nodes for the factors themselves in addition to the nodes representing the variables (Bishop, 2006), that is:

$$P(x) = \prod_s f_s(x_s) \quad (3.9)$$

where $x_s$ denotes a variable subset. For example, Fig. 3.1(c) expresses a joint distribution:

$$P(x) = f_1(x_1, x_2)f_2(x_1, x_3)f_3(x_2, x_3)$$

For the purposes of solving inference problems, it is often convenient to convert both directed and undirected graphs into a factor graph.

### 3.2.4 Applications in computer vision

Because PGMs can compactly represent distribution of all variables and the relationship among their local small subsets, it has been pervasive in many different applications of computer vision, e.g. (Zhang et al., 2011) proposed a general topology chain graph and applied the corresponding learning and inference methods into human activity recognition and image segmentation, (Liang et al., 2017) modeled human limb detection and human joint localization as a unified framework, and then designed a two-steps graphical model to capture their spatial relationship in a coarse to fine way for human pose estimation, (Khémiri et al., 2014) applied PGMs to handwriting recognition, and (Hong and Han, 2014) used an offline algorithm to train a tree-structured graphic model for visual tracking, etc.
3.3 Convolutional neural networks

3.3.1 Introduction

A conventional neural network (NN) is modeled as a collection of neurons connected in a acyclic graph, it consists of input layer, hidden layer and output layer as shown in Fig. 3.2, and such graph can define a non-linear mapping $f : \mathbb{R} \mapsto \mathbb{R}$. Each neuron in a hidden layer is fully-connected to all neurons in previous layer and receives information from them. A weighted summation of such inputs (information) from previous layer, followed by an activation function, generates the neuron’s real-valued output, which is then propagated to all neurons in next hidden layer. By minimizing the predefined loss function, which is based on the predicted output and ground-truth, the NN learns to make prediction on unseen samples.

The number of parameters are commonly used to measure the size of conventional NNs, which is depending on the product of neuron numbers in each layer. Such characteristic of conventional NNs leads to its main drawback (massive amount of parameters to be learned) in computer vision applications, where the inputs are typically images.

Convolutional neural networks (CNNs), proposed by [Lecun et al. 1998], are derived from conventional NNs but more devised for image inputs. As CNNs benefit from the internal mechanism to significantly reduce the number of parameters, training CNNs becomes easier and it is faster to converge. Thus CNNs have been widely applied in computer vision applications. Especially after [Krizhevsky et al. 2012] showed astounding performance in a large-scale image classification challenge,
CNNs have been pervasive in all different computer vision tasks.

In this section, we will briefly introduce the architecture of CNNs and the learning algorithm, then summarize some popular variants, one of which will be applied in the thesis. In the last part we will abstract the applications of CNNs in computer vision tasks.

### 3.3.2 Architecture

Typically, a CNN receives an image as input, which has been subtracted mean values for each channel. This image will then be passed through the following different layers, and the layers in a CNN consist of neurons in 3 dimensions: width, height and depth:

- **Convolutional layer**
  
  The convolutional layer is a core building block of a CNN, and this layer requires heavy computational work. Parameters of the convolutional layer consist of a set of 3D learnable filters, of which the quantity is referred as the layer’s depth. Each filter is spatially small in its width and height (this size is referred as receptive field), and its depth matches the depth of the layer’s input. In the forward pass, each filter slides along the width and height of the input volume with a hyperparameter *stride*, the inner product between the filter and the input at corresponding local regions result in a 2D feature map after an activation function, and the feature map represents the responses of that filter at every spatial position. All produced feature maps are stacked over along the third dimension to generate the output of the convolutional layer, such output is also fed into the following layer as input. In summary, two major characteristics, local connectivity and parameter sharing, differ CNNs from conventional NNs. Local connectivity refers to that each neuron of convolutional layer only connects to a local region of the input volume, and parameter sharing means that results in a feature map are generated from the same filter. CNNs benefit from such characteristics for significantly reducing the number of parameters, compared to conventional NNs in image processing, and such reduction enables easier training and fast convergence.

- **Pooling layer**
  
  Pooling layer is normally located in between the successive convolutional layers in many CNNs, such as AlexNet [Krizhevsky et al., 2012] and VGGNet [Simonyan and Zisserman, 2014]. The ultimate purpose of pooling operation is to control overfitting by means of reducing the spatial size of feature map, which
leads to reduction of the amount of parameters and computation of the network. Such operation always happens in a small spatial region of the input feature map, it takes mean, maximum or randomly selected value of the region to form another smaller-sized feature map.

- **Fully-connected layer**

  Fully-connected layer in CNNs is the same as that in conventional NNs, that is, all neurons in this layer have full connections to all activations in previous layer. So its activations can be computed by a matrix multiplication followed by a bias offset.

Based on these general layers, various different CNN architectures have been developed and applied to computer vision research, we will summarize a few renowned architectures in the following section.

### 3.3.3 Variants

In this section, we will brief some renowned CNNs architectures in computer vision research.

- **LeNet** ([Lecun et al., 1998](#)) is a pioneering CNN developed by [Lecun et al., 1998](#) for classifying handwritten digits. It is a 7-layer network, including 2 convolutional layers, each followed by a max pooling layer, and then fully-connected layer generating output probabilities. Constrained by computing capacity, LeNet requires small-sized input images.

- **AlexNet** ([Krizhevsky et al., 2012](#)) was the winner of ImageNet Large Scale Visual Recognition Challenge (ILSVRC) ([Russakovsky et al., 2015a](#)) in 2012, where it reached a top-5 error rate 15.3%, which significantly outperformed the runner-up by 10.8%. AlexNet is a revolutionary CNN model, as it showed superior performance in "feature learning" to "hand-crafted" feature, and validated CNN model in computer vision applications. This 8-layer model consists of 5 convolutional layers and 3 fully-connected layers.

- **GoogLeNet** ([Szegedy et al., 2015](#)) was the winner of ILSVRC 2014. It introduced an Inception Module that dramatically reduced the number of parameters in the network. Additionally, it used average pooling to replace fully-connected layers at the top of the network, achieving further reduction of a large amount of parameters. It is a 22-layer network.

- **VGGNet** ([Simonyan and Zisserman, 2014](#)) was the runner-up of ILSVRC 2014, and it showed that depth of network is critical to achieve good performance.
\textit{VGGNet} is a similar model as \textit{AlexNet} but it is “deeper”, that is, \textit{VGGNet} consists of more stacked convolutional layers. \textit{VGGNet} has two, 16-layer and 19-layer, versions.

- \textit{ResNet} (He et al., 2016) was the winner of ILSVRC 2015. It introduced a novel architecture \textit{skip connections} and heavily used \textit{batch normalization} (Ioffe and Szegedy, 2015). Thanks to these techniques, it is possible to train very deep network with 152 layers while still having lower complexity than \textit{VGGNet}. \textit{ResNet} has no fully-connected layers, so its number of parameters is significantly reduced.

### 3.3.4 Learning of CNNs

\textit{Backpropagation} is originally proposed by (Rumelhart et al., 1986), and now a common method used to train NNs, as well as CNNs. The work flow is briefed as follows: the inputs are divided into \textit{mini-batches}, which is used to approximate the gradient of predefined loss function, and then fed into the network, propagated forward through until the output layer. The cost generated by the loss function is propagated backward all the way to the input layer, while the gradients with regard to the parameters are computed using the chain rule. These gradients are applied to update the parameters with \textit{stochastic gradient descent (SGD)} algorithm, in a way decreasing the cost.

The above mentioned learning flow is a difficult process, not only because it is time-consuming and requires huge computational resources, but also because the huge number of parameters can easily lead to overfitting. Since 2012, with help of GPU, (Krizhevsky et al., 2012) validated the feasibility of deep CNNs in computer vision applications, computational resources are not the main issue any more. In the meantime, some techniques have been developed to help training of deep CNNs, such as \textit{dropout}, \textit{batch normalization}, etc.. \textit{Dropout} was originally proposed by (Hinton et al., 2012) to reduce overfitting when training NNs, it is then applied to many network architectures, such as aforementioned \textit{AlexNet} (Krizhevsky et al., 2012) and \textit{VGGNet} (Simonyan and Zisserman, 2014), etc.. \textit{Batch normalization} was developed by (Ioffe and Szegedy, 2015), by normalizing layer inputs, a much higher \textit{learning rate} can be used, which leads to a faster convergence of the network training.

### 3.3.5 Applications in computer vision

Since the revolutionary work \textit{AlexNet} (Krizhevsky et al., 2012), CNNs has been pervasive in the computer vision applications, e.g. the pioneering R-CNN (Girshick et al., 2014).
applied CNN to object detection, and the following work Fast R-CNN (Girshick, 2015), Faster R-CNN (Ren et al., 2015) and Mask R-CNN (He et al., 2017) series have dominated object detection for a few years; (Ma et al., 2015a; Bertinetto et al., 2016) and (Milan et al., 2017; Chu et al., 2017) applied pre-trained deep CNN to single object tracking and multiple object tracking application, respectively; (Pan et al., 2018) generalized traditional deep layer-by-layer convolutions to slice-by-slice convolutions within feature maps, and applied the proposed network to traffic scene understanding, etc..
Background
Chapter 4

Multi-object model-free tracking with joint appearance and motion model

4.1 Introduction

Visual object tracking plays an important role in a wide range of computer vision applications, such as human-computer interactions, robotics, behavior analysis, surveillance, to name just a few. Despite significant progress in tracking specific object (such as faces (Parkhi et al., 2014), pedestrians (Leykin and Hammoud, 2010), etc.), for which much prior information has been known, tracking arbitrary objects is still hard, because one cannot assume there will be a well-trained detector for each object that must be tracked. Model-free tracking (Babenko et al., 2011) is a widely-accepted approach to tackle such arbitrary objects tracking problem. In model-free tracking, no other prior information about the target objects is given, except the location annotations in the first frame of video, and the target objects are expected to be tracked throughout the following video frames. Model-free tracking is a highly challenging task, as the tracker is required to distinguish not only background and foreground, but also different target objects, using very limited prior knowledge (typically just the size and location of each object in an initial frame of the sequence).

Over the last decade there has been significant progress in model-free tracking for single targets, with an emphasis on modelling appearance changes over time. If the tracker does not adapt the appearance model sufficiently, eventually the target will be lost because the appearance in the current image no longer matches the model well enough, but likewise inappropriate adaptation will also lead to drift and tracker failure. Key early work to address appearance changes includes subspace learning (Ross et al., 2008) in which the target is modeled via an appearance subspace, allowing linear deformations in the "appearance space".
Likewise, the multi-object tracking literature over the last decade has been rich. However that community has concentrated much more (though not exclusively) on the problem of tracking a set of pre-known objects or object classes, such as pedestrians. For this reason the dominant paradigm for multi-object tracking is one of "tracking-by-detection" (Milan et al., 2016) in which it is assumed that in each frame it is possible to find all of the targets using some pre-trained detector such as (Dalal and Triggs, 2005).

There has been much less work in the domain that would bring these two strands of work together, namely model-free tracking for multiple arbitrary objects. We address this in the following chapter, in which we propose a novel approach to track multiple arbitrary objects at the same time. We formulate the problem as one of inference over a graphical model, considering the correlation among all targets, and seek the joint optimal locations for all target simultaneously. We learn the joint parameters for both appearance models and motion models in an online fashion by training a classifier with an online structured SVM (Bordes et al., 2007) (Hare et al., 2011). While structured learning has previously been applied in visual tracking, this has been done either in the context of single-target tracking (e.g. Struck (Hare et al., 2011)), or for modeling joint motion of targets divorced from appearance changes (e.g. SPOT (Zhang and van der Maaten, 2014)), but not for both as in our framework.

To ameliorate the issue of sudden appearance changes we introduce an indicator variable to the graphical model that predicts sudden appearance change and occlusion and prevents updating of the appearance model.

In this chapter, we will first summarize the proposed approach, and then elaborate the proposed algorithm, as well as the datasets and evaluation metric, followed by the experiment results comparing to the peer trackers.

4.2 Proposed approach

In the multi-object model-free tracking, given the bounding boxes of multiple objects of interest only in the first frame of the video, the tracker is expected to track all targets from the 2nd frame to the end of the video.

We treat all targets of interest in each frame as a structured output modeled by a Markov Random Field (MRF), whose parameters are learned per frame while tracking the targets. Given the parameters at each frame, the tracker localises all targets jointly via maximum a posteriori (MAP) inference maximising a score (global potential) consisting both appearance and motion. The parameters are learned in a maximum margin principle as in Struck (Hare et al., 2011), which essentially follows structured SVM (Tsochantaridis et al., 2005) and LaRank (Bordes et al., 2007).
4.2.1 Problem representation

For a video, assume there are \( N \in \mathbb{Z}_{>0} \) targets to be tracked. We define a Markov random field (MRF) with graph \( G = (V,E) \), where \( V = \{1, \cdots, N\} \) denotes the targets, and \( E \) is the set of edges between the targets. In the \( t \)-th frame, the bounding box of target \( i \in V \) is represented by \( b_t^i = (c_t^i, r_t^i, w_t^i, h_t^i) \), where \( c_t^i, r_t^i \) are the column and row coordinates of the upper-left corner, and \( w_t^i, h_t^i \) are width and height, respectively. \( B_t = (b_t^1, \ldots, b_t^{|V|}) \) represents all bounding boxes. Let \( x_t \in \mathcal{X} \) represents the frame image, and \( y_t = (y_t^1, \ldots, y_t^{|V|}) \in \mathcal{Y} \) represent the offsets of all targets, where \( y_t^i = (\Delta c_t^i, \Delta r_t^i, \Delta w_t^i, \Delta h_t^i) \) denotes the offset of target \( i \). The task is to learn a function \( f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \), such that, given the image \( x_t \), the bounding boxes \( B_{t-1} \) of all targets at the \((t-1)\)-th frame, and the parameter \( w_{t-1} \) learned at the \((t-1)\)-th frame, the current bounding boxes \( B_t \) of the targets at the \( t \)-th frame can be predicted via:

\[
B_t = B_{t-1} + y_t^*, \\
y_t^* = \arg \max_{y_t \in \mathcal{Y}} f(x_t, y_t; w_{t-1}).
\]

Following structured SVM (Tsochantaridis et al., 2005) and LaRank (Bordes et al., 2007), we consider the objective function \( f(x_t, y_t; w_{t-1}) \) to be linear in some feature representation \( \Phi \), that is,

\[
f(x_t, y_t; w_{t-1}) = \langle w_{t-1}, \Phi(x_t, y_t) \rangle, \tag{4.2}
\]

where \( \Phi(x_t, y_t) \) is a global feature extracted in image \( x_t \), and \( w_{t-1} \) is the parameter learned at the \((t-1)\)-th frame.

4.2.2 Maximum a posterior (MAP) inference

Joint inference requires global feature, \( \Phi(x_t, y_t) \) for all targets in the \( t \)-th frames, which consists of local features involving only one or two targets as follows,

\[
\Phi(x_t, y_t) = \begin{pmatrix}
\left( \phi_1(x_t^i, y_t^i) \right)_{i \in V} \\
\left( \phi_2(x_t^i, y_t^i) \right)_{i \in V} \\
\left( \phi_3(x_t^i, y_t^i, y_t^j) \right)_{(i,j) \in E}
\end{pmatrix}, \tag{4.3}
\]

where \( \phi_1(x_t^i, y_t^i) \) represents \( i \)-th target’s appearance feature, \( \phi_2(x_t^i, y_t^i) \) represents its motion feature, and \( \phi_3(x_t^i, y_t^i, y_t^j) \) represents the feature of edge \((i,j) \in E\).
Similarly, the parameters have 3 components

$$w^{t-1} = \begin{pmatrix}
(u^{t-1}_i)_{i \in V} \\
(p^{t-1}_i)_{i \in V} \\
(v^{t-1}_{ij})_{(i,j) \in E}
\end{pmatrix}.$$  \hspace{1cm} (4.4)

corresponding to the local features.

Now $f$ in (4.2) can be expressed as

$$f(x', y'; w^{t-1}) = \sum_{i \in V} \left( \langle u^{t-1}_i, \phi_1(x', y'_i) \rangle + \langle p^{t-1}_i, \phi_2(x', y'_i) \rangle \right) := \theta_i(x', y'_i)$$

$$+ \sum_{(i,j) \in E} \langle v^{t-1}_{ij}, \phi_3(x', y'_i, y'_j) \rangle := \theta_{ij}(x', y'_i, y'_j).$$  \hspace{1cm} (4.5)

Thus finding the most likely locations of all targets at each frame becomes a joint MRF inference problem:

$$y^{t*} = \arg \max_{y \in Y} \sum_{i \in V} \theta_i(x', y'_i) + \sum_{(i,j) \in E} \theta_{ij}(x', y'_i, y'_j),$$  \hspace{1cm} (4.6)

where $\theta_i(x', y'_i)$ and $\theta_{ij}(x', y'_i, y'_j)$ are node potentials and edge potentials, respectively.

Following SPOT (Zhang and van der Maaten, 2014) and Struck (Hare et al., 2011), we use fixed $\Delta w^{t}_i, \Delta h^{t}_i$ to reduce computation, though in principle they can change. Thus the inference is to find the best $(\Delta c^{t}_i, \Delta r^{t}_i)$ for all targets jointly. To reduce the computation, we define the state space for each target as follows: using the target location at the previous frame as the center, and draw an ellipse whose major axis follows the direction of the estimated velocity of the target. Every second pixel within the ellipse is considered as a feasible state for the target, which gives us about 200 to 300 states in total for each target. However, the resulting state space might still be too large for many conventional inference methods. We use a linear programming relaxation based dual message passing in (Zhang et al., 2013b), which handles a large state space, general graphs and potentials.

4.2.3 Features and Potentials

Here we elaborate the features and potentials we used, in order to overcome challenges in model-free tracking, such as heavy occlusion and poor illumination.
4.2 Proposed approach

4.2.3.1 Appearance and Motion as Node Potentials

Node potential function $\theta_i(x^t_i, y^t_i)$ consists of two parts: the appearance model $F_{A,i}^t = \langle u^t_i, \phi_1(x^t_i, y^t_i) \rangle$ and the motion model $F_{M,i}^t = \langle p^t_i, \phi_2(x^t_i, y^t_i) \rangle$.

**Appearance** There are many choices for appearance feature $\phi_1(x^t_i, y^t_i)$ as long as it represents the $i$-th target’s appearance. The inner product $\langle u^t_i, \phi_1(x^t_i, y^t_i) \rangle$ measures the similarity between the learned parameter $u^t_i$ and the candidate’s appearance. This encourages the tracker to seek a location where the appearance in the current frame is close to that in the previous frame.

**Motion** The motion model helps in two scenarios:

- When there is a sudden appearance change (such as heavy occlusion, sudden change of illumination or sudden pose change), the appearance model’s value may dramatically drop for all candidates, and the tracker often loses tracking the targets relying on appearance alone. The motion model can continue to track all targets;
- When some candidates have similar appearance, the motion model helps to distinguish them via estimating their moving directions and positions, as shown in Fig. 4.1.

The motion feature $\phi_2(x^t_i, y^t_i)$ is defined as a Gaussian kernel below

$$\exp \left\{ -\alpha \left[ (v^t_{li,x} - v^{(t-1)*}_{li,x})^2 + (v^t_{li,y} - v^{(t-1)*}_{li,y})^2 \right] \right\},$$  \hspace{1cm} (4.7)

to encourage the targets to be near the expected locations considering motion alone. Here $v^t_{li,x}$ and $v^t_{li,y}$ are estimated candidate’s moving speed along X-axis and Y-axis, respectively. We simply use $v^{(t-1)*}_{li,x} = c^{(t-1)*}_i - c^{(t-2)*}_i$ and $v^{(t-1)*}_{li,y} = r^{(t-1)*}_i - r^{(t-2)*}_i$ by
assuming that for two consecutive frames, the time gap is one unit, and the target’s speed slightly varies only. The scalar $p_i^t - 1$ essentially becomes a trade-off parameter between the appearance model and the motion model.

### 4.2.3.2 Edge Potentials

We use edge potentials $\theta_{ij}(x^t_i, y^t_i, y^t_j)$ to measure spatial relationship between two targets,

$$
\theta_{ij}(x^t_i, y^t_i, y^t_j) = \langle \psi_{ij}^{-1}, \phi_3(x^t_i, y^t_i, y^t_j) \rangle,
$$

$$
\phi_3(x^t_i, y^t_i, y^t_j) = \begin{pmatrix}
  e^{-\lambda(d_{ij} - d_{ij}^{t-1})^2} \\
  e^{-\gamma(a_{ij} - a_{ij}^{t-1})^2}
\end{pmatrix},
$$

(4.8)

where $d_{ij}$ is the Euclidean distance between target $i$ and target $j$, and $a_{ij}$ is the angle between edge $(i, j)$ and X-axis. Here $\lambda$ and $\gamma$ are two prefixed hyper-parameters. Edge potentials encourage that two targets linked by an edge to make the smooth changes in their distance and angle.

### 4.2.4 Learning

Learning is also a joint process based on globe feature $\Phi(x^t, y^t)$, and essentially follows (Hare et al., 2011; Bordes et al., 2007) with two exceptions:

- We introduce a confidence parameter for each target to estimate how confident that the bounding box is on the true target (not the background nor other targets). If not confident, we will not update the appearance model, and the inference replies more on the motion model automatically.
- At each frame, we draw samples around the predicted targets as training data in a special way to train the appearance model to discriminate the true target against both the background and other targets.

Given training data, we solve the dual problem below as (Hare et al., 2011; Bordes et al., 2007),

$$
\max_{\beta} - \sum_{j,y^t} \Delta(y^t, y^t) \beta_{j,y^t}^t - \frac{1}{2} \sum_{j,y^t,k,y'^t} \beta_{j,y^t}^t \beta_{k,y'^t}^t \langle \Phi(x^t, y^t), \Phi(x^t, y'^t) \rangle
$$

s.t. \( \forall j, y^t : \beta_{j,y^t}^t \leq \delta(y^{t-1}^t, y^t)C \)

\( \forall j : \sum_{y^t} \beta_{j,y^t}^t = 0 \)
where $\beta_{i,j}^t$ are the (simplified) dual variables, and $\delta(y^t, y^t_*) = 1$, if $y^t_*= y^t$ and 0 otherwise. Similar to (Blaschko and Lampert, 2008), we use the overall overlap ratio of the bounding boxes as the loss function,

$$\Delta(y^t, y^t_* ) = 1 - \frac{(B^t + y^t_*) \cap (B^t + y^t)}{(B^t + y^t_*) \cup (B^t + y^t)}.$$  \hspace{1cm} (4.10)

By applying LaRank (Bordes et al., 2007), we maximize (4.9) to learn the dual variables, and store the support vectors. Through the dual variables and support vectors, the parameter $w^t$ can be recovered,

$$w^t_* = \sum_{j,y^{t}} \beta_{i,j}^t \Phi(x^t, y^t).$$  \hspace{1cm} (4.11)

A key step in optimising (4.9) is a SMO-style step (Platt, 1999), which requires to compute the gradient $g_j(y^t)$ w.r.t. $\beta_{i,j}^t$ as follows,

$$g_j(y^t) = \Delta(y^t, y^t_*) - \sum_{k,y^{t}} \beta_{i,k}^t \langle \Phi(x^t, y^t), \Phi(x^t, y^t_*) \rangle.$$  \hspace{1cm} (4.12)

### 4.2.4.1 Discriminative Sampling

Here we explain at each frame, how we draw samples to form training data set. For each target, we draw five layers ellipses centered at the ground-truth location of the target. Note that this ground-truth location is given only at the first frame, and is predicted from the second frame onward as all model free trackers do. The ellipses’ major axis is in the direction of the estimated velocity. The ellipses define the state space for each target in a way slightly different from what we used in inference. We draw four types of samples as follows:

1. the ground truth locations of all targets (only once);
2. the ground truth location of one target, and randomly draw from the state spaces (within each of the ellipses) of the rest of the targets;
3. the ground truth locations of two targets which are linked by an edge, and randomly draw from the state space (within each of the ellipses) of the rest of the targets;
4. randomly draw from the state spaces (within each of the ellipses) of all targets.

Such sampling encourages the model to distinguish the true target from other targets and the background. This is particularly helpful when some targets look similar.
4.2.4.2 Confidence Parameter

When a sudden appearance change happens, we should not update the corresponding appearance parameter $u^t_i$. We store the appearance similarity scores of each predicted target for the past $m$ frames, a confidence parameter $d^t_i$ is calculated as follows,

$$
    d^t_i = \frac{F^{(t-1)*}}{\sum_{j=2}^{m} \mu_j F^{(t-j)*}}.
$$

(4.13)

where $\mu_j$ is a predefined score weight coefficient. When $d^t_i$ is less than a certain threshold, it suggests a heavy occlusion or poor illumination occurring. We will keep $u^t_i$ unchanged (i.e. not updating the appearance model). Since a small $d^t_i$ means a low appearance score, the tracker automatically relies on the motion model more as intended.

4.3 Datasets and evaluation metric

In this section, we provide the information about the used datasets, then introduce the baselines, competitive methods, and the evaluation protocol.

Datasets We evaluate the proposed multi-object tracking algorithm on twelve challenging sequences with varied object numbers (2 – 5 objects). Sequences basketball, red flowers, parades, shaking, skating and skydiving are obtained from SPOT (Zhang and van der Maaten, 2014). The other six, enter1cor, man kangaroo, ETH Crossing, soccer, shop2cor and horse racing are public sequences, which are manually annotated with the free video (image) annotation tool ViTBAT (Biresaw et al., 2016). These sequences include different challenging factors for multi-object tracking: multiple interacting occlusions, appearance variations, complex deformations. Summary of each sequence such as the number of targets and the number of frames is provided in Table 4.1.

The baselines and competitive methods To demonstrate the functionality of different components of our tracker, we conduct four more baseline experiments including:

- without the edge potentials and confidence indicator, but with motion model (referred as Ours WEWC)
- without the edge potentials but with confidence indicator and motion model (referred as Ours WE)
Datasets and evaluation metric

Table 4.1: Sequences summary

<table>
<thead>
<tr>
<th>Video name</th>
<th>Number of annotated objects</th>
<th>Challenges</th>
<th>Number of frames</th>
<th>Image size (Pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>enter1cor</td>
<td>2</td>
<td>occlusion</td>
<td>275</td>
<td>384 × 288</td>
</tr>
<tr>
<td>skating</td>
<td>2</td>
<td>bad illumination</td>
<td>120</td>
<td>640 × 360</td>
</tr>
<tr>
<td>man kangaroo</td>
<td>2</td>
<td>different kind of objects, occlusion</td>
<td>300</td>
<td>640 × 480</td>
</tr>
<tr>
<td>ETH Crossing</td>
<td>2</td>
<td>occlusion</td>
<td>98</td>
<td>640 × 480</td>
</tr>
<tr>
<td>soccer</td>
<td>3</td>
<td>very small objects</td>
<td>620</td>
<td>720 × 480</td>
</tr>
<tr>
<td>basketball</td>
<td>3</td>
<td>similar appearance, dynamic moving</td>
<td>195</td>
<td>576 × 432</td>
</tr>
<tr>
<td>shaking</td>
<td>3</td>
<td>bad illumination</td>
<td>344</td>
<td>624 × 352</td>
</tr>
<tr>
<td>shop2cor</td>
<td>3</td>
<td>occlusion</td>
<td>250</td>
<td>384 × 288</td>
</tr>
<tr>
<td>parade</td>
<td>4</td>
<td>occlusion</td>
<td>322</td>
<td>480 × 272</td>
</tr>
<tr>
<td>red flowers</td>
<td>4</td>
<td>similar appearance, dynamic moving, occlusion</td>
<td>1000</td>
<td>360 × 240</td>
</tr>
<tr>
<td>horse racing</td>
<td>4</td>
<td>similar appearance, occlusion</td>
<td>160</td>
<td>320 × 240</td>
</tr>
<tr>
<td>skydiving</td>
<td>5</td>
<td>similar appearance</td>
<td>1000</td>
<td>656 × 480</td>
</tr>
</tbody>
</table>

- with confidence indicator and edge potentials, but without motion model (referred as Ours WM)
- without the confidence indicator, but with edge potentials and motion model (referred as Ours WC)

To verify the performance of the proposed algorithm, we also compare it with five recent state-of-the-art trackers including: Siamese-FC (Bertinetto et al., 2016), CF (Ma et al., 2015a), KCF (Henriques et al., 2015), SPOT (Zhang and van der Maaten, 2014), and Struck (Hare et al., 2011). Siamese-FC uses fully convolutional Siamese network for tracking an object from background. CF is also a deep learning based approach, which incorporates the hierarchical CNN features into correlation filters, and track the object in a coarse-to-fine manner. KCF is one of the best correlation-filter-based trackers. Struck is a structural-learning-based tracker, which is closely related to our work and is in fact one of our baseline when we do not use motion model, joint learning and inference and our confidence parameter. Note that Siamese-FC, CF, KCF and Struck are proposed for single object tracking, we simply extend these algorithms to track multi-object by running these trackers one by one for each object. SPOT is structural-learning-based multi-object tracking algorithm, we compare our algorithm to SPOT equipped with the minimum spanning tree.

**Evaluation metrics** To assess the results, we employ two types of evaluation protocols: single-object tracking metrics and multi-object tracking metrics. For the former type, we use four metrics: 1) Center location error (CLE), which is computed as the average Euclidean distance between the ground-truth and the estimated center location of the tracked object. 2) VOC overlap ratio (VOR), which is defined as
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$R(B_T \cap B_{GT}) / R(B_T \cup B_{GT})$, where $R(B)$ measure the area of the bounding box $B$, $B_T$ and $B_{GT}$ are the tracking bounding box and the ground truth bounding box, respectively. 3) Precision plot, which measures the percentage of successfully tracked frames. Tracking on a frame is considered successful if the distance between the centers of the predicted box and the ground truth box is under a fixed threshold. 4) Success plot, which is defined as the percentage of frames where VOC overlap ratio is larger than a certain threshold [Wu et al., 2013]. For multi-object tracking metrics, we follow the evaluation protocol of [Milan et al., 2016], where five of those metrics are used: Recall represents the percentage of the detected targets, IDS represents mismatch error, FAR represents the number of false alarms per frame, MT represents the number of mostly tracked targets, MOTA means multi-object tracking accuracy, and MOTP means multi-object tracking precision.

4.4 Experiments

In this section, we will elaborate implementation details of our experiments, and then present quantitative evaluation, as well as qualitative evaluation, of the proposed method.

4.4.1 Implementation Details

Similar to visual tracker [Hare et al., 2011], the proposed tracker performs object localization using a sliding-window search scheme with an adaptive search radius. Generally, for each target, we search in a 2D area with \{(Δc_i, Δr_i) | (Δc_i)^2 + (Δr_i)^2 ≤ R_i^2 \}, and sample on a polar grid. We use 5 radial and 18 angular divisions, giving 81 locations, which are used for discriminating sampling. In our implementation, the 2nd to 4th types of samples in discriminating sampling are repeated 27 times, 16 times and 81 times, respectively. As different targets may be different sizes, to acquire effective samples, we set $R_i = 1.2 \times \min(w_i, h_i)$. When the motion model applies, we sample within an ellipse whose major axis aligns with the direction of the target’s velocity, and its length depends on $R_i$ and target’s speed. As for confidence parameter, we set up the threshold $d_i^{-1} = 0.1$ based on the past $m_k = 5$ frames, accordingly the score coefficients $µ_j$ are set to 0.4, 0.3, 0.2 and 0.1, respectively. Also we fix hyper-parameters $α = 0.05$ for motion feature and $λ = 0.035$ and $γ = 0.025$ for edge potentials, respectively.

To perform a fair comparison with peer trackers SPOT and KCF, we also extract the same features, i.e. Histogram of oriented gradients (HOG) [Dalal and Triggs, 2005], for tracking multiple objects. For our tracker, we use fully connected graphs
in images where targets are expected to not move very fast (i.e. since maintaining distances and angles between targets in that case is better), and use simple chain structure otherwise.

4.4.2 The state space for MRF inference

As aforementioned, jointly predicting the most likely locations of all targets can be cast as an MRF inference problem. Here we elaborate how to define the state space of the inference.

Our algorithm has two variants: one without the motion model (referred to as Ours WM in the experiment) and one with the motion model (referred as Ours in the experiment). When the motion model is not used, the state space for the MRF inference is defined by a circle with radius $\bar{R}$, where $\bar{R} = 20$ (pixels) is a prefixed constant. We consider every second pixel within the circle as a feasible state to reduce the computation, which works well in practice.

When the motion model is used, we take the target location at the previous frame as the center, and draw an ellipse whose major axis follows the direction of the estimated velocity of the target. The state space is defined by an ellipse with its parameters such as semi major, semi minor and its rotation angle as follows. The semi major and the semi minor are calculated as

$$a_{t-1}^i = \bar{R} + \sqrt{\left(v_{i,x}^{(t-1)}\right)^2 + \left(v_{i,y}^{(t-1)}\right)^2},$$

$$b_{t-1}^i = \frac{\left(\bar{R}\right)^2}{a_{t-1}^i},$$

where

$$v_{i,x}^{(t-1)} = c_i^{(t-1)} - c_i^{(t-2)},$$

$$v_{i,y}^{(t-1)} = r_i^{(t-1)} - r_i^{(t-2)}.$$  \hspace{1cm} (4.16)

Here the semi minor $b_{t-1}^i$ is calculated assuming that the ellipse keeps the same search area as the circle (without the motion model), which is found empirically helpful in our experiments.

The rotation angle is calculated as

$$\theta_{t-1}^i = -\arctan\left(\frac{v_{i,y}^{(t-1)}}{v_{i,x}^{(t-1)}}\right).$$

(4.17)
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Figure 4.2: The state space for inference when considering motion

Note (4.17) is applicable only when \(|v_{i,t-1,x}^s| \geq 1\) pixel or \(|v_{i,t-1,y}^s| \geq 1\) pixel. Otherwise we consider the target’s state space is defined by a circle, which is the same as the case without the motion model.

An illustration of the ellipse for the \(i\)-th target is shown in Fig. 4.2 depending on the velocity of the target. Same as the case without the motion model, every second pixel within the ellipse is considered as a feasible state.

### 4.4.3 Sampling training data

Here we elaborate at each frame, how to sample around the targets’ ground truth (or predicated) location to form training data.

When the motion model is disabled, for the \(i\)-th target at the \(t\)-th frame, the sampling space for structured SVM learning is empirically defined by 5 concentric circles with the most outer layer radius defined as

\[
R_t^i = 1.2 \times \min(w_t^i, h_t^i)
\]

to accommodate the fact that different targets often have different sizes in multi-object tracking scenario. We find this radius works well in our experiments.

When the motion model is enabled, we use 5 ellipses shown in Fig. 4.3 to define the candidates of the training data to be sampled.

All 5 ellipses share one center and the same rotation angle. Semi major and semi
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Figure 4.3: Training data sampling when considering motion

minor of the most outer ellipse (layer 1) are calculated as follows,

\[ a^i_t = R^i_t + \sqrt{(v^i_{t,x})^2 + (v^i_{t,y})^2}, \]
\[ b^i_t = \frac{(R^i_t)^2}{a^i_t} \] (4.18)

Semi major and semi minor of the most inner ellipse (layer 5)’s are \( a^i_t / 5 \) and \( b^i_t / 5 \), respectively. As for the rest 3 ellipses, their semi major and semi minor are evenly spaced between \( [a^i_t/5, a^i_t] \) and \( [b^i_t/5, b^i_t] \). \( v^i_{t,x} \) and \( v^i_{t,y} \) follow (4.16) and the rotation angle \( \theta^i_t \) follows (4.17).

Similarly, \( \theta^i_t \) is applicable only when \( |v^i_{t,x}| \geq 1 \) pixel or \( |v^i_{t,y}| \geq 1 \) pixel, otherwise we consider the target’s sampling space is defined by 5 concentric circles, which is the same as the case without motion model.

As we can see from Fig.4.3, the sampling candidates (black dots) are evenly distributed on each ellipse, and the angle gap between two nearest samples on one ellipse is \( \alpha = \frac{\pi}{9} \). This gives 81 candidates, including one ground truth (red dot).

We draw four types of samples to form the training data as stated in 4.2.4.1 such mechanism encourages the model to distinguish the true target from other targets and the background. This is particularly helpful, when some targets look similar.
Table 4.2: Quantitative evaluation of average VOR (VOC overlap ratios) and CLE (center location errors) of the proposed algorithm with 4 baselines on the reported sequences. We report the average VOR and CLE of each tracker for all objects in each sequences, and all objects in all sequences (the last row in the table). The best results are shown in bold.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Ours WEWC</th>
<th>Ours WE</th>
<th>Ours WM</th>
<th>Ours WC</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLE</td>
<td>VOR</td>
<td>CLE</td>
<td>VOR</td>
<td>CLE</td>
</tr>
<tr>
<td>enter1cor</td>
<td>5.2</td>
<td>0.85</td>
<td>4.1</td>
<td>0.87</td>
<td>5.2</td>
</tr>
<tr>
<td>skating</td>
<td>21.8</td>
<td>0.60</td>
<td>21.9</td>
<td>0.59</td>
<td>20.3</td>
</tr>
<tr>
<td>man kangaroo</td>
<td>23.2</td>
<td>0.68</td>
<td>25.9</td>
<td>0.68</td>
<td>9.1</td>
</tr>
<tr>
<td>ETH Crossing</td>
<td>55.4</td>
<td>0.64</td>
<td>57.0</td>
<td>0.64</td>
<td>14.1</td>
</tr>
<tr>
<td>soccer</td>
<td>40.2</td>
<td>0.42</td>
<td>16.7</td>
<td>0.59</td>
<td>33.0</td>
</tr>
<tr>
<td>basketball</td>
<td>10.6</td>
<td>0.75</td>
<td>9.9</td>
<td>0.76</td>
<td>8.7</td>
</tr>
<tr>
<td>shaking</td>
<td>6.4</td>
<td><strong>0.82</strong></td>
<td><strong>6.4</strong></td>
<td>0.82</td>
<td>10.7</td>
</tr>
<tr>
<td>shop2cor</td>
<td>8.5</td>
<td>0.73</td>
<td>8.6</td>
<td>0.73</td>
<td>7.8</td>
</tr>
<tr>
<td>parade</td>
<td>6.7</td>
<td>0.71</td>
<td>6.5</td>
<td>0.71</td>
<td>9.4</td>
</tr>
<tr>
<td>red flowers</td>
<td>17.6</td>
<td>0.69</td>
<td>19.6</td>
<td>0.66</td>
<td>11.1</td>
</tr>
<tr>
<td>horse racing</td>
<td>3.9</td>
<td>0.71</td>
<td>3.9</td>
<td>0.71</td>
<td>6.5</td>
</tr>
<tr>
<td>skydiving</td>
<td>7.3</td>
<td>0.77</td>
<td>8.3</td>
<td>0.76</td>
<td><strong>4.4</strong></td>
</tr>
<tr>
<td>Average</td>
<td><strong>17.2</strong></td>
<td>0.70</td>
<td><strong>15.7</strong></td>
<td>0.71</td>
<td><strong>11.7</strong></td>
</tr>
</tbody>
</table>

Table 4.3: The table shows baseline multi-object tracking results of baseline methods in terms of MOT performance criteria on all sequences.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Recall</th>
<th>FAR</th>
<th>MT</th>
<th>MOTA</th>
<th>MOTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours WEWC</td>
<td>83.4</td>
<td>0.59</td>
<td>25</td>
<td>66.5</td>
<td>81.6</td>
</tr>
<tr>
<td>Ours WE</td>
<td>84.3</td>
<td>0.56</td>
<td>26</td>
<td>68.4</td>
<td>81.4</td>
</tr>
<tr>
<td>Ours WM</td>
<td>86.6</td>
<td>0.48</td>
<td>29</td>
<td>72.9</td>
<td>81.5</td>
</tr>
<tr>
<td>Ours WC</td>
<td>89.6</td>
<td>0.37</td>
<td>29</td>
<td>79.2</td>
<td>81.0</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>94.3</strong></td>
<td><strong>0.20</strong></td>
<td><strong>34</strong></td>
<td><strong>88.6</strong></td>
<td><strong>81.1</strong></td>
</tr>
</tbody>
</table>

4.4.4 Quantitative Evaluation

We first carry out the experiments to show the contribution of each component in our algorithm and then compare the proposed method with the aforementioned state-of-the-art methods.

Evaluation on baselines of functional components. To explore the effectiveness of different components of our tracker, we report the results of proposed algorithm with each component switched on or off in the tables. The results in Tables 4.2 and 4.3 show that each component consistently contribute in improving the total performance of the proposed method with respect to all reported metrics. For example, considering the initial baseline as “Ours WEWC”, we can see from Table 4.3 that incorporating confidence parameter only (“Ours WE”), edge potential term (joint learning and inference) only (“Ours WC”) and both terms together (“Ours”) can respectively improve the results with respect to MOTA metric by 2.8%, 19.1% and 33.2%.
Table 4.4: Quantitative evaluation of average VOR (VOC overlap ratios) and CLE (center location errors) of the proposed algorithm with 5 state-of-the-art methods on the reported sequences. We report the average VOR and CLE of each tracker for all objects in each sequences, and all objects in all sequences (the last row in the table). The best results are shown in bold.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Siamese-FC</th>
<th>CF</th>
<th>KCF</th>
<th>SPOT</th>
<th>Struck</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLE</td>
<td>VOR</td>
<td>CLE</td>
<td>VOR</td>
<td>CLE</td>
<td>VOR</td>
</tr>
<tr>
<td>enter1cor</td>
<td>5.9</td>
<td>0.60</td>
<td>4.9</td>
<td>0.85</td>
<td>5.9</td>
<td>0.84</td>
</tr>
<tr>
<td>skating</td>
<td>83.2</td>
<td>0.39</td>
<td>57.0</td>
<td>0.68</td>
<td>82.8</td>
<td>0.50</td>
</tr>
<tr>
<td>man kangaroo</td>
<td>15.2</td>
<td>0.67</td>
<td>8.1</td>
<td>0.80</td>
<td>47.3</td>
<td>0.48</td>
</tr>
<tr>
<td>ETH Crossing</td>
<td>22.3</td>
<td>0.62</td>
<td>52.8</td>
<td>0.63</td>
<td>34.8</td>
<td>0.64</td>
</tr>
<tr>
<td>soccer</td>
<td>4.1</td>
<td>0.63</td>
<td>3.5</td>
<td>0.64</td>
<td>25.1</td>
<td>0.54</td>
</tr>
<tr>
<td>basketball</td>
<td>45.3</td>
<td>0.51</td>
<td>8.2</td>
<td>0.77</td>
<td>6.9</td>
<td>0.81</td>
</tr>
<tr>
<td>shaking</td>
<td>9.0</td>
<td>0.73</td>
<td>166.3</td>
<td>0.03</td>
<td>31.6</td>
<td>0.55</td>
</tr>
<tr>
<td>shop2cor</td>
<td>16.5</td>
<td>0.43</td>
<td>34.7</td>
<td>0.40</td>
<td>35.2</td>
<td>0.38</td>
</tr>
<tr>
<td>parade</td>
<td>30.1</td>
<td>0.30</td>
<td>21.9</td>
<td>0.38</td>
<td>21.1</td>
<td>0.39</td>
</tr>
<tr>
<td>red flowers</td>
<td>12.9</td>
<td>0.55</td>
<td>12.6</td>
<td>0.72</td>
<td>9.7</td>
<td>0.73</td>
</tr>
<tr>
<td>horse racing</td>
<td>4.4</td>
<td>0.65</td>
<td>3.8</td>
<td>0.70</td>
<td>3.1</td>
<td>0.69</td>
</tr>
<tr>
<td>skydiving</td>
<td>19.3</td>
<td>0.45</td>
<td>5.7</td>
<td>0.76</td>
<td>8.3</td>
<td>0.71</td>
</tr>
<tr>
<td>Average</td>
<td>22.3</td>
<td>0.54</td>
<td>31.6</td>
<td>0.61</td>
<td>26.0</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 4.5: The table shows multi-object tracking results of competitive methods in terms of MOT performance criteria on all sequences.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Recall</th>
<th>FAR</th>
<th>MT</th>
<th>MOTA</th>
<th>MOTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese-FC (Bertinetto et al., 2016)</td>
<td>66.9</td>
<td>1.18</td>
<td>17</td>
<td>33.7</td>
<td>69.7</td>
</tr>
<tr>
<td>CF (Ma et al., 2015a)</td>
<td>86.3</td>
<td>0.49</td>
<td>27</td>
<td>72.6</td>
<td>76.7</td>
</tr>
<tr>
<td>KCF (Henriques et al., 2015)</td>
<td>86.6</td>
<td>0.48</td>
<td>28</td>
<td>72.9</td>
<td>75.1</td>
</tr>
<tr>
<td>SPOT (Zhang and van der Maaten, 2014)</td>
<td>79.4</td>
<td>0.74</td>
<td>22</td>
<td>58.8</td>
<td>75.2</td>
</tr>
<tr>
<td>Struck (Hare et al., 2011)</td>
<td>41.6</td>
<td>2.09</td>
<td>7</td>
<td>-17.8</td>
<td>74.9</td>
</tr>
<tr>
<td>Ours</td>
<td>94.3</td>
<td>0.20</td>
<td>34</td>
<td>88.6</td>
<td>81.1</td>
</tr>
</tbody>
</table>

Comparison with state-of-the-art methods. Table 4.4 and 4.5 show comparison between our proposed approach and the aforementioned competitive methods on the reported sequences using average CLE and VOR, and also MOT criteria. The proposed method significantly improves the baseline structural-learning-based tracker. Our tracker obtains almost the best performance on almost all sequences among all the compared trackers with an average CLE of 7.4 pixels and average VOR with 0.78.

As shown in Fig. 4.4, the precision plot and success plot for all datasets indicate that our method outperforms four other state-of-the-art trackers. All algorithms are compared in terms of the same initial positions in the first frame. For precision plots and success plots, the values in the legend are the average distance precision at 20 pixels and the Area Under Curve (AUC) scores, respectively. In both plots, the best method is the proposed tracker; our algorithm ("Ours") outperforms the competitors in both mean distance precision and mean AUC scores, respectively.

In Table 4.5, we compare the performance of our proposed tracker with the competitive trackers using multi-object tracking (MOT) metrics. Table 4.5 shows that our
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method outperforms other methods overall. The MOTA is perhaps the most widely used metric to evaluate a multi-object tracker’s performance [Bernardin and Stiefelhagen 2008b]. It takes three sources of errors (i.e., the number of false positive, of misses, and of mismatches). Note that a negative MOTA means that the number of errors made by the tracker exceeds the number of all objects. The MOTP is the average dissimilarity between all true positives and their corresponding ground truth targets. The higher the Recall, MT, MOTA and MOTP of a tracker, the better its performance. On the contrary, the lower FAR indicates a better performance. In Table 4.5, SPOT outperforms the other existing methods in our evaluation, this maybe because that SPOT takes spatial structure among objects into account, it will provide more information for tracking multi-object. By utilizing more effective node potential and edge potential, our tracker outperforms SPOT 7.8% in MOTP.

Figure 4.4: Overall distance precision plot (left) and overlap success plot (right) over all sequences. The legends show the precision scores and AUC scores for each tracker.

4.4.5 Qualitative Evaluation

We present several tracking results from the proposed tracker in different rows of Figs. 4.5. For presentation clarity, the tracking results of the other trackers are not shown in the figure. Overall, our tracker is able to produce precise localizations for the multiple objects. Note that in two of the sequences, (basketball and horse racing) shown in the first two rows, there are deformations and occlusions. In the following two rows, our tracker performs well in presence of heavy interacting occlusion between similar objects. When the background is cluttered (sequence parade) and the illumination is changed (sequence shaking), the proposed multi-object tracker still keep track of the objects because it leverages the structural information encoded in the graph edge potentials. The 7th and 8th rows also show some cases of occlusion, deformation, and scale variations. The range of these sequences and different
challenges presented in each, demonstrate that our tracker performs well in various circumstances.
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Figure 4.5: Multi-object tracking results on representative frames.
4.5 Conclusion

In this chapter, we have addressed the multi-class multi-object model-free tracking task by formulate it as a graphical model inference problem, learning the parameters jointly and also find the most likely locations jointly. We also introduce a confidence parameter and motion model to overcome issues of sudden appearance change and occlusion. Comparing to several state-of-the-art models on challenging sequences, experimental results in term of single-object and multi-object evaluation protocols demonstrate effectiveness of the proposed method.
5.1 Introduction

In the previous chapter, we have modeled the multi-class multi-object model-free tracking as a PGM inference problem, in which only a hand-crafted HOG feature (Dalal and Triggs, 2005) has been applied to the method. While as shown in (Wang et al., 2015), feature representation in all aforementioned approaches in Chapter 2 also plays a crucial role in their performances. Conventionally, the hand-crafted features such as Haar-like features (Hare et al., 2011), HOG (Dalal and Triggs, 2005), subspace features (Ross et al., 2008), color histograms (Zhao et al., 2010) have been used for this visual object tracking task. With the recent rise of deep learning and its superior performance in many visual recognition tasks (Girshick, 2015; Ren et al., 2015; He et al., 2017), the features extracted from CNNs has recently become popular and been extensively applied to visual tracking task, such as (Ma et al., 2015a; Henriques et al., 2015; Bertinetto et al., 2016). To this end, in this chapter, we also explore the importance of the feature representation on the performance of our proposed framework by comparing the popular hand-crafted HOG feature as well as CNNs based features.

In addition, we will conduct more extensively experiments to validate our proposed method, including extended datasets (from 12 to 24 sequences) and more experiments to investigate the functionality of different components of the proposed framework.

5.2 Overview of the proposed framework

In the multi-class multi-object model free tracking, given the bounding boxes of multiple objects of interest only in the first frame of the video, the tracker is expected to
track all targets from the 2nd frame to the end of the video.

We treat all targets of interest in each frame as a structured output modelled by an MRF, whose parameters are learned per frame while tracking the targets. Given the jointly learned parameters at each frame, the tracker localises all targets jointly via maximum a posteriori (MAP) inference maximising a score (global potential) consisting of both appearance and motion. The parameters are jointly learned in a maximum margin principle as in Struck (Hare et al., 2011), which essentially follows structured SVM (Tsochantaridis et al., 2005) and LaRank (Bordes et al., 2007).

5.2.1 Representation

The problem representation is following the definition (4.1) in 4.2.1, and still, we consider the objective function

\[ f(x^t, y^t; w^{(t-1)*}) \]

to be linear in some feature representation \( \Phi \), that is the same as (4.2).

5.2.2 Inference

The global feature \( \Phi(x^t, y^t) \) for all targets in the \( t \)-th frames consists of local features involving only one or two targets as follows,

\[
\Phi(x^t, y^t) = \begin{pmatrix}
\phi_1(x^t, y^t_i)_{i \in V} \\
\phi_2(x^t, y^t_i)_{i \in V} \\
\phi_3(x^t, y^t_i, y^t_j)_{(i,j) \in E}
\end{pmatrix}
\]  

(5.1)

where \( \phi_1(x^t, y^t_i) \) represents \( i \)-th target’s appearance feature, \( \phi_2(x^t, y^t_i) \) represents its motion feature, and \( \phi_3(x^t, y^t_i, y^t_j) \) represents the feature of edge \((i, j) \in E\).

Similarly, the parameters have 3 components

\[
w^{(t-1)*} = \begin{pmatrix}
(u^t_{i})_{i \in V} \\
p^t_{i})_{i \in V} \\
v^t_{i,j}^{(t-1)*})_{(i,j) \in E}
\end{pmatrix}
\]  

(5.2)

where \((u^t_{i})_{i \in V}, (p^t_{i})_{i \in V}\) and \((v^t_{i,j}^{(t-1)*})_{(i,j) \in E}\) are corresponding to the local features \( \phi_1, \phi_2 \) and \( \phi_3 \), respectively.

Note both the second components of (5.1) and (5.2) are vectors, which are different from the corresponding components in (4.3) and (4.4).

Now objective function \( f \), which is the same as (4.2), can be expressed as
\[ f(x', y'; w^{(t-1)*}) = \sum_{i \in V} \left( \langle u_i^{(t-1)*}, \phi_1(x', y'_i) \rangle + \langle p_i^{(t-1)*}, \phi_2(x', y'_i) \rangle \right) \]
\[ + \sum_{(i,j) \in E} \left( \langle v_{ij}^{(t-1)*}, \phi_3(x', y'_i, y'_j) \rangle \right) \]
\]

Thus finding the most likely locations of all targets at each frame becomes a MRF inference problem as stated in (4.6).

5.2.3 Features and Potentials

Here we elaborate the features and potentials we used, in order to overcome challenges in model-free tracking, such as heavy occlusion and poor illumination.

5.2.3.1 Appearance and Motion as Node Potentials

Node potential function \( \theta_i(x', y'_i) \) consists of two parts: the appearance model \( F_{A,i} = \langle u_i^{(t-1)*}, \phi_1(x', y'_i) \rangle \) and the motion model \( F_{M,i} = \langle p_i^{(t-1)*}, \phi_2(x', y'_i) \rangle \).

**Appearance** There are many choices for appearance feature \( \phi_1(x', y'_i) \) as long as it represents the state appearance of \( i-th \) target. With such selected feature representation, the inner product \( \langle u_i^{(t-1)*}, \phi_1(x', y'_i) \rangle \) measures the similarity between the learned parameter \( u_i^{(t-1)*} \) and the state’s appearance. This encourages the tracker to seek a location where the appearance in the current frame is close to that in the previous frame.

We separately incorporated two types of features in our tracker, HOG feature and the popular deep CNNs feature, to describe the state’s appearance of targets, and our experiments will show the tracker’s performance respectively.

**HOG feature.** HOG feature divides the image into relatively small cells and then calculate the histogram of oriented gradient in each local cell, resulting in its controllable degree of invariance to local geometric and photometric transformations (Dalal and Triggs, 2005). We apply this traditional HOG feature into our tracking algorithm to evaluate its performance.

**Deep CNNs feature.** To incorporate deep CNNs feature, we base our network on 19-layer VGGNet (VGGNet-19) (Simonyan and Zisserman, 2014), which is a pre-trained model on large-scale ImageNet (Russakovsky et al., 2015), and also make
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some modifications according to our proposed algorithm. The modifications will be elaborated in next section.

Architecture of the deep CNNs for feature extraction is as shown in Fig. 5.1.

Figure 5.1: Network architecture. The architecture is based on VGGNet-19. The outputs from layer conv3_4, conv4_4 and conv5_4 are fed into RoI alignment layers, respectively, followed by reshape and concatenation layers to generate the final feature vectors.

In the most left side of Fig. 5.1, instead of resize the input images, we feed the images at the original size into the VGGNet-19. As shown in [Ma et al., 2015a], along with forward propagation, the networks’ strength in semantical discrimination between object categories is enhanced, while on the other hand, its spatial information of precise localization is weakened due to accumulated downsampling and pooling operations. So we follow the feature extraction trick of [Ma et al., 2015a], ignoring fully-connected layer and combining feature maps from 3 higher layers (conv3_4, conv4_4 and conv5_4) for our tracking task. The sampled states in the input image are also mapped to these feature maps correspondingly. We treat each sampled state as a Region of Interest(RoI). In Fig. 5.1 the RoI Alignment layer [He et al., 2017] is an operation for extracting a small feature map for each RoI. It can properly align the extracted features with the input image, such characteristics makes this layer suitable to tracking tasks, which require pixel-accurate capacity. The feature map outputs from each RoI Alignment layer are then reshaped and concatenated to generate the feature vector.

Motion  The motion model helps in two scenarios:
• When there is a sudden appearance change (such as heavy occlusion, sudden change of illumination or sudden pose change), the appearance model’s value may dramatically drop for all candidates, and the tracker often loses tracking the targets relying on appearance alone. The motion model can continue to track all targets;

• When some candidates have similar appearance, the motion model helps to distinguish them via estimating their moving directions and positions, as shown in Fig. 5.2.

![Figure 5.2](image_url)

Figure 5.2: Comparison of tracking results, with and without motion model, for one of the players of interest. Red indicates the result with motion model, and green indicates the result without motion model.

The motion feature $\phi_2(x^t, y^t)$ is defined as a Gaussian kernel below:

$$
\begin{pmatrix}
\exp \left\{ -\alpha \left[ (v_{i,x}^t - v_{i,x}^{(t-1)*})^2 \right] \right\} \\
\exp \left\{ -\alpha \left[ (v_{i,y}^t - v_{i,y}^{(t-1)*})^2 \right] \right\}
\end{pmatrix}
$$

(5.4)

to encourage the targets to be moving at a constant speed considering motion alone. Here $v_{i,x}^t$ and $v_{i,y}^t$ are estimated candidate’s moving speed along X-axis and Y-axis, respectively. We simply use the offset at column and row coordinates, i.e. $v_{i,x}^{(t-1)*} = c_i^{(t-1)*} - c_i^{(t-2)*}$ and $v_{i,y}^{(t-1)*} = r_i^{(t-1)*} - r_i^{(t-2)*}$, by assuming that for two consecutive frames, the time gap is one unit, and the target’s speed slightly varies only. The 2-d vector $p_i^{(t-1)*}$ essentially becomes a trade-off parameter between the appearance model and the motion model.
5.2.3.2 Edge Potentials

Following 4.2.3.2, we use edge potentials $\theta_{i,j}(x_t, y_t, y_j)$ to measure spatial relationship between two targets, and the specific definition follows (4.8).

5.2.4 Learning

The goal of learning is to find the optimal parameter $w^t*$ in the current frame. Learning principally follows 4.2.4 to treat the learning as an optimization problem with restriction like (Tsochantaridis et al., 2005). By solving the dual problem (4.9), we can recover the optimal primal parameter via (4.11).

5.2.4.1 Discriminative Sampling

Here we explain at each frame, how we draw samples to form training data set. For each target, we draw five layers ellipses centered at the ground-truth location of the target. Note that this ground-truth location is given only at the first frame, and is predicted from the second frame onwards as all model free trackers do. The ellipses’ major axis is in the direction of the estimated velocity. The ellipses define the state space for each target in a way slightly different from what we used in inference. We draw four types of samples as follows:

- the ground truth locations of all targets (only once);
- the ground truth location of one target, and randomly draw from the state spaces (on each of the ellipses) of the rest of the targets;
- the ground truth locations of two targets which are linked by an edge, and randomly draw from the state space (on each of the ellipses) of the rest of the targets;
- randomly draw from the state spaces (on each of the ellipses) of all targets.

Such sampling encourages the model to distinguish the true target from other targets and the background. This is particularly helpful when some targets look similar.

5.2.4.2 Confidence Parameter

When a sudden appearance change happens, we should not update the corresponding appearance parameter $u^t_i$. We store the appearance similarity scores of each predicted target for the past $m_k$ frames, a confidence parameter $d_{t-1}^i$ is calculated as (4.13).
5.3 Datasets and evaluation metric

Compared to Chapter 4, we extend the test videos from 12 to 24, and more extensive experiments are conducted. In this section, we will first provide the information about the used datasets, then introduce the baselines, competitive methods, and the evaluation protocol.

Datasets. We evaluate the proposed multi-object tracking algorithm on 24 challenging sequences with varied object numbers (2-5 objects). Sequences 1-7 are obtained from dataset of SPOT (Zhang and van der Maaten, 2014), 8-10 are from dataset of MOT challenge (Ess et al., 2007; Leal-Taixé et al., 2015; Milan et al., 2016), 11-14 are from VOT 2016 (Kristan et al., 2016b) dataset, as for the rest, 15-24, are public sequences. The sequences, when needed, are manually annotated with the free video (image) annotation tool ViTBAT (Biresaw et al., 2016). These sequences include different challenging factors for multi-object tracking: very small targets, bad illumination, multiple interacting occlusions, appearance variations, complex deformations, etc. Summary of each sequence such as the number of targets and the number of frames is provided in Table 5.1.

The baselines and competitive methods. Similar to previous chapter 4.3, firstly, to demonstrate the functionality of different components of our tracker, we conduct four more baseline experiments including:

- without the edge potentials and confidence indicator, but with motion model (referred as Ours WEWC)
- without the edge potentials but with confidence indicator and motion model (referred as Ours WE)
- with confidence indicator and edge potentials, but without motion model (referred as Ours WM)
- without the confidence indicator, but with edge potentials and motion model (referred as Ours WC)

And to explore the contribution of deep CNNs feature, we also conduct experiments in which HOG feature and deep CNNs feature are incorporated, respectively.

To verify the performance of the proposed algorithm, we also compare it with six recent state-of-the-art trackers including: Siamese-FC (Bertinetto et al., 2016), CF (Ma et al., 2015a), KCF (Henriques et al., 2015), SPOT (Zhang and van der Maaten, 2014), Struck (Hare et al., 2011), ECO (Danelljan et al., 2017) and its variant ECO_HC.

\footnote{For sequences 8-14, we sliced some sequences to assure all objects of interest are occlusion-free in the first frame, and they are within the image throughout the whole sequence.}
Table 5.1: Sequences summary

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Video name</th>
<th>Number of annotated objects</th>
<th>Challenges</th>
<th>Number of frames</th>
<th>Image size (Pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>airshow</td>
<td>4</td>
<td>similar appearance, occlusion, shaking camera</td>
<td>928</td>
<td>424 x 240</td>
</tr>
<tr>
<td>2</td>
<td>skydiving</td>
<td>5</td>
<td>similar appearance, panning camera</td>
<td>1237</td>
<td>656 x 480</td>
</tr>
<tr>
<td>3</td>
<td>flowers</td>
<td>4</td>
<td>appearance variation, multiple interacting occlusion</td>
<td>2249</td>
<td>360 x 240</td>
</tr>
<tr>
<td>4</td>
<td>hunting</td>
<td>2</td>
<td>dynamic moving severe appearance variation, occlusion</td>
<td>1755</td>
<td>480 x 266</td>
</tr>
<tr>
<td>5</td>
<td>shaking</td>
<td>3</td>
<td>bad illumination, appearance variation</td>
<td>344</td>
<td>624 x 352</td>
</tr>
<tr>
<td>6</td>
<td>parade</td>
<td>3</td>
<td>similar appearance, panning camera,</td>
<td>322</td>
<td>480 x 272</td>
</tr>
<tr>
<td>7</td>
<td>skating</td>
<td>2</td>
<td>bad illumination, complex deformation</td>
<td>150</td>
<td>640 x 360</td>
</tr>
<tr>
<td>8</td>
<td>MOT17-04</td>
<td>4</td>
<td>crowded, occlusion</td>
<td>458</td>
<td>960 x 540</td>
</tr>
<tr>
<td>9</td>
<td>MOT17-07</td>
<td>3</td>
<td>similar appearance</td>
<td>310</td>
<td>960 x 540</td>
</tr>
<tr>
<td>10</td>
<td>ETH_Crossing</td>
<td>2</td>
<td>occlusion</td>
<td>98</td>
<td>640 x 480</td>
</tr>
<tr>
<td>11</td>
<td>pedestrian2</td>
<td>3</td>
<td>very small targets, shaking camera</td>
<td>150</td>
<td>480 x 640</td>
</tr>
<tr>
<td>12</td>
<td>marching</td>
<td>2</td>
<td>similar appearance, occlusion</td>
<td>198</td>
<td>640 x 360</td>
</tr>
<tr>
<td>13</td>
<td>basketball</td>
<td>4</td>
<td>similar appearance, dynamic moving, complex deformations</td>
<td>334</td>
<td>576 x 432</td>
</tr>
<tr>
<td>14</td>
<td>birds2</td>
<td>3</td>
<td>similar appearance, occlusion</td>
<td>348</td>
<td>480 x 270</td>
</tr>
<tr>
<td>15</td>
<td>emu_run</td>
<td>5</td>
<td>dynamic moving, occlusion, shaking camera</td>
<td>186</td>
<td>640 x 480</td>
</tr>
<tr>
<td>16</td>
<td>Horse_racing</td>
<td>4</td>
<td>similar appearance, occlusion</td>
<td>160</td>
<td>320 x 240</td>
</tr>
<tr>
<td>17</td>
<td>man_kangaroo</td>
<td>2</td>
<td>different kind of targets, occlusion</td>
<td>315</td>
<td>640 x 480</td>
</tr>
<tr>
<td>18</td>
<td>Enter1cor</td>
<td>2</td>
<td>occlusion</td>
<td>275</td>
<td>384 x 288</td>
</tr>
<tr>
<td>19</td>
<td>soccer</td>
<td>5</td>
<td>very small targets, dynamic moving, multiple interacting occlusion</td>
<td>620</td>
<td>720 x 480</td>
</tr>
<tr>
<td>20</td>
<td>Shop2cor</td>
<td>3</td>
<td>very small targets, appearance variation, occlusion</td>
<td>250</td>
<td>384 x 288</td>
</tr>
<tr>
<td>21</td>
<td>F1</td>
<td>4</td>
<td>similar appearance, occlusion</td>
<td>176</td>
<td>960 x 540</td>
</tr>
<tr>
<td>22</td>
<td>toddler_ducks</td>
<td>4</td>
<td>similar appearance, crowded</td>
<td>290</td>
<td>304 x 540</td>
</tr>
<tr>
<td>23</td>
<td>ducklings</td>
<td>5</td>
<td>similar appearance, multiple interacting occlusion</td>
<td>200</td>
<td>640 x 360</td>
</tr>
<tr>
<td>24</td>
<td>volleyball</td>
<td>3</td>
<td>similar appearance, dynamic moving, complex deformations</td>
<td>180</td>
<td>480 x 270</td>
</tr>
</tbody>
</table>

Siamese-FC uses fully convolutional Siamese network for tracking an object from background. CF is also a deep learning based approach, which incorporates the hierarchical CNN features into correlation filters, and tracks the object in a coarse-to-fine manner. KCF is one of the best correlation-filter-based trackers. Struck is a structural-learning-based tracker, which is closely related to our work and is in fact one of our baseline when we do not use motion model, joint learning and inference and our confidence parameter. ECO is developed based on the top ranked method of VOT2016, C-COT (Danelljan et al., 2016), and achieved 13% realative performance gain over C-COT, it incoporates fusion of deep CNNs feature and hand_crafted feature. ECO_HC is a fast variant of ECO, and it uses hand_crafted HOG (Dalal and Triggs, 2005) and ColorNames (van de Weijer et al., 2009b) features. Note that Siamese-FC, CF, KCF, Struck, ECO and ECO_HC are originally proposed for single object tracking, to track multiple objects with these algorithms, we simply extend them to track multi-object by running these trackers looping over the objects of inter-
est, meaning one loop corresponds to one target. SPOT is a structural-learning-based multi-object tracking algorithm, we compare our algorithm to SPOT equipped with the minimum spanning tree.

**Evaluation metrics.** To assess the results, we employ two types of evaluation protocols: single-object tracking metrics and multi-object tracking metrics. For the former type, we use four metrics: 1) Center location error (CLE), which is computed as the average Euclidean distance between the ground-truth and the estimated center location of the tracked object. 2) VOC overlap ratio (VOR), which is defined as $R(B_T \cap B_{GT}) / R(B_T \cup B_{GT})$, where $R(B)$ measures the area of the bounding box $B$, $B_T$ and $B_{GT}$ are the tracking bounding box and the ground truth bounding box, respectively. 3) Precision plot, which measures the percentage of successfully tracked frames. Tracking on a frame is considered successful if the distance between the centers of the predicted box and the ground truth box is under a fixed threshold. 4) Success plot, which is defined as the percentage of frames where VOC overlap ratio is larger than a certain threshold (Wu et al., 2013). For multi-object tracking metrics, we follow the evaluation protocol of (Milan et al., 2016), where five of those metrics are used: Recall represents the percentage of the detected targets, IDS represents mismatch error, FAR represents the number of false alarms per frame, MT represents the number of mostly tracked targets, MOTA means multi-object tracking accuracy, and MOTP means multi-object tracking precision.

### 5.4 Experiments

In this section, we will elaborate implementation details of our experiments, and then present quantitative evaluation, as well as qualitative evaluation, of the proposed method.

#### 5.4.1 Implementation Details

Similar to visual tracker (Hare et al., 2011), the proposed tracker performs object localization using a sliding-window search scheme with an adaptive search radius. Generally, for each target, we search in a 2D area with $\{(\Delta c_i, \Delta r_i) | (\Delta c_i)^2 + (\Delta r_i)^2 \leq R_i^2 \}$, and sample on a polar grid. We use 5 radial and 16 angular divisions, giving 81 locations, which are used for discriminative sampling. In our implementation, the 2nd to 4th types of samples in discriminative sampling are repeated 27 times, 16 times and 81 times, respectively. As different targets may be different sizes, to acquire effective samples, we set $R_i = 2 \times \min(w_i, h_i)$. When the motion model applies, we sample within an ellipse whose major axis aligns with the direction of
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the target’s velocity, and its length depends $R_t$ and target’s speed. As for confidence parameter, we set up the threshold $d_{i-1}^t = 0.1$ based on the past $m_k = 5$ frames, accordingly the score coefficients $\mu_j$ are set to 0.4, 0.3, 0.2 and 0.1, respectively. Also we fix hyper-parameters $\alpha = 0.05$ for motion feature and $\lambda = 0.025$ and $\gamma = 0.015$ for edge potentials, respectively.

Feature representation is so crucial that both deep CNNs feature and histogram of oriented gradients (HOG) (Dalal and Triggs, 2005) feature are incorporated in our tracking algorithm, and we will evaluate their performance separately.

When deep CNNs feature is applied, RoI alignment operation is necessary. Following the spatial pyramid pooling (He et al., 2014), we set different level pooling bins for convolutional layers $\text{conv}3_4$, $\text{conv}4_4$, and $\text{conv}5_4$, Table 5.2 states the details of pooling configuration, and Fig. 5.3 takes feature map $\text{conv}3_4$ for example to elaborate the pooling operation.

The last implementation detail is graph structure. we use fully connected graphs in images where targets are expected to not move very fast (i.e. since maintaining distances and angles between targets in that case is better), and use simple chain structure otherwise.

Table 5.2: The table shows RoI alignment pooling configuration for deep CNNs feature extraction

<table>
<thead>
<tr>
<th>Layers</th>
<th>pooling level</th>
<th>pooling bin(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{conv}3_4$</td>
<td>2</td>
<td>$4 \times 4, 1 \times 1$</td>
</tr>
<tr>
<td>$\text{conv}4_4$</td>
<td>2</td>
<td>$2 \times 2, 1 \times 1$</td>
</tr>
<tr>
<td>$\text{conv}5_4$</td>
<td>1</td>
<td>$1 \times 1$</td>
</tr>
</tbody>
</table>

Figure 5.3: Illustration of detailed operation to generate feature vector of layer $\text{conv}3_4$

To perform a fair comparison with peer trackers SPOT and KCF, we also extract the same features, i.e. Histogram of oriented gradients (HOG) (Dalal and Triggs, 2005), for tracking multiple objects. For our tracker, we use fully connected graphs in images where targets are expected to not move very fast (i.e. since maintaining distances and angles between targets in that case is better), and use simple chain
structure otherwise.

5.4.2 The state space for MRF inference

As aforementioned, jointly predicting the most likely locations of all targets can be cast as a MRF inference problem. Generally, definition of the state space for the inference follows 4.4.2, i.e. when the motion model is used, the state space for the MRF inference is defined by a circle with radius $R$, where $R$ (pixels) is a prefixed constant; while when the motion model is used, we take the target location at the previous frame as the center, and draw an ellipse whose major axis follows the direction of the estimated velocity of the target. The state space is defined by an ellipse with its parameters such as semi major, semi minor and its rotation angle as (4.14) and (4.17).

An illustration of the ellipse for the $i$-th target is shown in Fig.4.2 depending on the velocity of the target. Same as the case without the motion model, every second pixel within the ellipse is considered as a feasible state.

5.4.3 Sampling training data

Sampling training data for parameter learning is following the method stated in 4.4.3, i.e. when the motion model is disabled, for the $i$-th target at the $t$-th frame, the sampling space for structured SVM learning is empirically defined by 5 concentric circles with the most outer layer radius defined as

$$R_t^i = 1.2 \times \min(w_t^i, h_t^i)$$

to accommodate the fact that different targets often have different sizes in multi-object tracking scenario; while when the motion model is enabled, we use 5 ellipses shown in Fig. 4.3 to define the candidates of the training data to be sampled.

All 5 ellipses share one center and the same rotation angle. Semi major and semi minor of the most outer ellipse (layer 1) are calculated as (4.18).

5.4.4 Quantitative Evaluation

We first carry out the experiments to show the contribution of each components in our algorithm and then compare the proposed method with the aforementioned state-of-the-art methods.

**Evaluation on baselines of functional components.** To explore the effectiveness of different components of our tracker, we report the results of proposed algorithm with each component switched on or off in the tables. The results in Tables 5.3 and 5.4 show that each component consistently contribute in improving the total
Table 5.3: Quantitative evaluation of the proposed algorithm with 4 baselines on the reported sequences. We report the average VOR and CLE of each tracker for all objects in each sequences, and their average by all sequences (the last row in the table). The best results are shown in bold.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Ours WEWC</th>
<th>Ours WE</th>
<th>Ours WM</th>
<th>Ours WC</th>
<th>Ours HOG</th>
<th>Ours CNNs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VOR &amp; CLE</td>
<td>VOR &amp; CLE</td>
<td>VOR &amp; CLE</td>
<td>VOR &amp; CLE</td>
<td>VOR &amp; CLE</td>
<td>VOR &amp; CLE</td>
</tr>
<tr>
<td>airshow</td>
<td>0.74 &amp; 6.5</td>
<td>0.73 &amp; 6.6</td>
<td>0.74 &amp; 6.3</td>
<td>0.74 &amp; 6.5</td>
<td>0.74 &amp; 6.5</td>
<td>0.76 &amp; 5.6</td>
</tr>
<tr>
<td>skydiving</td>
<td>0.74 &amp; 16.0</td>
<td>0.71 &amp; 14.8</td>
<td>0.74 &amp; 8.3</td>
<td>0.81 &amp; 4.3</td>
<td>0.81 &amp; 4.6</td>
<td>0.80 &amp; 4.7</td>
</tr>
<tr>
<td>flowers</td>
<td>0.53 &amp; 30.4</td>
<td>0.51 &amp; 33.6</td>
<td>0.70 &amp; 14.5</td>
<td>0.70 &amp; 12.9</td>
<td>0.72 &amp; 11.8</td>
<td>0.79 &amp; 7.9</td>
</tr>
<tr>
<td>hunting</td>
<td>0.37 &amp; 127.2</td>
<td>0.42 &amp; 112.7</td>
<td>0.17 &amp; 174.9</td>
<td>0.50 &amp; 44.8</td>
<td>0.71 &amp; 16.3</td>
<td>0.74 &amp; 13.6</td>
</tr>
<tr>
<td>parade</td>
<td>0.79 &amp; 4.2</td>
<td>0.79 &amp; 4.3</td>
<td>0.81 &amp; 4.0</td>
<td>0.79 &amp; 4.1</td>
<td>0.79 &amp; 4.3</td>
<td>0.83 &amp; 3.3</td>
</tr>
<tr>
<td>shaking</td>
<td>0.69 &amp; 26.8</td>
<td>0.78 &amp; 9.5</td>
<td>0.78 &amp; 11.7</td>
<td>0.78 &amp; 11.5</td>
<td>0.83 &amp; 5.9</td>
<td>0.83 &amp; 6.1</td>
</tr>
<tr>
<td>skating</td>
<td>0.57 &amp; 21.9</td>
<td>0.60 &amp; 20.2</td>
<td>0.61 &amp; 21.3</td>
<td>0.64 &amp; 19.5</td>
<td>0.68 &amp; 13.6</td>
<td>0.78 &amp; 9.5</td>
</tr>
<tr>
<td>MOT17-04</td>
<td>0.77 &amp; 38.2</td>
<td>0.77 &amp; 38.2</td>
<td>0.87 &amp; 3.2</td>
<td>0.87 &amp; 3.0</td>
<td>0.87 &amp; 3.0</td>
<td>0.86 &amp; 3.3</td>
</tr>
<tr>
<td>ETH_Crossing</td>
<td>0.58 &amp; 92.5</td>
<td>0.80 &amp; 13.8</td>
<td>0.78 &amp; 16.0</td>
<td>0.77 &amp; 16.1</td>
<td>0.76 &amp; 18.5</td>
<td>0.81 &amp; 15.9</td>
</tr>
<tr>
<td>pedestrian2</td>
<td>0.83 &amp; 1.8</td>
<td>0.83 &amp; 1.8</td>
<td>0.85 &amp; 1.5</td>
<td>0.85 &amp; 1.5</td>
<td>0.80 &amp; 2.0</td>
<td>0.84 &amp; 1.6</td>
</tr>
<tr>
<td>marching</td>
<td>0.81 &amp; 6.6</td>
<td>0.81 &amp; 6.6</td>
<td>0.78 &amp; 10.6</td>
<td>0.81 &amp; 6.8</td>
<td>0.81 &amp; 6.8</td>
<td>0.82 &amp; 6.4</td>
</tr>
<tr>
<td>basketball</td>
<td>0.73 &amp; 11.1</td>
<td>0.74 &amp; 9.5</td>
<td>0.75 &amp; 13.7</td>
<td>0.74 &amp; 10.7</td>
<td>0.75 &amp; 8.5</td>
<td>0.82 &amp; 7.4</td>
</tr>
<tr>
<td>birds2</td>
<td>0.64 &amp; 9.4</td>
<td>0.65 &amp; 9.0</td>
<td>0.63 &amp; 9.6</td>
<td>0.67 &amp; 7.6</td>
<td>0.69 &amp; 6.7</td>
<td>0.76 &amp; 5.3</td>
</tr>
<tr>
<td>emu_run</td>
<td>0.80 &amp; 4.4</td>
<td>0.80 &amp; 4.4</td>
<td>0.83 &amp; 3.0</td>
<td>0.82 &amp; 3.1</td>
<td>0.80 &amp; 4.4</td>
<td>0.78 &amp; 5.0</td>
</tr>
<tr>
<td>Horse_racing</td>
<td>0.68 &amp; 4.6</td>
<td>0.68 &amp; 4.7</td>
<td>0.70 &amp; 4.0</td>
<td>0.71 &amp; 3.7</td>
<td>0.71 &amp; 3.7</td>
<td>0.73 &amp; 3.6</td>
</tr>
<tr>
<td>man_kangaroo</td>
<td>0.67 &amp; 28.7</td>
<td>0.79 &amp; 13.1</td>
<td>0.69 &amp; 31.4</td>
<td>0.80 &amp; 12.0</td>
<td>0.80 &amp; 11.6</td>
<td>0.80 &amp; 13.7</td>
</tr>
<tr>
<td>Enter1cor</td>
<td>0.85 &amp; 5.1</td>
<td>0.86 &amp; 4.6</td>
<td>0.86 &amp; 4.9</td>
<td>0.86 &amp; 4.7</td>
<td>0.86 &amp; 4.7</td>
<td>0.89 &amp; 3.5</td>
</tr>
<tr>
<td>soccer</td>
<td>0.65 &amp; 17.6</td>
<td>0.65 &amp; 13.5</td>
<td>0.63 &amp; 21.0</td>
<td>0.75 &amp; 3.6</td>
<td>0.76 &amp; 3.0</td>
<td>0.79 &amp; 2.4</td>
</tr>
<tr>
<td>Shop2cor</td>
<td>0.81 &amp; 7.9</td>
<td>0.81 &amp; 7.9</td>
<td>0.81 &amp; 7.8</td>
<td>0.81 &amp; 7.5</td>
<td>0.81 &amp; 7.9</td>
<td>0.80 &amp; 8.7</td>
</tr>
<tr>
<td>F1</td>
<td>0.77 &amp; 8.2</td>
<td>0.77 &amp; 8.2</td>
<td>0.56 &amp; 35.9</td>
<td>0.81 &amp; 1.7</td>
<td>0.78 &amp; 2.5</td>
<td>0.80 &amp; 2.0</td>
</tr>
<tr>
<td>toddler_ducks</td>
<td>0.74 &amp; 6.3</td>
<td>0.74 &amp; 6.0</td>
<td>0.75 &amp; 4.4</td>
<td>0.78 &amp; 4.1</td>
<td>0.78 &amp; 4.1</td>
<td>0.77 &amp; 4.5</td>
</tr>
<tr>
<td>ducklings</td>
<td>0.67 &amp; 10.9</td>
<td>0.67 &amp; 10.9</td>
<td>0.75 &amp; 3.8</td>
<td>0.75 &amp; 3.6</td>
<td>0.78 &amp; 3.1</td>
<td>0.72 &amp; 4.1</td>
</tr>
<tr>
<td>volleyball</td>
<td>0.38 &amp; 44.1</td>
<td>0.36 &amp; 38.3</td>
<td>0.41 &amp; 16.1</td>
<td>0.48 &amp; 16.1</td>
<td>0.57 &amp; 7.6</td>
<td>0.80 &amp; 3.2</td>
</tr>
<tr>
<td>Average</td>
<td>0.69 &amp; 22.3</td>
<td>0.71 &amp; 16.5</td>
<td>0.71 &amp; 18.0</td>
<td>0.75 &amp; 9.0</td>
<td>0.77 &amp; 6.9</td>
<td>0.80 &amp; 6.1</td>
</tr>
</tbody>
</table>

Table 5.4: The table shows baseline multi-object tracking results of baseline methods in terms of MOT performance criteria on all sequences.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Rcll</th>
<th>FAR</th>
<th>MT</th>
<th>IDS</th>
<th>MOTA</th>
<th>MOTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours WEWC</td>
<td>80.5</td>
<td>0.69</td>
<td>57</td>
<td>27</td>
<td>60.6</td>
<td>79.2</td>
</tr>
<tr>
<td>Ours WE</td>
<td>80.7</td>
<td>0.68</td>
<td>60</td>
<td>18</td>
<td>61.2</td>
<td>79.0</td>
</tr>
<tr>
<td>Ours WM</td>
<td>83.8</td>
<td>0.58</td>
<td>63</td>
<td>21</td>
<td>67.4</td>
<td>79.4</td>
</tr>
<tr>
<td>Ours WC</td>
<td>90.9</td>
<td>0.32</td>
<td>67</td>
<td>11</td>
<td>81.6</td>
<td>79.0</td>
</tr>
<tr>
<td>Ours HoG</td>
<td>94.1</td>
<td>0.21</td>
<td>75</td>
<td>13</td>
<td>88.0</td>
<td>78.9</td>
</tr>
<tr>
<td>Ours CNNs</td>
<td><strong>97.0</strong></td>
<td><strong>0.11</strong></td>
<td><strong>76</strong></td>
<td>5</td>
<td><strong>94.0</strong></td>
<td><strong>80.4</strong></td>
</tr>
</tbody>
</table>
performance of the proposed method with respect to all reported metrics. For example, considering the initial baseline as "Ours WEWC", we can see from Table 5.4 that incorporating confidence parameter only ("Ours WE"), edge potential term (joint learning and inference) only ("Ours WC") and both terms together ("Ours HOG") can respectively improve the results with respect to MOTA metric by 0.9%, 34.7% and 45.2%, and the MOTA metric will be improved by 55.1% if deep CNNs feature is applied ("Ours CNNs").

Note in Chapter 4, our motion feature $\phi_2(x_t, y_t)$ is defined as a scalar Gaussian kernel in (4.7), and in this chapter, we improve and define it as a vector in (5.4), which is based on the speeds along X-axis and Y-axis, respectively. We also conduct experiments under the same conditions (i.e. same sequences, same objects of interest, etc) as stated in Chapter 4 compared to the old version motion feature (4.7), Ours HOG achieved improvement by 3.8% (0.81 vs. 0.78) on VOR and 1.3% (7.1 vs. 7.2) on CLE, repsectively; and correspondingly, the MOT metrics are also improved: e.g. Recall increased by 1.8% (96.0 vs. 94.4) and MOTA increased by 5.6% (93.6 vs. 88.6). This fact shows that our improved motion model works as expected.

Comparison with state-of-the-art methods. Tables 5.5 and 5.6 show comparison between our proposed approach and the aforementioned competitive methods on the reported sequences using average CLE and VOR, and also MOT criteria. The proposed method significantly improves the baseline structural-learning-based tracker. Our tracker, with deep CNN features, obtains almost the best performance on most sequences among all the compared trackers with an average CLE of 6.1 pixels and average VOR with 0.80.

As shown in Fig. 5.4, the precision plot and success plot for all dataset indicate that our method outperforms five other state-of-the-art trackers. All algorithms are
compared in terms of the same initial positions in the first frame. For precision plots and success plots, the values in the legend are the average distance precision at 20 pixels and the Area Under Curve (AUC) scores, respectively. In both plots, the best method is the proposed tracker; our algorithm ("Ours CNNs") outperforms the competitors in both mean distance precision and mean AUC scores, respectively.

In Table 5.6, we compare the performance of our proposed tracker with the competitive trackers using multi-object tracking (MOT) metrics. Table 5.6 shows that our method outperforms other methods overall. The MOTA is perhaps the most widely used metric to evaluate a multi-object tracker’s performance \cite{Bernardin2008}. It takes three sources of errors (i.e. the number of false positive, of misses, and of mismatches). Note that a negative MOTA means that the number of errors made by the tracker exceeds the number of all objects. The MOTP is the average dissimilarity between all true positives and their corresponding ground truth targets. The higher the Recall, MT, MOTA and MOTP of a tracker, the better its performance. On the contrary, the lower FAR and IDs indicates a better performance. In Table 5.6, the state-of-the-art ECO \cite{Danelljan2017}, which fuses deep CNNs feature and hand_crafted feature, outperforms the other existing methods in our evaluation, it reveals the excellent design of ECO and the power of feature fusion. By incorporating effective motion model and spatial information, our tracker, with HOG feature (Ours HOG) and deep CNNs feature (Ours CNNs), outperforms ECO_HC and ECO by 4.1% and 0.4% in MOTA, respectively. Moreover, the application of deep CNNs feature in our tracker (Ours CNNs) yields a 6.8% overall improvement over the tracker with traditional HOG feature (Ours HOG).

5.4.5 Qualitative Evaluation

We present several selected tracking results from the proposed tracker in different rows of Fig. 5.5. For presentation clarity, the tracking results of the other trackers are not shown in the figure. Overall, our tracker is able to predict precise localization for the multiple objects of interest. Note that sequence skydiving (the 1st row) and sequence MOT17-04 (the 5th row) show the proposed multi-object tracker keeps tracking the objects of interest when the background is cluttered and crowded, because it leverages the structural information encoded in the graph edge potentials; sequence flowers (the 2nd row), sequence basketball (the 6th row) and sequence volleyball (the last row) validates that the proposed tracker works well under circumstances of deformations, appearance variations and multiple interacting occlusion; sequence shaking (the 3rd row) and sequence shaking (the 4th row) verify the performance of the proposed tracker in presence of bad illumination; sequence soccer (the 8th
Table 5.5: Quantitative evaluation of the proposed algorithm with 6 state-of-the-art methods on the reported sequences. We report the average VOR and CLE of each tracker for all objects in each sequence, and their average by all sequences (the last row in the table). The best results are shown in bold.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>MT17-03</th>
<th>MT17-04</th>
<th>MOT17-07</th>
<th>ETH_Crossing</th>
<th>pedestrian2</th>
<th>marching</th>
<th>basketball</th>
<th>birds2</th>
<th>emu_run</th>
<th>Horse_racing</th>
<th>man_kangaroos</th>
<th>Enterlion</th>
<th>soccer</th>
<th>ShopCen</th>
<th>Fi</th>
<th>toddler_ducks</th>
<th>duchlings</th>
<th>volleyball</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.60</td>
<td>0.66</td>
<td>0.60</td>
<td>0.66</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>ECO_HC</td>
<td>0.93</td>
<td>0.88</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Ours CNNs</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 5.6: The table shows multi-object tracking results of competitive methods in terms of MOT performance criteria on all sequences.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Recall</th>
<th>FAR</th>
<th>MT</th>
<th>IDs</th>
<th>MOTA</th>
<th>MOTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese-FC</td>
<td>57.0</td>
<td>1.53</td>
<td>38</td>
<td>33</td>
<td>13.5</td>
<td>71.5</td>
</tr>
<tr>
<td>CF</td>
<td>88.7</td>
<td>0.40</td>
<td>67</td>
<td>3</td>
<td>77.4</td>
<td>78.8</td>
</tr>
<tr>
<td>KCF</td>
<td>77.8</td>
<td>0.79</td>
<td>58</td>
<td>18</td>
<td>55.4</td>
<td>75.2</td>
</tr>
<tr>
<td>SPOT</td>
<td>67.3</td>
<td>1.16</td>
<td>34</td>
<td>24</td>
<td>34.3</td>
<td>74.3</td>
</tr>
<tr>
<td>Struck</td>
<td>43.9</td>
<td>1.99</td>
<td>17</td>
<td>110</td>
<td>-13.5</td>
<td>75.0</td>
</tr>
<tr>
<td>ECO_HC</td>
<td>92.3</td>
<td>0.27</td>
<td>70</td>
<td>2</td>
<td>84.5</td>
<td>81.3</td>
</tr>
<tr>
<td>ECO</td>
<td>96.8</td>
<td>0.11</td>
<td>76</td>
<td>3</td>
<td>93.6</td>
<td>81.2</td>
</tr>
<tr>
<td>Ours HOG</td>
<td>94.1</td>
<td>0.21</td>
<td>75</td>
<td>13</td>
<td>88.0</td>
<td>78.9</td>
</tr>
<tr>
<td>Ours CNNs</td>
<td>97.0</td>
<td>0.11</td>
<td>76</td>
<td>5</td>
<td>94.0</td>
<td>80.4</td>
</tr>
</tbody>
</table>
Figure 5.5: Multi-object tracking results on representative sequences. From top to bottom: skydiving, flowers, shaking, skating, basketball, man_kangaroo, soccer, F1 and volleyball.
row) and sequence $F1$ (the 9th row) show our tracker’s performance in tracking very small targets; while sequence man_kangaroo (the 7th row) demonstrates our tracker’s capability in tracking different type of targets simultaneously. The range of these sequences and different challenges presented in each, demonstrate that our tracker performs well in various circumstances.

5.5 Conclusion

In this chapter, we have addressed the multi-class multi-object model-free tracking task by formulate it as a graphical model inference problem, and find the most likely locations jointly. We also explore the capability of popular deep CNNs features and develop a dataset for this task. Comparing to several competitive models, including the state-of-the-art, on challenging sequences, experimental results in term of single-object and multi-object evaluation protocols demonstrate effectiveness of the proposed method.
Applying deep CNNs feature into multi-object model-free tracking
Conclusion and Future Directions

6.1 Conclusion

In this thesis, we have proposed joint learning and joint inference for multiple generic object tracking, and also generated a dataset for such task. To this end, Chapter 4 has introduced an approach for a joint learning and joint inference framework, together with a motion model, for tracking multiple generic objects, and also built a basic dataset for this task, which includes 12 videos; Chapter 5 has improved aforementioned model, applied popular deep CNNs feature into the model and extended the dataset to 24 videos.

6.2 Future work

Beyond the solved problem elaborated in previous chapters, there are several important issues remaining for the multi-class multi-object tracking task. Here we discuss some potential future directions.

• Initiation and termination

  In the models and solutions stated in Chapter 4 and Chapter 5, there is an assumption that all the objects of interest stay in the view throughout the whole video. Such assumption, to some degree, restricts the application of the proposed method. We will design some mechanism to eliminate such restriction, that is, the proposed method can handle the case that targets moving in and out of the view. This will lead to much wider application of the proposed method.

• Non-linear objective function

  There is another assumption, for the models, that the objective function is linear with regard to the input feature representation. So it is possible to extend this linear objective function to non-linear case, (e.g., incorporating deep neural networks in objective function.)
• Expansion of dataset

Although the dataset has been extended to 24 videos, it is still small, especially compared to popular SOT dataset. We are interested in expanding the dataset with more challenging videos, especially those can highlight multi-class multi-object tracking attributes. We will make this dataset public.
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