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Abstract

The field of magnetometry has played a pivotal role in developing our understanding of the

world around us, by providing a wealth of unique information via non-invasive magnetic

measurements. In many applications the characteristics of magnetic fields — their strength

and temporal dependence, for example — constitute a unique fingerprint of their source,

and provide a window into both their origin and any underlying physical processes that

produced them.

The invention of the laser, and recent advancements in anti-relaxation coatings for

vapour cells, has revolutionised the field of magnetometry and given rise to a myriad of

optical magnetometers which demonstrate exquisite sensitivity. This has seen a movement

away from traditional cryogenic magnetometry techniques — which utilise superconduct-

ing quantum interference devices — and has ushered in a slew of optical techniques which

offer a whole host of benefits such as room-temperature operability, intrinsic accuracy, and

portability. Applications which were previously inaccessible due to demanding require-

ments such as high sensitivity at ambient temperatures, are now permissible using these

newly developed optical techniques.

This thesis details the development of an ultrastable optical magnetometer based on

nonlinear magneto-optical rotation in rubidium vapour, that has been optimised for high

sensitivity over long timescales. Additionally, a novel measurement technique — which re-

lies on tracking the instantaneous phase of atomic spin precession — has been developed

and demonstrated, resulting in significant improvements to both the amplitude and fre-

quency response of the device when compared to conventional measurement techniques

described in the literature. Significant attention is paid to technical and fundamental noise

sources, which must be minimised in order to achieve high performance — especially over

long timescales. The latter chapters discuss the development of the magnetometer into a

sensitive and reliable system, capable of measuring extremely small magnetic-field fluctu-

ations, and transient fields with arbitrarily complex temporal dependence. The capability

of the device to measure minute field fluctuations, as well as rapid transient disturbances,

may find use in real-world applications such as geophysical exploration, medical diagnos-

tics and imaging, and magnetic anomaly detection. Furthermore, any fundamental physics

applications which demand accurate and precise measurements of magnetic fields may find

application of this device — and the novel measurement techniques developed within this

thesis — extremely beneficial.
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Chapter 1

Applications and Motivation

The accurate and precise measurement of magnetic fields is a flourishing research area, and

has a myriad of applications in both fundamental and applied physics. Determination of

the amplitude, frequency, and transient response of magnetic fields can provide a wealth

of unique information of the source that produced them. For example, abduction of the

left index finger results in the reduction of electrophysiological activity (and hence emit-

ted magnetic field) in the right sensorimotor cortex, which subsequently increases above

baseline following cessation of the movement [1]. This chapter aims to introduce a small

subset of the vast array of applications of precision magnetometry, as a motivation for the

experimental work detailed within this thesis.

1.1 Applications

1.1.1 Magnetic Anomaly Detection

With research dating as far back as the late 1960’s [2], magnetic anomaly detection (MAD)

has been used for decades to locate and identify ferromagnetic targets [3] — even targets

which are undetectable via alternate means — by exploiting the fact that most naturally

occurring materials (e.g. air, water, soil, etc.) are transparent to static and low-frequency

magnetic fields [4]. Magnetic anomaly detection can either be performed as an active [5–7]

or a passive measurement [4,8,9], with the latter having the crucial advantage of being un-

detectable by the target of interest. Applications of MAD in the literature include detection,

localisation and classification of: unexploded ordnance [10–17], undersea mines [18,19], ve-

hicles [20–23], and general ferrous objects [24–30].

1.1.1.1 Working Principle

Ferromagnetic targets such as those comprised of iron, nickel, or cobalt, perturb Earth’s

magnetic field through generation of their own local magnetic field [31]. In the vicinity

around these targets, the magnetic field has a complicated spatial dependence; however, at

distances greater than three times the largest dimension of the target, it is a good approx-

imation to treat the magnetic field as being produced by that of a point magnetic dipole1

[2–4,8,24,32–34]:

1In the near field, the magnetic field is described by a multipole expansion. The lowest terms in the multipole
expansion are the monopole, dipole and quadrupole moments; which have magnetic potentials that scale as
r−1, r−2, and r−3, respectively. Given there are no magnetic monopoles (i.e. ∇ · B = 0), the lowest-order
term observed from magnetic sources is the dipole moment. Owing to its slow rate of decrease, the dipole
term dominates at large distances and hence any magnetic source can be approximated as a dipole of the same
magnetic moment in the far field.
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B (r) =
µ0

4π

[
3 (µ · r) r

|r|5
− µ

|r|3

]
, (1.1)

where B (r) is the magnetic field at a position r relative to the source, and µ is the target’s

magnetic moment.

In addition to ferromagnets, Earth’s magnetic field is also perturbed by objects with

high magnetic permeability due to a process called ‘flux shunting’ (cf. Sec. 5.3). In these

objects, Earth’s magnetic field induces a magnetic moment, which in turn creates its own

local magnetic field [31]. When added vectorially to Earth’s field, this induced magnetic

field creates a non-uniform net field that can be readily measured by a magnetometer [31].

Given that Earth’s magnetic field is fairly uniform — with expected gradients on the order

of 10–30 nT/km [2,3,26] — it is quite easy to measure relatively small magnetic anomalies

buried within Earth’s large dc magnetic field of O (50µT).

Each target possesses a magnetic moment which is relatable to its physical properties,

such as its composition and dimensions. Provided that some approximations are made, the

dipolar field produced by this magnetic moment can be used as a signature in order to locate

and identify the target [17,31]. However, given the complicated spatial dependence of the

field produced by the target, multiple field measurements from different points are required.

This is further complicated by the fact that a total field sensor is sensitive to the projection
of an anomalous field along the direction of Earth’s field2, typically necessitating the use of

arrays of magnetometers for accurate identification and localisation.

1.1.1.2 Detection Methods

Provided that some approximations are made, the object’s location can be determined via

inversion techniques [31]. These techniques estimate the location by assuming that the field

is produced by a magnetic dipole whose calculated magnetic field most closely resembles

the set of measurements that are observed [31]. This constitutes a nonlinear optimisation

problem, in which the total mismatch between the measured readings and the calculated

field from an object is minimised [31].

Magnetic anomaly detection has traditionally used either superconducting quantum in-

terference devices (SQUIDs) [2,33–38] — typically in airborne detection of underwater sub-

marines [33] or surface ships [35] — or coil-based induction sensors [39,40] (such as the

fluxgate magnetometer, etc.). However, recent demonstrations have involved using arrays

of scalar atomic magnetometers (i.e. magnetometers which measure the magnitude of the

magnetic field |B| using atoms — typically optically pumped caesium magnetometers) to

perform triangulation of airborne magnetic anomalies [8]. Scalar atomic magnetometers

have also been implemented in unmanned airborne systems [17], unmanned undersea sys-

tems [17], and ground-based systems [17].

2This is a result of the relative magnitude of Earth’s field to that of typical magnetic anomalies. If Earth’s
field dominates, the vector component of an anomaly which is orthogonal to Earth’s field does not significantly
change the magnitude of the total field, but rather only changes the direction slightly [31].
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1.1.2 Medical Diagnostics and Imaging

The sensitivity and bandwidth requirements of medical imaging applications are extremely

demanding, owing to the minute and often high-frequency magnetic fields produced by

biological sources in the human (or animal) body. Two of the more common medical appli-

cations discussed in the literature are magnetocardiography and magnetoencephalography

— that is, measurements of the magnetic field produced by the heart and brain, respectively.

Of these two applications, magnetocardiography is the least demanding, requiring resolu-

tion of fields with magnitudes of O (100 pT) [41,42]. Magnetoencephalography on the other

hand is far more difficult, requiring resolution of fields of O (100 fT) with a bandwidth up

to 1 kHz [41].

Given their exquisite sensitivity and ability to operate without cryogenic cooling, optical

magnetometers are rapidly finding application in medical diagnostics and imaging. This is

in part due to an optical magnetometer’s ability to be placed in close proximity to the target

— yielding a three-to-five-fold improvement in sensitivity over cryogenic sensors [43,44]

(cf. Sec. 2.1.2) — while also offering the ability to wear the sensor while complex tasks are

being performed [1,44]. The latter is incredibly useful for magnetoencephalography mea-

surements which require the patient to perform movements, a task which has been difficult

— if not impossible — using conventional cryogenic sensors [44]. Despite the fact that for

each magnetic measurement technique, an analogue electrical measurement technique often

exists, the magnetic signals can often provide complementary or unique information [45].

For example, foetal magnetocardiograms are largely unaffected by the impedance of the

foetal skin and vernix caseosa, which permits high signal-to-noise-ratio (SNR) measurements

when compared with the electrical analogue [46] — foetal electrocardiograms.

1.1.2.1 Magnetoencephalography

Magnetoencephalography has been one of the main medical applications for which opti-

cal magnetometers have been developed in recent years [1,43,44,47–61]. Observations of

magnetic fields originating from the human brain in response to auditory stimuli have been

demonstrated [47–50,52,53,56,59–62], as well as spontaneous α-oscillations triggered by clos-

ing of the eyes [51], evoked responses from median nerve stimulation [43,53,54,56], visually-

evoked fields [62], retinotopy [55], and fields arising from more complicated tasks such as

head movements [1] or hippocampal-dependent tasks [63]. Magnetoencephalography has

also been demonstrated on animals, via measurements of the magnetic signature of epilep-

tiform discharges in rats [58].

1.1.2.2 Magnetocardiography

In addition to magnetoencephalography, optical magnetometers have also been fruitful in

magnetocardiography, with the measurement of magnetocardiograms — the magnetic ana-

logue of electrocardiograms — having been demonstrated [42,45,50,64–68]. Additionally, in
utero foetal magnetocardiography has been demonstrated [69], which offers the ability to
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detect birth defects such as ectopia cordis [46], and supraventricular tachycardia [70].

1.1.2.3 Miscellaneous

Although magnetoencephalography and magnetocardiography are perhaps the two most

common applications of optical magnetometers in the context of medical diagnostics and

imaging, there are also a number of other medical applications which have been demon-

strated. These include optical magnetic induction tomography of the heart [71], and detec-

tion of animal nerve impulses [72,73].

1.1.3 Other Applications

In addition to the aforementioned applications, there are a myriad of other applications

— both fundamental and applied — which benefit from accurate and precise magnetom-

etry. These include, but are not limited to: nuclear magnetic resonance [74], the search

for long-range spin-mass couplings of the proton [75], geomagnetic field measurements us-

ing mesospheric sodium [76–79], the search for local Lorentz invariance violations [80,81],

magnetic resonance imaging [82], battery diagnostics [83], electromagnetic induction imag-

ing [84–87], localisation and identification of non-metallic targets [88], remote detection

of rotating machinery [89], material characterisation [88,90–92], imaging of conductive ob-

jects behind metallic and ferromagnetic barriers [93], detection of conductive targets from

within saline water [94], the search for dark matter [95–100], the search for plant biomag-

netism [101], real-time threat detection [17,31], magnetic surveying [102], earthquake moni-

toring [103–105], and magnetic communication of digitally encoded data [106,107].

1.2 Motivation

The work comprising this thesis was undertaken with the aim of addressing two of the main

limitations of optical magnetometry: the reduction in sensitivity of dc optical atomic mag-

netometers over long timescales due to technical noise sources, and both the narrow am-

plitude and frequency response of radio-frequency optical atomic magnetometers. Both of

these limitations hinder the application of optical magnetometers in MAD — of both small,

fast moving and large, slow moving targets — which was the intended outcome of this re-

search. Furthermore, medical applications such as magnetocardiography and magnetoen-

cephalography require high sensitivity and bandwidth simultaneously — an exceptionally

demanding criteria which has thus far proven elusive when using conventional magnetom-

etry techniques.



Chapter 2

Magnetometry Techniques

There are a vast array of magnetometry techniques that have been used over the last few

hundred years. Prior to the invention of the laser in the 1960’s, most of these techniques

were non-optical; however, the technological revolution sparked by the laser has given rise

to optical measurement techniques which currently dominate the field with their exquisite

sensitivity. This chapter aims to discuss the more common — and highly sensitive — magne-

tometry techniques which fall under two distinct categories that are relevant in the context

of this thesis: non-optical measurement techniques, and optical measurement techniques.

2.1 Non-Optical Measurement Techniques

Prior to the invention of the laser, non-optical measurement techniques dominated the field

of magnetometry. Most of these techniques utilised induction-based or Hall-effect-based

sensors, until the invention of the SQUID. Two of the most common sensitive, non-optical

measurement techniques — the parallel fluxgate magnetometer, and the SQUID — are dis-

cussed below.

2.1.1 Parallel Fluxgate Magnetometers

The parallel fluxgate magnetometer, like other induction-based magnetometers, has its roots

in Faraday’s law of induction, and can be traced as far back as the 1930’s [108]. The general

idea behind induction sensors like the fluxgate magnetometer, is that the presence of an

oscillating magnetic field produces a voltage in a conductor. As governed by Faraday’s law

of induction, for a loop of wire in a magnetic field, the magnetic flux ΦB through a surface

Σ whose boundary is the given loop, may be calculated using the surface integral

ΦB =

�
Σ

B · dA , (2.1)

where B is the magnetic field vector, and dA is the element of surface area of Σ. Faraday’s

law states that the electromotive force Vemf is proportional to the temporal derivative of the

magnetic flux:

Vemf = −N
dΦB

dt
, (2.2)

where N is the number of turns of the coil.

Given that the electromotive force is proportional to the magnetic flux ΦB, which in turn

is proportional to the vector inner product between the magnetic field B and element of

7
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E E
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P

Figure 2.1: Diagram of a single-core (left) and dual-core (right) parallel fluxgate magnetome-
ter [108]. An applied magnetic field BE due to the voltage at the point E causes
periodic saturation within the ferromagnetic core, subsequently modulating the
core permeability and resulting in a voltage output as measured at P that is pro-
portional to the dc component of the measured field BM.

surface area dA, magnetometers which exploit Faraday’s law of induction are intrinsically

vector magnetometers. That is, they measure only the magnetic field component which is

parallel (or anti-parallel) to the coil. This is in stark contrast with scalar magnetometers, which

measure the magnitude (i.e. the quadrature sum of the components) of the magnetic field.

Parallel fluxgate magnetometers come in a number of configurations; however, in the

simplest case depicted in the left of Fig. 2.1, the output voltage Vfluxgate is well approximated

by [108]

Vfluxgate = −NAcr

(
dBE

dt
+ µrK

dBM

dt
+ KBM

dµr

dt

)
, (2.3)

where N is the number of turns of the pick-up coil, Acr is the cross-sectional area of the

core, BE is the alternating excitation strength in the ferromagnetic core due to the excitation

field, µr is the relative permeability of the core, BM is the measured external magnetic-field

strength, and K is a dimensionless coupling coefficient of the core to the field BM.

The first term in Eq. (2.3) describes the classic output voltage one would obtain from

using a standard, coreless pick-up coil (cf. Eq. 2.2), due to the applied excitation field BE

[108]. Due to the fact that this term in the output voltage arises from an applied field, rather

than the field that is to be measured, the presence of this term is a disadvantage. The second

term is due to an oscillating (or time-varying) component of the measured field BM [108].

The third and final term in Eq. (2.3) is the intrinsic benefit of the fluxgate magnetometer.

The alternating excitation field periodically causes saturation within the ferromagnetic core,

subsequently modulating the core permeability and resulting in a non-zero time derivative

[108]. The output voltage generated by this term is proportional to the dc component of the

measured field, thereby resulting in a sensitivity of the fluxgate magnetometer to dc fields

which traditional coreless pick-up coils do not possess.

In practice it can be beneficial to use two ferromagnetic cores, where each core faces the

opposite direction to the other and each have their own excitation fields. The pick-up coil

is then wrapped around both of the cores as shown in Fig. 2.1. Provided that the magnetic

properties and physical dimensions of both cores are identical, the first term of Eq. (2.3) is
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negated, subsequently removing the intrinsic disadvantage of the single-core design. If the

measured magnetic field is constant, and two identical ferromagnetic cores are implemented

in order to cancel the voltage output obtained from the applied excitation field, then Eq. (2.3)

simplifies to [108,109]

Vfluxgate = −NAcrBM
dµr

dt
1− D

[1 + D (µr − 1)]2
, (2.4)

where D is a dimensionless ’demagnetisation factor’ of the ferromagnetic core. Equation

(2.4) is the ‘basic fluxgate equation’ commonly found in the literature [109].

Disregarding technical noise sources such as electronic noise, the sensitivity of a fluxgate

magnetometer is intrinsically limited by three effects: Barkhausen noise [110,111], thermal

Johnson (white) noise [110–112], and an anomalous noise source which is believed to be the

result of inhomogeneous, stochastic magnetoelastic coupling of the non-zero magnetostric-

tive core to external stresses [108,113,114]. Barkhausen noise originates from the discrete,

discontinuous changes in the magnetisation of the ferromagnetic core, which gives rise to

discontinuous output voltage fluctuations and constitutes an effective noise. It has been

shown that the minimum detectable magnetic-field strength δBfluxgate — given a SNR of

unity — that can be detectable by a fluxgate magnetometer per unit bandwidth, can be ex-

pressed as [110]

δBfluxgate =
Bsat

µr

√
τmag

nB
, (2.5)

where Bsat is the saturation strength of the core, τmag is the magnetisation period (i.e. the

inverse of the excitation frequency), and nB is the density of Barkhausen volumes.

Typical fluxgate magnetometers exhibit a magnetic noise floor of about 10 pTrms/
√

Hz

[108], with some demonstrating as low as 2 pTrms/
√

Hz at 1 Hz [112]. In most cases,

the white thermal Johnson noise in these devices is generally at least an order of magni-

tude below that of the Barkhausen noise floor [108], with some demonstrating as low as

0.39 pTrms/
√

Hz [112]. Bandwidths of up to 3 kHz have been demonstrated in commercial

devices.

2.1.2 Superconducting Quantum Interference Devices

Superconducting quantum interference devices exploit two physical phenomena in order

to perform exquisitely sensitive measurements of magnetic flux: Josephson tunnelling and

flux quantisation in superconductors. Flux quantisation was first predicted in the early

1950s [115], and subsequently experimentally verified by two independent groups in 1961

[116,117]. Usage of these two effects resulted in the first instance of a dc SQUID in 1963 [118],

demonstration of magnetic-field-dependent critical current later that year [119], and obser-

vation of quantum interference effects the following year [120]. In the time since then —

almost 6 decades — SQUIDs have set the gold standard for performing sensitive measure-

ments of quantities such as magnetic fields and electric current.
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Magnetic field
Josephson
junction

Bias
current

Bias
current

V

Figure 2.2: Diagram of a conventional dc SQUID, consisting of two superconducting loops
connected by two Josephson junctions [120]. Application of a bias current —
which exceeds the critical current of the SQUID — results in a magnetic-field-
dependent potential difference measured across the SQUID.

Contrary to conventional conductors in which an electrical current is carried by individ-

ual electrons, a supercurrent is carried by pairs of electrons — called Cooper pairs — which

are bound together over distances much greater than the lattice spacing [121]. Each electron

within the Cooper pair has the same spin but in opposite directions, yielding a net total

spin of zero and therefore obeying Bose-Einstein statistics. At cryogenic temperatures, the

Cooper pairs all condense into the same quantum state, and can be described by a collective

wavefunction ψ = ψ0 exp (iϕ), where ϕ is a phase with both temporal and spatial depen-

dence. Given that these Cooper pairs are described by a single wavefunction, the phase

difference ∆ϕ along an arbitrary closed path l must be an integer of 2π in order to maintain

continuity. For a closed path inside a thick superconductor the supercurrent density is zero,

and the phase difference along the path can be expressed as [122–124]

∆ϕ =
4πe

h

�
l

Avp · dl =
4πe

h

�
A

B · dA = 2π
ΦB

Φ0
, (2.6)

where Avp is the vector potential, B is the magnetic field, dl is an infinitesimal element of

the path l, dA is an infinitesimal element of surface area, ΦB is the magnetic flux threading

the superconducting loop, Φ0 = h/2e is the flux quantum, e is the charge of an electron, and

h is the Planck constant. Given that continuity demands ∆ϕ = 2πn for n ∈ Z∗, Eq. (2.6)

implies that

ΦB = nΦ0 . (2.7)

That is, the magnetic flux ΦB threading a superconducting loop is quantised in integer mul-

tiples of the flux quantum Φ0 [125].

Josephson junctions are comprised of two superconductors that are coupled by a weak,

insulating layer [126]. Provided that the insulating barrier is sufficiently thin, the supercon-
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Figure 2.3: Flux-to-voltage transfer function of a dc SQUID with a constant bias current
[127].

ducting wavefunctions in both electrodes overlap and allow Cooper pairs to tunnel through

the junction despite a lack of applied voltage [126]. This subsequently gives rise to a super-

current ICP flowing through the junction that can be expressed as

ICP = IC sin ∆ϕ , (2.8)

where IC is the critical current (i.e. the maximum supercurrent), and ∆ϕ = ϕ1 − ϕ2 is the

phase difference between the junction [126–128]. If the critical current is exceeded, a dc

voltage VJ appears across the Josephson junction, and causes the phase difference to change

in time according to [122–124,127]

∂∆ϕ

∂t
=

2π

Φ0
VJ . (2.9)

Conventional dc SQUIDs — the design of which was first introduced in 1964 [120] —

consist of a superconducting loop with inductance LS separated by two Josephson junctions

(cf. Fig. 2.2). Assuming the physical and magnetic properties of the two loops are identical,
the critical current of the SQUID is the sum of the critical currents of the two Josephson

junctions — IC1 and IC2 — given by [122]

I = IC (sin ∆ϕ1 + sin ∆ϕ2) = 2IC cos
(

∆ϕ1 − ∆ϕ2

2

)
sin
(

∆ϕ1 + ∆ϕ2

2

)
, (2.10)

where ∆ϕ1 and ∆ϕ2 are the phase differences across the two junctions. The difference of

these phase differences, i.e. ∆ϕ1 − ∆ϕ2, is dependent upon the magnetic flux in the super-

conducting loop via [122]

∆ϕ1 − ∆ϕ2 = 2π
ΦB

Φ0
= 2π

(
Φext + LS [IC1 − IC2]

Φ0

)
, (2.11)

where the total flux ΦB has been substituted with the sum of the external flux Φext due to the
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external magnetic field, and the flux induced by a current which circulates within the loop in

order to maintain flux quantisation (cf. Eq. 2.7). When the external flux is already quantised
(i.e. ΦB = nΦ0), no circulating current flows within the superconductor, and the critical

current of the SQUID is simply I = IC1 + IC2 = 2IC. However, in the case when ΦB 6= nΦ0,

the critical current of the SQUID is suppressed. Two critical current extrema are therefore

observed — when Φext = nΦ0 and Φext = nΦ0/2 — with a periodic dependence upon Φext.

In practice however, a dc SQUID is typically biased with a dc current of IB ≈ 2IC [122],

which gives rise to a periodic voltage across the SQUID which is nonlinearly dependent

upon the magnetic field1 [127] (cf. Fig. 2.3). This enables highly sensitive measurements of

small magnetic fields to be performed. Note that since SQUIDs measure magnetic flux, they

are intrinsically vector magnetometers.

The magnetic noise of dc SQUIDs is typically dominated by the Johnson noise of the

resistors in the surrounding electronics. Under optimal conditions, the amplitude spectral

density (cf. App. H.1) of the magnetic noise is given by [132,133]

√
SB (ν) =

4L3/4
S C1/4√2kBT

Aeff
, (2.12)

where LS is the inductance of the SQUID, C is the total capacitance of one Josephson junc-

tion, kB is the Boltzmann constant, T is the absolute temperature, and Aeff is the effective

area [133]. Current state-of-the-art dc SQUIDs have demonstrated white noise floors of as

low as
√

SB (ν) ≈ 0.33 fTrms/
√

Hz above 1 kHz [133].

Although SQUID magnetometers are exquisitely sensitive — being able to measure down

to a small fraction of a single flux quantum Φ0 — and have large frequency response (up to

and beyond 1 GHz in an open-loop configuration), they have three major caveats: they must
be cryogenically cooled in order to achieve superconductivity, they have a small amplitude

response in an open-loop configuration, and they can only perform relative magnetic-field

measurements. The temperature to which the superconducting material must be reduced

is dependent upon the material, but is commonly between 4 K and 80 K (or −269.2◦C to

−193.2◦C, respectively). This necessitates the use of cryogenics such as liquid helium or

liquid nitrogen, which hampers the applicability of these devices — especially in use cases

which demand either portability or room-temperature operability.

Due to the periodic and nonlinear flux-to-voltage transfer function of an open-loop dc

SQUID (cf. Fig. 2.3), two limitations immediately arise from this: the linear dynamic range

is limited to less than Φ0/2 [131] (on the order of 1 nT in typical high-performance devices

[133]) and, since each flux quantum state is indistinguishable from the next, magnetic-field

measurements are relative rather than absolute. Fortunately in the former case, the dynamic

range of a dc SQUID can be dramatically increased — to several thousand flux quanta [131]

— by linearising the flux-to-voltage transfer function through the use of a flux-locked loop

[131]; however, due to the electronics required to operate in this manner, the frequency-

1In practical devices, the transfer function of the SQUID is linearised using a flux-locked-loop feedback
circuit. However, this is outside the scope of this thesis and will not be discussed in detail here — see Refs. [129],
[130] and [131] for further discussion.
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response bandwidth is reduced to O (1 MHz) [131].

The aforementioned caveats associated with dc SQUIDs — the need for cryogenics to

achieve superconductivity, requiring complicated readout electronics to linearise the peri-

odic flux-to-voltage transfer function, and the lack of an absolute measurement — herald the

use of optical techniques discussed in the following section. These techniques can achieve

similar — or in some cases, superior — performance to that of dc SQUIDs, without the need

for cryogenics, and all while yielding absolute, all-optical magnetic-field measurements.

2.2 Optical Measurement Techniques

As mentioned in Sec. 2.1.2, SQUIDs reigned, for a number of decades, as the most sensitive

devices for the measurement of magnetic fields. However, the invention of the laser in

1960 [134] saw an influx of optical measurement techniques which — although initially had

poor sensitivity relative to their SQUID counterparts — have incrementally caught up with,

rivaled, and even surpassed, the absolute magnetic sensitivity of modern SQUIDs. This is by

and large due to advancements in anti-relaxation coatings for vapour cells, as well as the

development of new optical measurement techniques.

There are a vast number of optical magnetometry techniques, each with their own in-

trinsic advantages and disadvantages. This section aims to discuss a number of the more

commonly used optical techniques, their advantages and disadvantages, and the perfor-

mance of state-of-the-art devices found in the literature.

2.2.1 Free-Induction Decay Magnetometers

Free-induction decay (FID) magnetometers are one of the oldest style of optical technique,

with instances of these devices dating as far back as 1969 [135]. The first instance of FID

was demonstrated in Ref. [135], in which 87Rb vapour was optically pumped by circularly

polarised light to produce atomic orientation, and subsequently used to measure the mag-

netic field produced by the nucleus of 3He atoms undergoing FID. In doing so, a nuclear

relaxation time of 2 hours and 20 minutes was observed [135]. Modern FID magnetome-

ters on the other hand typically use single-species atomic vapour, with pump and/or probe

light tuned to electronic resonances, though recent measurements of nuclear-polarised 3He

have been performed with excellent precision [136]. Although the transverse spin-relaxation

time of alkali electronic spins is significantly shorter than that of the 3He nuclear spin, the

ground-state gyromagnetic ratio — upon which the magnetic sensitivity also depends — is

typically many orders of magnitude larger than that of the 3He nucleus.

The principle of an FID magnetometer is quite simple: generate ground-state atomic po-

larisation via optical pumping (using either linearly polarised or circularly polarised light)

until the system has reached steady state, cease optical pumping by switching off or block-

ing the pump beam, and subsequently measure the temporal evolution of the ground-state

polarisation — via its effect on a weak probe beam — as it undergoes FID (cf. Fig. 2.4).

The frequency of the oscillating probe signal is proportional to the Larmor frequency (or a
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Figure 2.4: Diagram depicting a free-induction decay measurement of a magnetic field. Si-
nusoidal regression to the FID yields an estimate of the time-averaged Larmor
frequency, which can be used to determine a dc magnetic field using a single
pulse (left), or an ac magnetic field using a train of pulses (right).

harmonic thereof), and hence sinusoidal regression to the FID signal enables very precise

measurement of the time-averaged dc magnetic field over the decay time. Vector FID mag-

netometers using optically pumped Cs atoms have demonstrated an Allan deviation of 40 –

80 fT in a 1µT field, integrated over a few seconds [137,138]. Furthermore, FID magnetome-

ters using Cs atoms have demonstrated 200 fTrms/
√

Hz at 1µT [139], and 16 pTrms/
√

Hz in

a 1.5 mm-thick microfabricated vapour cell [140]. In cold atomic vapours, all three compo-

nents of the magnetic field, as well as one gradient component, have been measured in a

single decay with a spatial resolution of about 20µm [141].

Recent work has seen FID magnetometry extended to the measurement of ac magnetic

fields by performing a train of pulses, each of which yields a time-averaged dc magnetic

field, and subsequently mapping out the time-dependent magnetic field (cf. Fig. 2.4). This

technique works sufficiently well provided that the magnetic-field frequency is significantly

less than the pulse repetition rate; however, magnetic fields with frequencies above this are

aliased. In a spinor Bose-Einstein condensate, pulsed FID has enabled time-varying mag-

netic fields to be measured with 100 pT accuracy every 5 ms, corresponding to a Nyquist-

limited bandwidth of 100 Hz [142]. In warm atomic vapours, an FID pulse train with a

repetition rate of 1 kHz was used to track magnetic fields oscillating orthogonal to the dc

field at frequencies up to 100 Hz [143], and parallel to the dc field with a bandwidth up to

1 kHz [144]. Free-induction decay has also been applied to a spin-exchange relaxation-free

magnetic gradiometer, in which a pulse train yielded a quantum-noise-limited performance

of 14 fTrms/
√

Hz at 50µT [145].
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2.2.2 Mx and Mz Magnetometers

Mx and Mz magnetometers date back as far as FID magnetometers, with initial measure-

ments of magnetic resonances using their effect on the absorption of a transverse light beam

dating back to 1957 [146–148].

As their name may suggest, Mx and Mz magnetometers measure the x or z components

of the magnetic moment vector µ =
(
µx, µy, µz

)
, respectively. For alkali atoms situated

within an ambient magnetic field B, the atoms will undergo Larmor precession due to their

magnetic moment, with an angular frequency given by

ΩL = γg|B| , (2.13)

where γg is the ground-state gyromagnetic ratio. Therefore, given a measurement of ΩL,

one can infer the value of the magnitude of the magnetic field.

Optical detection of the Larmor frequency is achieved by using a laser beam to probe the

magnetic moment of an atomic ensemble. The evolution of the magnetic moment, with a

relaxation time Trel = (T2, T2, T1), is described by the Bloch equation [149]

dµ

dt
= γgµ× B− µ

Trel
, (2.14)

which, for a Cartesian coordinate system, yields the following coupled differential equations

for each component [147,149]:

dµx

dt
= γg

(
µyBz − µzBy

)
− µx

T2
, (2.15)

dµy

dt
= γg (µzBx − µxBz)−

µy

T2
, (2.16)

dµz

dt
= γg

(
µxBy − µyBx

)
− µz − µin

T1
, (2.17)

(2.18)

where µin is the initial magnetic moment at time t = 0 along the z-axis, generated by optical

pumping with circularly polarised light. In the case of a static field B0 along the z-axis, and

a radio-frequency (rf) field with an amplitude B1 applied in the transverse plane, the total

magnetic-field vector is given by B = (B1 cos (ωt) ,−B1 sin (ωt) , B0) and hence the Bloch

equations for each magnetisation component become:

dµx

dt
= γg

[
µyB0 + µzB1 sin (ωt)

]
− µx

T2
, (2.19)

dµy

dt
= γg [µzB1 cos (ωt)− µxB0]−

µy

T2
, (2.20)

dµz

dt
= −γg

[
µxB1 sin (ωt) + µyB1 cos (ωt)

]
− µz − µin

T1
. (2.21)
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It can be seen in Eqs. (2.19) – (2.21) that the magnetisation vector precesses at the fre-

quency ω in the laboratory frame. It is therefore convenient to work in a rotating frame,

in which the magnetisation vector at equilibrium appears stationary. In order to transform

from the laboratory frame to the rotating frame, the transverse components must be trans-

formed from µx → µx
′

and µy → µy
′

via

µx
′
= µx cos (ωt)− µy sin (ωt) , (2.22)

µy
′
= µx sin (ωt) + µy cos (ωt) . (2.23)

By differentiating Eqs. (2.22) and (2.23), and substituting Eqs. (2.19) – (2.21) into the result,

one obtains the rotating-frame differential equations for the magnetisation components:

dµx
′

dt
= ∆ωµy

′ − µx
′

T2
, (2.24)

dµy
′

dt
= ω1µz − ∆ωµx

′ − µy
′

T2
, (2.25)

dµz

dt
= −ω1µy

′ − (µz − µin)

T1
, (2.26)

where ∆ω = ω0−ω = γgB0−ω is the detuning and ω1 = γgB1. Solving the rotating-frame

differential equations for the steady-state behaviour yields the following solutions [149,150]:

µx
′
= µin

∆ωT2
2ω1

1 + (∆ωT2)
2 + ω2

1T1T2
, (2.27)

µy
′
= µin

T2ω1

1 + (∆ωT2)
2 + ω2

1T1T2
, (2.28)

µz = µin
1 + (∆ωT2)

2

1 + (∆ωT2)
2 + ω2

1T1T2
. (2.29)

Mz magnetometers generally consist of a single, circularly polarised beam. By applying

a resonant rf field in the transverse plane, the population difference induced by the optical

pumping is reduced. Modulation of the rf-field frequency therefore results in changes in

the absorption of the pumping light. By tuning the mean frequency of the rf field to the

frequency of the resonance line centre, one is able to infer the Larmor frequency and hence

the local magnetic-field strength.

Mx magnetometers work slightly differently in that, rather than measuring the longi-

tudinal magnetisation, the transverse magnetisation is observed instead. After optically

pumping with circularly polarised light and generating atomic orientation along the dc

magnetic field, a transverse magnetic field oscillating with a frequency ω ≈ γgB0 = ΩL

is applied to the atoms. This results in a reduction of longitudinal magnetisation, as well as

the appearance of a transverse component of magnetisation which precesses with angular
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frequency ω. Subsequent probing by a circularly polarised beam directed orthogonally to

the pump beam, results in modulated absorption due to periodic changes in population of

the ground-state Zeeman sublevels (given a quantisation axis transverse to the dc field). As

one might expect, the frequency of the periodic change in absorption is simply the Larmor

frequency.

The main advantage of using an Mz magnetometer is that, unlike many other optical

magnetometers, the centre of the resonance does not depend on the phase of the signal un-

der observation [150]. Any errors in demodulation phase simply result in a homogeneous

reduction in resonance amplitude, rather than a distortion of the line shape [150]. This re-

sults in a highly accurate measurement of the Larmor frequency and hence the magnetic-field

strength — useful in applications which demand an accurate estimate of the field, rather

than purely excellent precision.

In the literature, Mx magnetometers have demonstrated measured field fluctuations

of 240 fT for integration times of 0.7 s, with a projected intrinsic noise of 29 fT in a 1-Hz

bandwidth due to optical power instability, and 10 fT in a 1-Hz bandwidth due to pho-

ton shot noise [151]. In a single-beam configuration — where the beam is at 45◦ to the

dc magnetic field — Mx magnetometers have demonstated a projected shot-noise-limited

floor of 600 fTrms/
√

Hz [152] at low fields. Calculated spin-projection-limited sensitivities

of 1.8 fTrms/
√

Hz – 12 pTrms/
√

Hz have been demonstrated [153–159], corresponding to

volume-normalised sensitivities (cf. Sec. 6.3.3) of 3.9 fT cm3/2/
√

Hz – 537 fT cm3/2/
√

Hz

[153–158].

Mz magnetometers on the other hand have recently demonstrated a projected photon

shot-noise-limited floor of about 10 fTrms/
√

Hz at Earth’s magnetic field [160]. This was

achieved by using two 4-mm diameter vapour cells, each heated to 130◦ to increase vapour

density.

2.2.3 Spin-Exchange Relaxation-Free

Spin-exchange collisions are one of the fundamental performance limitations of an optical

magnetometer. As discussed in further detail in Sec. 5.2.2.1, spin-exchange collisions reduce

the transverse spin-relaxation time T2 by destroying the coherence between ground-state

Zeeman sublevels. This leads to a broader magnetic resonance, and therefore reduced sensi-

tivity. As the density of the atomic vapour is increased, the rate of spin-exchange collisions

increases linearly. Since the number density of an atomic vapour is related its temperature,

spin-exchange collisions often become a dominant performance limitation above room tem-

perature.

However, it was discovered that if the number density was increased sufficiently high,

and the ambient magnetic field reduced to near zero, magnetic resonance lines would —

rather counterintuitively — decrease in width [161]. This effect was later analysed using the

density matrix formalism, indicating that for low atomic polarisation, and in the limit of

high spin-exchange collision rates in zero field, there would be zero broadening [162]. In

subsequent work, it was shown that spin-exchange collisions could be reduced at high po-
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larisation, too [163]. Significantly reduced resonance width at high vapour densities paved

the way for ultrasensitive atomic magnetometers — so-called spin-exchange relaxation-free

(SERF) magnetometers — which were first demonstrated in Ref. [164].

Spin-exchange relaxation-free magnetometers rely on measuring the Faraday effect —

that is, the rotation of the plane of polarisation of linearly polarised light as it traverses the

atomic vapour. By pumping the vapour with circularly polarised light, the atomic spins are

oriented along the propagation direction of the light. An applied magnetic field, orthogonal

to the pump, causes the spins to precess in the plane of the pump beam. Transmission of a

weak, linearly polarised probe beam — which is orthogonal to both the pump beam and the

magnetic field direction — measures the projection of the spins along its propagation trajec-

tory [150]. The resulting polarisation rotation is sinusoidal, with a frequency given by the

Larmor frequency. Subsequent measurement of this frequency enables the local magnetic-

field strength to be inferred with both great accuracy and precision.

Spin-exchange relaxation-free magnetometers are typically operated at atomic densities

on the order of 1020 m−3, which requires the atomic vapour to be heated in the range of 100

– 180◦C [165,166]. Typical anti-relaxation coatings comprised of paraffin — with a melting

point on the order of 60◦C — are irreversibly damaged at these temperatures, requiring

buffer gas in order to suppress spin-destruction collisions with the cell walls (cf. Sec. 5.2.2.4).

In the absence of technical noise, the sensitivity of a SERF magnetometer is fundamen-

tally limited by the two sources common to all optical magnetometers: spin-projection

noise, and photon shot noise. Mathematically, the magnetic noise per unit bandwidth for a

SERF magnetometer that is limited by spin-projection noise and photon shot noise, is given

by [166,167]

δBSERF =
h̄

gsµBPz
√

nvVm

√√√√2
(
Γpump + Γpr + ΓSD

)
+

4
(
Γpump + Γpr + ΓSD

)2

Γpr (OD)0
, (2.30)

where h̄ is the reduced Planck constant, gs is the electron spin g-factor, µB is the Bohr mag-

neton, Pz is the electron spin polarisation along the z axis, nv is the atomic number density,

Vm is the measurement volume, Γpump is the optical pumping rate due to the pump beam,

Γpr is the rate of depolarisation due to the probe beam, ΓSD is the electron spin-destruction

rate, and (OD)0 is the on-resonance optical depth.

Spin-exchange relaxation-free magnetometers frequently demonstrate magnetic sensi-

tivities on the order of 10 fTrms/
√

Hz or less [45,48,49,60,100,167–176], with sensitivities be-

low 100 fTrms/
√

Hz demonstrated in millimetre-scale microfabricated vapour cells [176,177].

To date, the highest demonstrated sensitivity — limited by magnetic-field noise within the

shielded volume — is 160 aTrms/
√

Hz in a measurement volume of 0.45 cm3, correspond-

ing to a volume-normalised sensitivity of 107 aT cm3/2/
√

Hz and energy resolution per unit

time of 44h̄ [168] (cf. Secs. 6.3.3 and 6.3.4, respectively). In the absence of probe beam tech-

nical noise, the projected photon shot-noise limit was 50 aTrms/
√

Hz [168]. Spin-exchange

relaxation-free magnetometers have also been demonstrated to work in unshielded envi-
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ronments — albeit with significantly reduced sensitivity — provided that appropriate field-

cancellation coils are implemented to ensure sufficiently low ambient magnetic-field strength

within the measurement volume [178].

2.2.4 Nitrogen-Vacancy Centres in Diamond

Diamonds with nitrogen-vacancy (NV) colour centres enable magnetometry to be performed

with exceptionally high spatial resolution. The NV centre is a point defect within the crystal

lattice of diamond, consisting of a substitutional nitrogen atom and a neighbouring vacancy

(i.e. a missing carbon atom) [179]. The NV centre can either have negative (NV−), positive

(NV+), or neutral (NV0) charge states — corresponding to the electron distribution within

the NV centre — with negative charge states typically being used for magnetometry and

other applications [179–181]. The negative charge state corresponds specifically to five of

the electrons being contributed from the three neighbouring carbon atoms and the nitrogen

atom, with an extra electron captured from an electron donor [179].

The NV centre has spatial symmetry since its structure is symmetric with respect to ro-

tations of 0, 2π/3 and 4π/3 around the NV axis, and to reflections in the mirror planes

defined by the NV axis and one of the three neighbouring carbon atoms [179]. This gives

rise to energy levels of NV− which can be constructed using linear combinations of atomic

orbitals [179,182,183]. Each electronic configuration can contain spin-triplet states (3A2 and
3E), as well as spin-singlet states (1A1 and 1E) [179,182], with the spin-triplet states each

possessing three sublevels with magnetic quantum numbers mS = 0,±1 [179] and where

the quantisation axis is set by the NV axis — the line connecting the nitrogen atom and the

vacancy [179]. An energy-level diagram of the spin-triplet and spin-singlet states is shown

in Fig. 2.5, along with a diagram of the NV centre defect in the diamond crystal lattice.

The optical transition between 3A2 and 3E has a wavelength of 637 nm, while the transi-

tion between 1A1 and 1E has a wavelength of λ = 1042 nm. Both of these transitions have

phonon sidebands due to vibrations in the diamond lattice, which broadens the NV absorp-

tion and fluorescence spectra by hundreds of nanometres [179]. The 3A2 → 3E transition

can therefore be excited with light within a wavelength of λ ∈ [450, 637] nm [179], with a

fluorescence from the 1E→ 1A1 decay containing wavelengths λ ∈ [637, 800] nm [179].

By optically pumping the NV centre on the 3A2 → 3E transition, the ground-state pop-

ulation preferentially accumulates in the mS = 0 sublevel after several excitation cycles,

due to the probability of population originating in mS = ±1 states undergoing decay via

non-radiative transitions [179]. Once the NV centre is optically pumped into the mS = 0

sublevel, and a high level of fluorescence is detected, microwave radiation is applied to

the NV centre. When the microwave frequency is tuned such that it is on resonance with

one of the mS = 0 ↔ ±1 transitions, the amount of fluorescence decreases since popula-

tion is pushed from mS = 0 to mS = ±1. By scanning the microwave frequency across the

mS = 0 ↔ ±1 transitions, two dips in the fluorescence spectrum are obtained. In the limit

where the component of the magnetic field transverse to the NV symmetry axis is negligible,

the frequencies of the mS = 0→ ±1 microwave transitions are given by [184,185]
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Figure 2.5: Left: Diagram of the nitrogen-vacancy centre and diamond lattice [186]. The
vacancy V (grey) is joined to three nearest-neighbour carbon atoms C (green),
and a substitutional nitrogen atom N (red). Next-to-nearest carbon atoms (black)
are also shown. Right: Energy-level diagram of the NV centre [179], showing the
transition wavelengths for the 3A2 → 3E (spin-triplet) and 1E → 1A1 (spin-
singlet) transitions. Dashed black arrows indicate intersystem crossing between
the spin-triplet and spin-singlet states [179].

ν0± ≈ ∆0 + βTδT ±
( γg

2π

)
BNV , (2.31)

where ∆0 ≈ 2.87 GHz is the zero-field splitting at room temperature [186], βT ≈ −74 kHz/K

near room temperature [187], δT is the temperature offset from 300 K during the measure-

ment, γg/2π ≈ 28 GHz/T is the NV gyromagnetic ratio [185], and BNV is the projection of

the applied magnetic field along the NV symmetry axis. The frequency separation of the flu-

orescence dips correspond to the separation of the mS = ±1 ground states, which using Eq.

(2.31), is simply given by ∆ν0± = ν0+ − ν0− = 2γgBNV/ (2π). By accurately and precisely

measuring the frequency separation between the fluorescence dips, one can determine the

local magnetic-field strength BNV.

The ability to precisely determine the magnetic-field strength will depend on two quan-

tities: contrast and linewidth. Contrast C is the fractional difference between the fluores-

cence obtained on- and off-resonance, with C = 0.20 typical of single NV centres [179].

The linewidth is related to the transverse spin-relaxation time T2, with typical values of

T2 ≈ 100 ns for nitrogen-rich NV centres, and a few µs for NV centres with low nitrogen

concentration [179].

The above discussion was couched in terms of a single NV centre, with the magnetic field

aligned along the quantisation axis defined by the NV axis. If instead one has an ensemble of

NV centres and an arbitrarily oriented magnetic field, there may be in total eight magnetic

resonances due to the four possible alignments of the NV centre — though some of these

may be degenerate [179]. It is possible to select one NV alignment by applying a bias field

along the NV axis so that changes in the magnetic field projection along this axis affect the
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resonance frequencies approximately linearly [179]. Alternatively, by interrogating all four

NV alignments — and subsequently yielding eight resonances — one can obtain full vector

information about the magnetic field [179,188].

As with other optical magnetometry techniques described in previous sections, the mag-

netic field sensitivity of NV centres is fundamentally limited by spin-projection noise and

photon shot noise. However, given the experimental difficulty associated with capturing

fluorescence originating within a material with high refractive index (nd ≈ 2.419 [179]),

photon shot noise often limits the magnetic-field sensitivity. The highest sensitivity demon-

strated with an NV ensemble is 15 pTrms/
√

Hz [73], with a projected standard quantum limit

of about 10 fTrms/
√

Hz [73]. Given a measurement volume of (13× 200× 2000)µm3 [73], the

shot-noise limit and spin-projection-noise limit correspond to spatiotemporal resolutions of

34.2 fT cm3/2/
√

Hz and 22 aT cm3/2/
√

Hz, respectively [73].

Given their extraordinary spatiotemporal resolution, NV centres have found application

in: eddy-current imaging [189], biomedical imaging [73,190,191], high-resolution thermom-

etry [192,193], nanoscale magnetic sensing [194], and general magnetic imaging [195–198].

2.2.5 Nonlinear Magneto-Optical Rotation

Nonlinear magneto-optical rotation (NMOR) is the nonlinear contribution to the overall

magneto-optical rotation (Faraday) signal — that is, a nonlinear rotation of the plane of

polarisation of linearly polarised light as it traverses a medium situated within a magnetic

field (cf. Fig. 2.6). It yields signals which have a nonlinear dependence upon both the light

intensity and magnetic-field strength, with the latter dependence enabling precision mag-

netometry to be performed [150,199–203]. The physical processes which give rise to NMOR

are described in great detail in Secs. 3.5–3.7; however, it should be noted here that the main

advantages of NMOR magnetometry are: technical simplicity, high accuracy, and wide dy-

namic range [199,204,205].

As a strictly optical technique, NMOR magnetometry is fundamentally limited by both

photon shot noise and spin-projection noise. To date, the highest shot-noise-limited sen-

sitivity demonstrated with an NMOR magnetometer is 15 fTrms/
√

Hz [206], with a spin-

projection-noise limit of 3.1 fTrms/
√

Hz [206]. There are also numerous examples of NMOR

magnetometers achieving sensitivities on the order of 500 fTrms/
√

Hz or less [202,204,207].

Nonlinear magneto-optical rotation magnetometers are intrinsically scalar magnetome-

ters, as they rely on measuring the Larmor frequency. However, NMOR magnetometers

can operate as vector magnetometers by modulating the magnetic field along orthogonal

axes [208].

2.2.6 Radio-Frequency Optical Atomic Magnetometers

Until now, all of the aforementioned magnetometers — even the non-optical techniques —

have been dc magnetometers. That is, they primarily measure the value of the dc magnetic

field, with a finite frequency response to time-varying fields that is governed by a relatively
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B

Figure 2.6: Diagram of linearly polarised light undergoing polarisation rotation due to cir-
cular birefringence in an atomic vapour — nonlinear magneto-optical rotation.

small bandwidth. This bandwidth — at least in the context of the optical-resonance-based

techniques — is typically inversely related to the transverse spin-relaxation time T2, meaning

that high sensitivity devices yield narrow bandwidths.

One pathway to ac magnetometry is via so-called radio-frequency optical atomic magne-

tometers (rf OAMs) [85,88–94,209–217]. These devices operate by producing atomic orienta-

tion (i.e. longitudinal magnetisation) along a static magnetic field using circularly polarised

light. Once the longitudinal polarisation has been established, a weak oscillating rf field is

applied transverse to the dc field. Provided that the rf frequency is approximately equal to

the Larmor frequency of the static field (i.e. provided that the rf field drives Zeeman tran-

sitions), the application of this rf field tilts the magnetisation away from the quantisation

axis defined by the static field, causing the magnetisation to precess around the static field

in accordance with Eq. (2.14). The transverse spin component — which precesses about the

dc magnetic field at the Larmor frequency — is then monitored via the optical rotation of a

weak, linearly polarised probe beam that travels both orthogonal to the dc magnetic field,

and the rf field.

These devices are suitable when the signal is relatively narrowband, about a frequency

which is known a priori, and provided that the dc magnetic-field strength can be tuned to

produce a Larmor frequency that is sufficiently close to the rf-field frequency of interest.

These are quite restrictive requirements for a measurement device, which impedes their use

in many applications. Furthermore, in contrast to their dc counterparts, rf OAMs are not
calibration-free, and must be amplitude calibrated by artificially broadening the magnetic

resonance with increasing rf power [212].

The sensitivity of these devices is typically on the same order as their dc counterparts,

with many exhibiting noise floors of less than about 100 fTrms/
√

Hz [85,209,213,216], with
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some even reaching below 1 fTrms/
√

Hz [211,214,215,217]. Cold-atom rf OAMs have also

been demonstrated, yielding increased spatial resolution at the expense of sensitivity [210].

2.2.7 Summary

As mentioned previously, there are a vast number of magnetometry techniques, each of

which possess their own characteristic advantages and disadvantages. There is hence no

best magnetometer per se, but rather, there will exist a magnetometer which best suits the ap-
plication. Choosing the appropriate magnetometer is therefore a matter of balancing pros

and cons in consultation with the application criteria. A summary of the techniques dis-

cussed in this chapter — including their sensitivity, advantages and disadvantages — is

presented in Table. 2.1.

The magnetometry technique chosen as the research topic for this thesis was nonlin-

ear magneto-optical rotation, as it offered the best trade-off between pros and cons for the

applications which motivated this research. Of particular interest was magnetic anomaly

detection, which demands high sensitivity at ambient temperature and at relatively high

ambient field strength — typically Earth’s field or above. Given that spatial resolution —

the primary drawback of NMOR magnetometers — is generally not of immediate concern

in the context of magnetic anomaly detection, this magnetometry technique was found to

be the best candidate upon which to base this research.
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Technique Sensitivity Advantages Disadvantages

Fluxgate 2,000

Large dynamic range,

room-temperature oper-

ability

Low bandwidth, low sensi-

tivity, requires calibration

SQUID 0.33
Large dynamic range, high-

est bandwidth

Requires cryogenics, ex-

pensive, requires calibra-

tion, can only perform rel-

ative measurements

FID 200
Large dynamic range, high

sensitivity, high accuracy
Low bandwidth, large

measurement dead time

Mz 10

Large dynamic range, high

sensitivity, high accuracy,

single-beam setup

Low bandwidth, requires

applied rf field, generally

requires heating

Mx 245
Large dynamic range, high

sensitivity

Generally requires two or-

thogonal beams, requires

applied rf field, generally

requires heating

SERF 0.16
Highest sensitivity, high

spatial resolution

Low dynamic range, low

bandwidth, requires heat-

ing

NV Centres 15,000 Highest spatial resolution Low sensitivity

rf OAMs 1
High sensitivity, can mea-

sure rapidly varying ac

fields

Requires calibration, low

bandwidth, requires a
priori knowledge of field

frequency, requires control

over background dc field

NMOR 15

Large dynamic range,

high sensitivity, room-

temperature operability,

can operate in a single-

beam setup, technical

simplicity

Low spatial resolution

Table 2.1: Magnetometry techniques, their sensitivity, and their advantages and disavan-
tages. Sensitivity values correspond to state-of-the-art absolute sensitivity (cf. Sec.
6.3.1) found in the literature, and are listed in units of fTrms/

√
Hz.



Part II

Background and Theory

25





Chapter 3

Introduction

3.1 Rubidium

At the heart of many optical magnetometers lies an atomic vapour — typically an alkali

metal such as potassium, caesium, or rubidium1 — which acts as a mediator between the

interaction of the light and the magnetic field. The primary objective of the work detailed

within this thesis was to investigate nonlinear magneto-optical rotation in rubidium, and

utilise its extreme sensitivity to external magnetic fields in order to perform sensitive magne-

tometry. This section briefly summarises the important characteristics of rubidium — both

physical and quantum mechanical — which form the basic foundation required to grasp the

concepts introduced throughout this body of work.

3.1.1 Energy-Level Structure and Spectroscopic Notation

Rubidium has 32 isotopes, only two of which occur naturally: 85Rb (72.2% abundance) and

the slightly radioactive 87Rb (27.8% abundance)2. Due to the high atomic number of Rb

(Z = 37), its energy-level structure is relatively complex; and, in order to completely de-

scribe the electronic configuration of an atom, each of the electronic states must be defined.

3.1.1.1 Gross Structure

The gross structure of the atomic energy levels is characterised by the principal quantum
number, n ∈ Z∗. This quantum number loosely describes both the size and energy of an

electronic shell3. Within each electron shell, there are n sub-shells which are represented

by an additional quantum number, L ∈ Z∗. The quantum number L is called the orbital
quantum number4, and takes integer values between 0 ≤ L ≤ n− 1. For historical reasons,

however, the orbital quantum numbers are assigned letters for each value. Letters for the

first ten states are presented in Table 3.1.

1By definition, an optical magnetometer is a magnetometer in which light is used as part of its measurement.
This is typically performed using alkali atoms; however, there are also optical magnetometers which use helium
vapour [218,219], as well as those which utilise nitrogen-vacancy centres in diamond [179–181,185].

2Rubidium-87 decays via β− decay to strontium-87 with a half-life of 4.976× 1010 years [220] via:

87Rb→ 87Sr + e− + ν̄e , (3.1)

where e− denotes an electron, and ν̄e denotes an electron antineutrino.
3Two relevant examples of this are the wavefunctions obtained when solving the Schrödinger equation for

the infinite potential well Hamiltonian, as well as that of the hydrogen atom.
4In the same way that the principal quantum number describes the energy and size of the electronic shell,

the orbital quantum number describes the shape of the sub-shell’s wavefunction.

27
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L 0 1 2 3 4 5 6 7 8 9 . . .

s p d f g h i k l m . . .

Table 3.1: Letters assigned to the orbital quantum numbers.

3.1.1.2 Fine Structure

Within each sub-shell there exist a number of orbitals which correspond to various orien-
tations of the electron’s wavefunction around the nucleus. These orientations are known as

‘projection states’, and are characterised by the magnetic quantum number, mL. For a given or-

bital quantum number, there are 2L + 1 projection states which take integer values between

−L ≤ mL ≤ L. In each of these sub-shell orbitals, there can exist two electrons in accordance

with the Pauli exclusion principle5.

Using all of the above quantum numbers, the full electronic configuration for an atom in

the ground state can be written in the form nLe, where e is the number of electrons within

the corresponding sub-shell. For a rubidium atom in the ground state, the complete energy-

level configuration is given by 1s22s22p63s23p63d104s24p65s1. This notation is cumbersome;

however, there is only one electron in the valence shell and hence the strongest electromag-

netic interaction occurs with this unpaired electron. This enables the energy-level structure

to be greatly simplified by considering only the unpaired valence electron.

The spectroscopic notation for the valence electron is given by n2S+1LJ , where S is the

spin quantum number, and J = L + S is the total electronic angular momentum quantum num-
ber. The ground state of the valence electron in rubidium has quantum numbers n = 5,

S = 1/2, L = 0 and J = 1/2. In spectroscopic notation, this is written as 52S1/2. The origin

of the total electronic angular momentum quantum number J is the interaction between the

spin of the electron, S, and its orbital angular momentum, L. This interaction is known as

the spin-orbit interaction, and is described by the following Hamiltonian [221–228]:

H S-O =
µB (gs − 1)

h̄meec2r
∂V (r)

∂r
L · S , (3.2)

where µB is the Bohr magneton, h̄ is the reduced Planck constant, me is the electron mass,

e is the elementary charge, c is the speed of light, gs is the electron spin g-factor, and V (r)
is the potential energy in the radial direction. The result of the spin-orbit interaction is to

give rise to a new set of sublevels characterised by J, taking unity-spaced values in the range

|L− S| ≤ J ≤ L + S.

3.1.1.3 Hyperfine Structure

Further energy-level complexity arises due to the hyperfine interaction, which is a result of

the interplay between the total electronic angular momentum J, and the total nuclear angular
momentum I. The hyperfine interaction is described by the Hamiltonian [221,224,227,228]

5The Pauli exclusion principle states that two or more identical fermions (particles with half-integer spin,
e.g. electrons), cannot simultaneously occupy the same quantum state.
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H hfs =
Ahfs

h̄2 I · J , (3.3)

where Ahfs is the hyperfine structure constant and h̄ is the reduced Planck constant. The

result of this interaction is to give rise to additional structure, characterised by the total angular
momentum quantum number F, taking unity-spaced values between |J − I| ≤ F ≤ J + I.

3.1.1.4 Zeeman Structure

Finally, the projection states mL discussed previously, are converted to projection states |mF〉
as a result of the hyperfine interaction (i.e. mL → mF)6. In the absence of an external mag-

netic field, these projection states |mF〉 are energy degenerate. However, in a finite external

magnetic field, the Zeeman effect splits the energy degeneracy of these states (cf. Sec. 3.3).

A table summarising the physical origins of the atomic energy-level structure, including

the associated quantum numbers and the values they assume, is presented in Table. 3.2.

Structure Origin Quantum number(s) Range of values

Gross Bohr levels n, L n ∈ Z∗, 0 ≤ L ≤ n− 1

Fine Spin-orbit interaction J |L− S| ≤ J ≤ L + S
Hyperfine Hyperfine interaction F |J − I| ≤ F ≤ J + I
Zeeman Zeeman effect mF −F ≤ mF ≤ F

Table 3.2: Atomic energy-level structure and its origin.

3.1.2 The D1 and D2 Transitions

The first set of excited states of rubidium are the 52P1/2 and 52P3/2 states, both of which have

direct optical transitions from the ground state. These two transitions are 52S1/2 → 52P1/2

and 52S1/2 → 52P3/2, which for historical reasons, are known as the D1 and D2 transitions,

respectively. A few important properties of the D1 and D2 transitions for 85Rb and 87Rb are

presented in Table 3.3, with a corresponding energy-level diagram shown in Fig. 3.10.

Atom Excited state Transition wavelength (nm) Lifetime (ns) Decay rate (MHz)

85Rb 52P1/2 794.979014933(96) 27.679(27) 5.7500(56)

52P3/2 780.241368271(27) 26.2348(77) 6.0666(18)

87Rb 52P1/2 794.978851156(23) 27.679(27) 5.7500(56)

52P3/2 780.241209686(13) 26.2348(77) 6.0666(18)

Table 3.3: Key values corresponding to the 52P1/2 and 52P3/2 excited states of 85Rb and 87Rb,
presented in Ref. [229].

6Analagous to the case with the |mL〉 projection states, there are 2F + 1 projection states corresponding to
the values of mF. These states are typically referred to as ‘Zeeman sublevels’, or ‘Zeeman states’.
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3.1.3 Vapour Pressure and Number Density

Rubidium has a melting point of 312.45 K (39.3◦C) and a boiling point of 961 K (688◦C) [230];

both of which are significantly greater than room temperature. One would thus expect that

Rb atoms are purely in the solid phase in room-temperature experiments. However; the

atomic energies will be distributed around a median value7, resulting in a small percentage

of atoms possessing sufficient energy to transition into the liquid phase. Out of these liquid-

phase atoms, some will possess sufficient energy to overcome electrostatic forces [231] and

evaporate into the surrounding space8. These atoms therefore undergo a phase transition

into the gaseous phase, with a vapour pressure that is determined by thermodynamic equi-

librium — which in turn, depends upon the ambient temperature. The vapour pressure Pv

of rubidium in units of Torr, as a function of temperature T, is described by the following

equation [229]:

log10 Pv =

2.881 + 4.857− 4215
T for T < 312.45 K ,

2.881 + 4.312− 4040
T for T ≥ 312.45 K .

(3.4)

The number density nv of the vapour can then be calculated via [232]

nv =

(
101325

760

)
PvNA

RgT
, (3.5)

where NA = 6.022140857× 1023 mol−1 is the Avogadro constant, Rg = 8.3144598 J mol−1 K−1

is the gas constant, and the factor of 101325/760 converts Pv from units of Torr to Pa.

At room temperature (T ≈ 300 K), the number density of rubidium — calculated using

Eqs. (3.4) and (3.5) — is nv ≈ 1.57× 1016 m−3, which is sufficiently high to permit observa-

tion of nonlinear magneto-optical rotation at room temperature in millimetre-scale vapour

cells. The number density of Rb over the range T ∈ [200, 400]K is presented in Fig. 3.1.

3.2 Optical Absorption and Lineshape

Optical magnetometers require resonant or near-resonant light to both polarise (via optical

pumping) and subsequently probe an atomic vapour. The rate Rabs (ω) at which an atom

absorbs photons of angular frequency ω is calculated by summing the incident photon flux

over all atomic transitions:

Rabs (ω) = ∑
trans

σA (ω)ΦP (ω) , (3.6)

where σA (ω) is the optical cross-section of the atomic transition and ΦP (ω) is the flux of

7Provided that the liquid can be approximated as an ideal gas, this distribution of atomic energies will be
a Maxwell-Boltzmann distribution. However, any long-range interaction forces (such as those in water, for
example) will result in a deviation from the Maxwell-Boltzmann distribution.

8In addition to the condition that the atoms require sufficient energy to overcome electrostatic forces, they
must also be at the surface of the liquid, and their velocity must have a non-zero projection in the direction
orthogonal to the surface plane.
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Figure 3.1: Number density of Rb as a function of temperature, calculated using Eqs. (3.4)
and (3.5). The melting point occurs at 312.45 K (39.3◦C) and is indicated by the
grey dashed line.

photons of angular frequency ω incident on the atom. The photon absorption cross-section

is determined by the frequency response about the atomic transition frequency, ω0, and

is generally dependent upon three effects: the finite lifetime of the excited state, pressure

broadening due to collisions, and Doppler broadening due to thermal motion of the atomic

vapour. However; regardless of the form of the frequency response, the integral of the

optical cross-section associated with a given atomic transition is a constant [222]:

� ∞

0
σA (ω)dω = 2π2rec f0 , (3.7)

where re is the classical electron radius, c is the speed of light, and f0 is the oscillator

strength9.

3.2.1 The Natural Linewidth and Pressure Broadening

A fundamental result of quantum mechanics is the fact that atomic energy levels are discrete.

One would thus expect that the optical spectrum of an atom is comprised of Dirac delta

functions, where each function corresponds to the absorption of a photon with exactly the

correct energy required to excite the transition. However; due to the Heisenberg uncertainty

principle, each transition has a non-zero spread of energies for which the transition may be

excited. The time-energy uncertainty principle states that the uncertainties in energy, σE,

9The oscillator strength is the fraction of the total classical integrated cross-section associated with the given
atomic transition.
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and time, σt, are related by the inequality10

σEσt ≥
h̄
2

, (3.9)

where h̄ is the reduced Planck constant. In the context of optical transitions, the uncertainty

in time is equal to the natural lifetime of the excited state, σt = τnat, while the uncertainty in

energy, σE, is directly proportional to the uncertainty in optical frequency, σω, through the

Planck-Einstein relation σE = h̄σω. The uncertainty in optical frequency is simply the half

width at half maximum (HWHM) of the natural linewidth, i.e. Γnat = 2σω. This enables the

natural linewidth to be calculated via Eq. (3.9):

Γnat =
1

τnat
. (3.10)

Collisions between rubidium atoms and other atoms/molecules result in both a shift and

broadening of the optical resonance due to electromagnetic interactions. The magnitude of

these effects is directly proportional to the number density of the atoms or molecules, and

hence they are referred to as pressure shifts and pressure broadening, respectively. The

frequency νcol at which these collisions occur is given by [221]

νcol = nvσcolῡth , (3.11)

where nv is the number density of the colliding atoms or molecules, σcol is the collisional

cross-section, and ῡth is the mean relative thermal velocity of the atoms or molecules.

The linewidths due to the natural lifetime and pressure broadening sum together to give

a single linewidth, ΓL = Γnat + 2νcol [221]. The atomic frequency response around the res-

onant frequency, ω0, takes the form of a Lorentzian lineshape, where ΓL is the full width at

half maximum (FWHM):

L (ω−ω0) =
1
π

(
ΓL
2

)
(ω−ω0)

2 +
(

ΓL
2

)2 , (3.12)

where the lineshape defined by Eq. (3.12) obeys the normalisation condition

� ∞

−∞
L (ω−ω0)dω = 1 . (3.13)

10The time-energy uncertainty principle is derived from the more general Schrödinger uncertainty principle
between two observables A and B [233]:

σAσB ≥
√∣∣∣∣12 〈{Â, B̂

}
〉 − 〈Â〉〈B̂〉

∣∣∣∣2 + ∣∣∣∣ 1
2i
〈
[
Â, B̂

]
〉
∣∣∣∣2 , (3.8)

where Â and B̂ are the operators corresponding to the observables A and B respectively,
[
Â, B̂

]
denotes the

commutator of A and B, and
{

Â, B̂
}

denotes the anti-commutator.



§3.2 Optical Absorption and Lineshape 33

3.2.2 Power Broadening

Power broadening is the broadening of atomic resonances due to the presence of high-

intensity light. The physical origin of power broadening is a population redistribution —

either to the excited state, or to other ground states — due to optical pumping. In order for

a photon to be absorbed, an electron must be excited from the ground state to the excited

state. However, in doing so, the availability of atoms in the ground state is subsequently

reduced11. Reduced ground-state availability results in saturation behaviour; i.e. as the

intensity is increased, the amount of absorption decreases.

The simplest context in which power broadening arises is a two-level atom12. In this case,

mathematical derivation of power broadening is readily achieved using the Beer-Lambert

law, which states that the absorption of light by the atoms is described by the following

differential equation [221]:

dIint

dz
= −αabs (ω) Iint = −

(
n|g〉 − n|e〉

)
σA (ω) Iint , (3.14)

where αabs (ω) is an absorption coefficient, σA (ω) is the optical absorption cross-section,

and n|g〉 and n|e〉 are the population densities of ground-state and excited-state atoms, re-

spectively. In steady state, the net rate of energy absorbed per unit volume must equal the

rate of energy spontaneously emitting from the excited state back down to the ground state.

Mathematically, this can be written as

(
n|g〉 − n|e〉

)
σA (ω) Iint = n|e〉A21h̄ω , (3.15)

where A21 is the Einstein A coefficient. Equation (3.15) can be written as
(

n|g〉 − n|e〉
)

r =

n|e〉, where r = σA (ω) Iint/h̄ωA21 is a dimensionless ratio. Combined with the fact that

ntot = n|g〉 + n|e〉, the difference in populations can be written as

n|g〉 − n|e〉 =
ntot

1 + 2r
. (3.16)

At saturation, the difference between the ground-state and excited-state populations must

be half of the total population. This enables Eq. (3.16) to be written as

n|g〉 − n|e〉 =
ntot

1 + 2σA(ω)Iint
h̄ωA21

=
ntot

1 + Iint
Isat(ω)

, (3.17)

where Isat (ω) ≡ 2σA (ω) /h̄ωA21 is the saturation intensity at which n|g〉 − n|e〉 = ntot/213.

11Due to stimulated emission, the maximum amount of population that can be in the excited state of a two-
level atom is 50%.

12It should be noted that the general problem of optical pumping in the presence of multiple ground states,
each with varying degrees of coupling to the light, is significantly more complicated. However, the general
result remains unchanged; in the presence of high-intensity light, atomic resonances are broadened.

13When ∆ω = ω0 −ω = 0, the on-resonance saturation intensity is given by [221]

Isat (∆ω = 0) =
(

πhc
3λ3

)
Γnat , (3.18)

where h is the Planck constant, c is the speed of light, and λ is the transition wavelength. For a given transition,
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By inspection of Eq. (3.14), it is clear that αabs (ω) =
(

n|g〉 − n|e〉
)

σA (ω). In conjunction

with Eq. (3.17), this enables us to write

αabs (Iint, ∆ω) = ntotσA (0)

( Γ
2

)2

∆ω2 +
( Γ

2

)2
1

1 + Iint
Isat(∆ω)

, (3.20)

where Γ is the linewidth of the optical absorption cross-section, and ∆ω = ω0 − ω is the

detuning from the resonant angular frequency ω0. Using the definition for the frequency-

dependent saturation intensity, it is possible to write

Isat (∆ω)

Isat (0)
=

σA (0)
σA (∆ω)

. (3.21)

Upon inserting Eq. (3.21) into Eq. (3.20) and simplifying, we obtain the following ex-

pression for the normalised absorption coefficient [221]:

αabs (Iint, ∆ω)

αabs (Iint, 0)
=

( Γ
2

)2

∆ω2 +
( Γ

2

)2
(

1 + Iint
Isat

) . (3.22)

Equation (3.22) is a Lorentzian profile with a FWHM of:

Γpb = Γnat

√
1 +

Iint

Isat
. (3.23)

The result of power broadening is therefore an intensity-dependent broadening of the natu-

ral linewidth14.

Equation (3.23) is the mathematical description of power broadening, which can be un-

derstood as follows; the absorption coefficient is maximised on resonance (i.e. ∆ω = 0),

which means that for a fixed intensity Iint, more ground-state population is excited when

the light is resonant with the transition. This results in saturation, i.e. the rate of absorption

slows down with higher intensity. If the light is detuned (i.e. ∆ω 6= 0), the absorption coef-

ficient is reduced and hence less population is transferred to the excited state. The result of

this is that the absorption in the wings increases faster than the absorption near the centre of

the resonance, which yields a broadening of the resonance. The broadening predicted by Eq.

(3.23), as well as the dependence of the normalised absorption coefficient on light intensity,

Eq. (3.22), is presented in Fig. 3.2.

3.2.2.1 Power Broadening of Magneto-Optical Resonances

Analogous to the power broadening of the natural linewidth due to high-intensity light,

magneto-optical resonances are also affected by power broadening, albeit due to a slightly

the on-resonance saturation intensity Isat (∆ω = 0) is related to the Rabi frequency ΩR and decay rate Γnat
via [221]

Iint
Isat (∆ω = 0)

= 2
(

ΩR
Γnat

)2
. (3.19)

14Note that the natural linewidth is retrieved in the limit as Iint → 0.
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Figure 3.2: Left: The normalised absorption coefficient, calculated using Eq. (3.22) and
scaled to an amplitude of unity, as a function of normalised detuning. Right:
Normalised power-broadened width as a function of normalised optical inten-
sity, calculated using Eq. (3.23). The grey dashed horizontal line indicates zero
power broadening (i.e. Γpb = Γnat), which is achieved in the limit as Iint → 0.

different physical mechanism. As discussed in Sec. 3.6, the observed magneto-optical res-

onance is due to the formation of coherences between ground-state Zeeman sublevels as a

result of optical pumping. The FWHM of the magneto-optical resonance is related to the

tranverse spin-relaxation time, T2, via Γ = 2/T2. Increases in optical powers, especially the

probe beam, result in destruction of ground-state coherence via an effective relaxation due

to out-of-phase optical pumping. This leads to a subsequent broadening of the resonance

width due to reduced transverse spin-relaxation time.

When the optical pumping rate Γpump = ΩR
2/Γnat is sufficiently small, the resonance

is described by a zero-power resonance width Γ0
15, and any additional relaxation due to

the light can be safely ignored. However, at high light powers where the optical pumping

rate is comparable to or greater than the standard ground-state relaxation rate (i.e. Γpump &
Γ0), atoms which have been polarised in prior pumping cycles may have their polarisation

destroyed by an additional pumping cycle before they would otherwise relax due to non-

power-induced relaxation mechanisms [242]16. This effectively reduces the transverse spin-

15Depending on the experimental circumstances, this can be due to such mechanisms as magnetic-field gra-
dients [234], transit relaxation [150,165,200,202,235–238], wall collisions [150,236,239] (dominant in the case of
no anti-relaxation coatings or buffer gases), spin-exchange collisions [150,240], spin-destruction collisions [241],
etc.

16Relaxation due to optical pumping with high optical power only occurs if the polarisation of the atom
differs from that which would be induced from the incident light. If these two polarisations are the same, then
there will be no apparent effect [242]. However, given the spatial dependence of the Larmor frequency (due
to magnetic-field gradients, for example), there will in general exist a subset of atomic population possessing a
polarisation which differs from that which the light would induce. This ensures that power broadening always
occurs, to some extent, under typical experimental conditions.
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relaxation time of the vapour which, for aforementioned reasons, increases the resonance

width. This is known as power broadening in the context of magneto-optical resonances.

Power broadening of magneto-optical resonances is typically characterised using a di-

mensionless saturation parameter κ2 — defined as the ratio of the excitation rate to the relax-

ation rate17 — which is related to the optical pumping rate Γpump and zero-power resonance

width Γ0 via [150,165,242,243]

κ2 =
Γpump

Γ0
=

ΩR
2

ΓnatΓ0
. (3.24)

Typically, if relaxation processes are isotropic (i.e. they affect all atoms equally, regardless of

their quantum state), the total effective relaxation rate is simply the sum of the individual

relaxation rates. In this case, the total relaxation rate would be Γ0 + Γpump = Γ0 (1 + κ2).

However, optical-pumping-induced relaxation is not isotropic, as linearly polarised light

along one axis only results in relaxation of atoms polarised in the orthogonal axis. This

results in a weaker dependence on κ2, which has been shown to be Γ0
√

1 + κ2 [165,242]. The

total resonance FWHM in the case of power broadening is therefore given by18 [165,242]

Γ = Γ0
√

1 + κ2 . (3.25)

Under the optimal experimental conditions detailed within this thesis, the power broad-

ening of the magneto-optical resonance width due to both pump and probe powers has

been demonstrated in Ref. [206] to take the form Γ ∝
√(

Pprobe
)2

+ 3
(

Ppump
)2. The pre-

factor on the pump power term is the result of the power-broadening being more sensitive

to increases in probe power, relative to pump power. This is attributed to the fact that the

probe beam is continuous-wave (cw), and hence any optical pumping by the probe beam is

generally out-of-phase and subsequently leads to destruction of ground-state coherence.

3.2.2.2 Broadening of Magneto-Optical Resonances due to the ac Stark Effect

In addition to the power broadening described above — which results from the destruction

of atomic polarisation — the presence of optical power also results in resonance broadening

due to the ac Stark effect.

A comprehensive treatment of the ac Stark shift requires a density matrix calculation to

account for complicated processes [204] such as optical pumping, magnetic-field-induced

evolution of the Zeeman sublevels, Doppler broadening, modulation of the light frequency,

and the transit of atoms in and out of the light. However, by ignoring these complexities, the

ac Stark shift of the |mF〉 Zeeman state for a two-level system is well approximated by [204]

δs
(mF) =

ΩR
2

4
∆ω + mFΩL

(∆ω + mFΩL)
2 +

(
Γpb
2

)2 , (3.26)

17Based on the definition of κ2, power broadening becomes an issue when κ2 & 1.
18Note that Eq. (3.25) has the same form as the power broadening of the natural linewidth given by Eq.

(3.23).
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where ΩR is the Rabi frequency, ΩL is the Larmor frequency, ∆ω is the optical detuning,

and Γpb is the power-broadened natural linewidth. The effect of the ac Stark shift for an

F = 2 hyperfine ground state is to modify the resonance frequencies ω0
(mF ,mF) for the three

different |∆mF| = 2 coherences [204]:

ω0
(2,0) = 2ΩL +

(
δs

(2) − δs
(0)
)

, (3.27)

ω0
(1,−1) = 2ΩL +

(
δs

(1) − δs
(−1)

)
, (3.28)

ω0
(0,−2) = 2ΩL −

(
δs

(−2) − δs
(0)
)

. (3.29)

Given that the three |∆mF| = 2 coherences constructively interfere at low magnetic-field

strength — and partially so in the geophysical range — the result of the ac Stark shift is to

broaden the resonance by splitting the coherences away from each other.

3.2.3 Doppler Broadening

Further to the natural broadening arising from a finite excited-state lifetime, and power

broadening resulting from optical pumping and the ac Stark effect, an additional impor-

tant broadening mechanism for a room-temperature atomic vapour is Doppler broadening.

When light is incident on an atomic ensemble, the thermal motion of absorbing atoms leads

to small variations in the observed frequency, ω, due to the Doppler effect. If an atom has

a velocity component υz along the propagation direction ẑ of the incident light, then the

frequency of the light as experienced by the atom is given by

ω = ω0

(
1 +

υz

c

)
, (3.30)

where ω0 is the ‘true’ frequency of the light — typically tuned to the atomic resonance —

and c is the speed of light. The Doppler effect results in broadening of atomic resonance

lines, as light of frequency ω appears to be at the resonant frequency ω0 to atoms with a

velocity component υz along the light’s propagation direction which satisfies the condition

υz = c
(

ω−ω0

ω0

)
. (3.31)

In an ideal gas, atoms with a mass m and temperature T have a non-zero velocity υ which is

described by the Maxwell-Boltzmann distribution [244]. The probability that an atom has a

velocity in the interval υ to υ + dυ is given by [244]

P (υ)d3υ =

(
m

2πkBT

)3/2

exp
(−mυ2

2kBT

)
d3υ , (3.32)

where kB is the Boltzmann constant. If we take d3υ = dυxdυydυz, then Eq. (3.32) factorises

into three separate identical distributions for each Cartesian component. The velocity dis-
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tribution in the z-component, for example, is therefore given by

P (υz)dυz =

√
m

2πkBT
exp

(−mυz
2

2kBT

)
dυz . (3.33)

From an experimental viewpoint, it is far more convenient to express the probability

density function as a function of the optical frequency rather than the atomic velocity. It is

possible to write Eq. (3.33) in terms of optical frequency by employing a change of variables:

P (ω)dω = P (υz)
dυz

dω
dω . (3.34)

From Eq. (3.31), we find that dυz = (c/ω0)dω. If we now substitute both our expression for

dυz and Eq. (3.31) into Eq. (3.33), we obtain the following frequency-dependent probability

density function:

P (ω)dω =
c

ω0

√
m

2πkBT
exp

(
− (ω−ω0)

2

2ΓD
2

)
dω , (3.35)

where ΓD is the Doppler width defined as

ΓD ≡
ω0

c

√
kBT
m

. (3.36)

The resulting frequency response around the resonant frequency ω0, due to Doppler broad-

ening, takes the form of a Gaussian distribution with a 1/e width of ΓG = ΓD:

G (ω−ω0) =
1

ΓG
√

2π
exp

(
− (ω−ω0)

2

2ΓG
2

)
, (3.37)

where the lineshape defined by Eq. (3.37) obeys the normalisation condition

� ∞

−∞
G (ω−ω0)dω = 1 . (3.38)

The Doppler width (FWHM) of the D1 transition of 87Rb, as a function of temperature, is

shown in Fig. 3.3. By inspection of Fig. 3.3 it is evident that the Doppler width is significantly
greater than the natural linewidth — even at cryogenic temperatures. It is therefore a good

approximation to consider Doppler broadening as the dominant broadening mechanism in

most room-temperature experiments.

In the context of the experiments detailed within this thesis, Doppler broadening deter-

mines the resonance width for linear magneto-optical effects [245,246]. Fortunately, however,

the width of nonlinear magneto-optical effects described here are largely unaffected.

3.2.4 The Voigt Profile

The general frequency response of an atomic resonance is dependent upon all of the

aforementioned effects: the natural lifetime, pressure broadening, power broadening, and

Doppler broadening. The Lorentzian lineshape that results from the natural lifetime, pres-
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Figure 3.3: Doppler width (FWHM) of the D1 transition of 87Rb (blue) as a function of tem-
perature, calculated by 2

√
2 ln 2ΓD/2π using Eq. (3.36). The grey dashed line

indicates room temperature (22.5◦C).

sure broadening and power broadening is further broadened by the Gaussian lineshape that

the Doppler effect produces. The general frequency response is therefore a convolution of

the Lorentzian and Gaussian lineshapes, and is known as the Voigt profile:

V (ω−ω0) =

� ∞

−∞
L
(
ω′ −ω0

)
G
(
ω−ω′

)
dω′ . (3.39)

This integral cannot be expressed in terms of elementary functions and must therefore be cal-

culated numerically. Unfortunately, the convolution operation is incredibly computationally

expensive [247–249], rendering this definition of the Voigt profile cumbersome — especially

when fitting experimental data with a high number of samples. However, provided that

ΓL > 0, the Voigt profile can be calculated via [250,251]

V (ω−ω0) =
Re {w (z)}√

2πΓG
, (3.40)

where w (z) is the Faddeeva function, and is defined as [250,251]

w (z) = e−z2
erfc (−iz) (3.41)

= e−z2
(

1 +
2i√
π

� z

0
et2

dt
)

, (3.42)

and where z is evaluated at
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Figure 3.4: Comparison between Voigt, Gaussian and Lorentzian lineshapes. The FWHM
of the Gaussian and Lorentzian lineshapes are ΓL/2π = 2

√
2 ln 2ΓG/2π =

500 MHz. Upon convolving the Gaussian and Lorentzian lineshapes, the result-
ing Voigt profile has a FWHM of ΓV/2π ≈ 819 MHz according to Eq. (3.45).

z =
(ω−ω0) + i

(
ΓL
2

)
√

2ΓG
. (3.43)

The Faddeeva function may be calculated using routines for the complementary error func-

tion, erfc (z). Although the error function also requires numerical computation, it is orders

of magnitude quicker than the convolution operation.

Since the Lorentzian and Gaussian profiles, as defined via Eqs. (3.12) and (3.37) respec-

tively, are normalised to unit area in accordance with Eqs. (3.13) and (3.38), so too is the Voigt

profile. This is true regardless of whether the Voigt profile is calculated using Eq. (3.39) or

Eq. (3.40). Explicitly, the normalisation condition for the Voigt profile is given by

� ∞

−∞
V (ω−ω0)dω = 1 . (3.44)

A comparison between the Gaussian, Lorentzian and Voigt profiles is presented in Fig.

3.4. The FWHM of the resulting Voigt profile is a complicated function of the FWHM of

both the Lorentzian and Gaussian components. However, it can be approximated to within

0.02%, for all ΓL and ΓG, via [252]

ΓV ≈ 0.5346ΓL +

√(√
0.2166ΓL

)2
+
(

2
√

2 ln 2ΓG

)2
. (3.45)

In a room-temperature vapour cell which contains no buffer gas (i.e anti-relaxation coated
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with paraffin), there is very little collisional broadening and hence ΓL � ΓG. In the case of
87Rb, the Doppler width (FWHM) at room temperature is 2

√
2 ln 2ΓD/2π ≈ 500 MHz, while

the natural linewidth is Γnat/2π = 5.75 MHz for the D1 transition [229]. The resulting Voigt

profile thus has a FWHM of ΓV/2π ≈ 500.07 MHz according to Eq. (3.45). In this scenario,

it is therefore a very good approximation to treat the atomic resonances as Gaussian line-

shapes19. For this reason, all atomic resonances will be treated merely as Gaussian profiles

throughout this thesis unless explicitly stated otherwise.

3.3 The Zeeman Effect

The Zeeman effect arises due to the interaction of an atom with an external magnetic field.

Given a magnetic dipole moment µ in a magnetic field B, the magnetic potential energy is

given by HI = −µ · B [221]. This gives rise to a total Hamiltonian given by

H = H0 − µ · B , (3.47)

where H0 is the unperturbed atomic Hamiltonian (cf. Sec. 4.1). The result of this interaction

is to remove the energy degeneracy of the atomic hyperfine levels, by splitting the energies

of the magnetic projection states |mF〉. This splitting is dependent upon the strength of the

magnetic field, and can be separated into linear and nonlinear regimes.

3.3.1 Linear Zeeman Effect

If the external magnetic-field strength, B = |B| =
√

Bx2 + By2 + Bz2, is sufficiently small,

first-order perturbation theory can be used to calculate the correction to the energy levels.

The first-order correction is simply the expectation value of the perturbation Hamiltonian

(i.e. HI), while the system is in the unperturbed state. Explicitly, this is given by

∆E(1) = 〈F mF|HI |F mF〉
=

mFgFµB

h̄
B

= mFΩL ,

(3.48)

where mF is the magnetic quantum number, ΩL = gFµBB/h̄ is the Larmor frequency, gF

is the Landé g-factor, µB is the Bohr magneton, and h̄ is the reduced Planck constant. The

result is that, for small magnetic-field strength, the energies of the |mF〉 Zeeman states (with

the exception of |mF = 0〉) are shifted linearly in the magnetic-field strength, and propor-

tional to the magnetic quantum number mF. Of course, if the magnetic-field strength is too

large, first-order perturbation theory is no longer sufficient and higher-order terms must be

considered.
19By inspection of Eq. (3.45), it is evident that ΓV → 2

√
2 ln 2ΓG as ΓL → 0. Therefore, for small values of ΓL,

the Voigt profile tends towards a Gaussian:

lim
ΓL→0

V (ω−ω0) = G (ω−ω0) . (3.46)
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3.3.2 Nonlinear Zeeman Effect

If the magnetic-field strength is too large to be covered by the linear Zeeman effect, yet

too small to be accounted for by the Paschen-Back effect [221,224,229] (i.e. the strong-field

regime), the field fits into the intermediate regime20. Calculating the energy-level shifts in

this regime is difficult in general; however, provided that L = 0 and J = 1/2, the shift in

hyperfine energy levels, ∆E(BR), is given by the Breit-Rabi formula [204,224,229,253–257]:

∆E(BR) = − ∆Ehfs

2(2I + 1)
+ gIµBmFB± ∆Ehfs

2

√
1 +

4mFx
2I + 1

+ x2 , (3.49)

where ∆Ehfs = Ahfs (I + 1/2) is the hyperfine splitting, Ahfs is the magnetic dipole constant,

gI is the nuclear g-factor, µB is the Bohr magneton, B is the magnetic-field strength, I is the

nuclear quantum number, and x is a dimensionless ‘field-strength parameter’ defined by

x ≡ (gJ − gI) µBB
∆Ehfs

, (3.50)

where gJ is the ground-state Landé g-factor. It should be noted that the sign of the third term

is positive for the higher-number F level, and negative for the lower-number level. Addition-

ally, for mF = − (I + 1/2), the square root is an exact square, and should be interpreted as

+ (1− x). The 52S1/2 ground state hyperfine levels of rubidium have L = 0 and J = 1/2,

which enables the shifts in the Zeeman states to be calculated via the Breit-Rabi formula,

and is shown in Fig. 3.5.

Due to the quadratic nature of the nonlinear Zeeman effect, the three |∆mF| = 2 Zeeman

resonances which comprise the NMOR signal in the F = 2 ground state will begin to diverge

from each other as the magnetic-field strength is increased. This becomes problematic at

geophysical fields where the nonlinear Zeeman splitting is sufficient to partially resolve

each of the three individual resonances, as it results in reduced resonance slope and hence

magnetic sensitivity21 [204,255,256]. The frequency splitting of the three resonances, δNLZ,

about the central resonance, is given by [256] (cf. App. J)

δNLZ ≈ (µBB)2

h̄∆Ehfs
. (3.51)

The resonance frequencies of the three |∆mF| = 2 coherences, due to both the nonlinear

Zeeman effect and the ac Stark effect (cf. Sec. 3.2.2.2), are given by [204]

ω0
(2,0) = 2ΩL − δNLZ +

(
δs

(2) − δs
(0)
)

, (3.52)

ω0
(1,−1) = 2ΩL +

(
δs

(1) − δs
(−1)

)
, (3.53)

20The intermediate regime, along with the Paschen-Back effect (strong-field regime), are typically collectively
referred to as the ’nonlinear Zeeman effect’.

21The nonlinear Zeeman effect can also give rise to a phenomenon known as ‘heading error’ [255,256,258–
260], which is a spurious dependence of the magnetic-field strength measurement on the relative orientation of the
sensor in the magnetic field, despite the sensor being a scalar magnetometer.
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Figure 3.5: Frequency splitting of the 52S1/2 hyperfine ground states of 87Rb due to the Zee-
man effect — showing both linear and nonlinear contributions — calculated us-
ing Eq. (3.49).

ω0
(0,−2) = 2ΩL + δNLZ −

(
δs

(−2) − δs
(0)
)

. (3.54)

The nonlinear Zeeman splitting of the ground-state Zeeman resonances is shown in Fig. 3.6.

For the F = 2 ground state of 87Rb, there are three distinct resonances associated with

coherences between Zeeman states with |∆mF| = 2. The NMOR signal is therefore com-

prised of three separate resonances which, when measured in the frequency domain using

conventional phase-sensitive detection techniques, take the form of a complex Lorentzian

(cf. Sec. 6.1.2). At low magnetic-field strength, δNLZ ≈ 0 and the resonances constructively

interfere to yield one effective resonance. As the magnetic-field strength is increased how-

ever, the resonances split quadratically in accordance with Eq. (3.51), resulting in decreased

resonance slope and therefore reduced magnetic sensitivity. For the F = 2 ground state, the

zero-crossing resonance slope, as a function of nonlinear Zeeman shift, is given by

S3 =
2A1,−1

Γ
+

A2,0Γ

2
[( Γ

2

)2
+ (δNLZ)

2
] + A0,2Γ

2
[( Γ

2

)2
+ (δNLZ)

2
]

− A2,0Γ
(
δNLZ)2[( Γ

2

)2
+ (δNLZ)

2
]2 −

A0,2Γ
(
δNLZ)2[( Γ

2

)2
+ (δNLZ)

2
]2 ,

(3.55)

where Ai,j are the amplitudes of the resonance between |mF = i〉 and |mF = j〉, and Γ is the

resonance width. Equation (3.55) is plotted in Fig. 3.6 for 2A2,0 = 2A0,2 = A1,−1 and Γ = 10

— that is, for a magnetic field aligned directly along the pump/probe axis. There are two
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Figure 3.6: Left: Frequency splitting of the |∆mF| = 2 ground-state resonances due to the
nonlinear Zeeman effect, calculated using Eq. (3.51) for the F = 2 ground state
of 87Rb. Right: The effect of the nonlinear Zeeman shift on the F = 2 ground-
state resonance slope, calculated using Eq. (3.55) when the pump/probe axis lies
directly along the magnetic field. The dashed grey line corresponds to the limit
as δNLZ → ∞, in which case the resonance slope is half of its maximum value.

interesting limits to observe here: the limit as δNLZ → ∞, and the global minimum in the

resonace slope. In the former case, the resonance slope reduces to half of its maximum value

for large values of δNLZ, and is indicated by the grey dashed line in Fig. 3.6. In the latter

case, the slope is minimised when

δNLZ =

√
3

2
Γ , (3.56)

which, for the parameters presented in Fig. 3.6, yields just over 40% of its maximum value.

Note that although Eq. (3.55) is true in general, Eq. (3.56) and the graph presented in the

right of Fig. 3.6 are both valid only for a magnetic field that is aligned along the pump/probe

axis. The relative amplitudes of the ground-state resonances are, in general, dependent upon

the orientation of the magnetometer within the field [255,256,258–260]. If the magnetic field

is not aligned along the pump/probe axis, there will be an asymmetry in the resonance [255],

and the dependence of the resonance slope on the nonlinear Zeeman shift will differ from

that presented here.

Although the resonance splitting which arises from the nonlinear Zeeman effect results

in reduced resonance slope and hence sensitivity, it is not necessarily a significant detrimen-

tal effect per se. As shown in Fig. 3.6, the maximum reduction in slope — for a magnetic

field aligned along the pump/probe axis — is about 60%, with a limiting reduction of a

factor of 2 in the case of large δNLZ. In this case, the significant reduction in sensitivity at

high magnetic-field strength is not due to the increased δNLZ, but rather it is often due to



§3.4 The Faraday Effect 45

gradient broadening. As will be discussed in Sec. 5.4, the transverse spin-relaxation time T2 —

which is related to the magnetic sensitivity via. Eq. (6.18) — scales quadratically in the first-

order field gradient. For a fixed fractional field uniformity, as the magnetic-field strength is

increased, the first order gradient also increases and therefore reduces sensitivity.

3.4 The Faraday Effect

The Faraday effect — first discovered by Michael Faraday circa 1846 [261] — is a magneto-

optical effect in which the plane of polarisation of linearly polarised light is rotated as it

traverses a medium situated within a magnetic field. This is a linear effect, in that the optical

rotation φ experienced by the light is linear in the magnetic-field strength:

φ = VelB , (3.57)

where Ve is the material-dependent Verdet constant, l is the length of active medium, and B
is the magnetic-field strength. The Verdet constant is effectively a proportionality constant,

which describes the amount of rotation of the incident light per unit path length and per

unit magnetic-field strength.

In most materials — such as solids and liquids — the Verdet constant is quite small,

resulting in little optical rotation. However, in low-density alkali vapour (such as rubidium,

potassium and caesium) the Verdet constant is many orders of magnitude greater than most

other materials. A comparison of Verdet constants for some common materials, as well as

rubidium vapour, is presented in Table 3.4.

3.5 The Macaluso-Corbino Effect

The Macaluso-Corbino effect — named after its discoverers Damiano Macaluso and Orso

Corbino — is the Faraday effect in the vicinity of resonance absorption lines. This effect is

readily derived through the Lorentz electron oscillator model, in which an electron is har-

monically bound to the nucleus. The atomic response is determined by solving the following

second-order ordinary differential equation:

me
d2r (t)

dt2 + meΓd
dr (t)

dt
+ ksr (t) = eE (t) , (3.58)

where me and e are the mass and charge of the electron respectively, Γd is the relaxation rate

of the excited state, ks = meω0
2 is the spring constant of the resonance, r (t) is the time-

dependent position of the electron, and E (t) is the applied electric field. In order to solve

this differential equation for the frequency response, Fourier transforms (cf. App. G) are

used. Computing the Fourier transform of both sides of Eq. (3.58), yields the following:

meF

{
d2r (t)

dt2

}
+ meΓdF

{
dr (t)

dt

}
+ ksF {r (t)} = eF {E (t)} . (3.59)
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Material Ve (rad T−1 m−1) Comments Reference(s)

Lithium fluoride 3 λ ≈ 500 nm [262]

Olive oil 3.35 λ = 659.2 nm [263]

Water 5 – 7 λ ≈ 500 nm [262,264]

Terbium-doped phosphate fibre 6.2 λ = 1053 nm [265]

Ethanol 7 λ ≈ 500 nm [264]

Methanol 7 λ ≈ 500 nm [264]

BK7 glass 9 λ ≈ 500 nm [264]

Fused quartz (SiO2) 9.62 λ = 404.7 nm [262]

Dense flint glass (SF-57) 21 λ = 633 nm [266]

Terbium gallium garnate 290 λ = 457.9 nm [267]

(Tb3Ga5O12)

Rubidium (Linear Faraday) 1.4× 103 Warm atoms [268]

Rubidium (Linear Faraday) 3.5× 106 Cold atoms, [269]

optically thick,

150◦ of rotation

Rubidium (Nonlinear Faraday) 105 – 1010 Near-vacuum [203,205,206]

density

Table 3.4: Verdet constants of various materials. Note that these values are only approxi-
mate, as in general they are dependent upon variables such as temperature, den-
sity and wavelength.

We know that the Fourier transform of our function r (t) is simply F {r (t)} = r (ω), but

what are the Fourier transforms of these time derivatives? In general, the Fourier transform

of a temporal derivative is given by

F

{
dn f (t)

dtn

}
= (iω)n F { f (t)} . (3.60)

By using the above Fourier transform identity, Eq. (3.59) simplifies to

r (ω) =
(e/me)

(ω02 −ω2) + iωΓd
E (ω)

=
α̃ (ω)

e
E (ω) ,

(3.61)

where α̃ (ω) is the complex polarisability. This now enables an expression for the polarisa-

tion response to be derived:

P (ω) = neer (ω)

= eα̃ (ω) E (ω) ,

where ne is the number density of electrons. Recall for a linear material, the polarisation can
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be written as P (ω) = ε0χ̃ (ω) E (ω), where χ̃ (ω) is the complex susceptibility and ε0 is the

vacuum permittivity. This allows us to write an expression for the complex susceptibility,

in terms of the complex polarisability:

χ̃ (ω) =
neα̃ (ω)

ε0

=

(
nee2

meε0

)
1

(ω02 −ω2) + iωΓd

≈
(

nee2

meε0

)
1

2ω0 (ω0 −ω) + iωΓd
,

where the approximation ω0
2 − ω2 = (ω0 + ω) (ω0 −ω) ≈ 2ω0 (ω0 −ω) has been made.

Further simplifications can be made by noticing that, near resonance, ω ≈ ω0. This enables

ω0 to be factored out of the expression for the complex susceptibility. By defining χ̃0 ≡
nee2/2meω0ε0 to be the complex-susceptibility amplitude, and by noting that (ω0 −ω) = ∆ω

is the detuning:

χ̃ (ω) ≈
(

nee2

2meω0ε0

)
1

(ω0 −ω) + i Γd
2

=
χ̃0

∆ω + i Γd
2

.

Now that an expression for the complex susceptibility has been derived, it enables the com-

plex refractive index to be obtained through the relation

η̃ (ω) =
√

1 + χ̃ (ω) ≈ 1 +
χ̃ (ω)

2
, (3.62)

where an approximation has been made by truncating
√

1 + χ̃ (ω) to its first-order Taylor

expansion22.

In the presence of a non-zero magnetic field, the resonances are shifted by ±ΩL, the

Larmor frequency:

22A Taylor series, or Taylor expansion, is a representation of a function f (x) as an infinite sum of terms which
are calculated from the values of the function’s derivatives at a single point a [270]:

f (x) =
∞

∑
n=0

f (n) (a)
n!

(x− a)n , (3.63)

where f (n) (a) denotes the nth derivative of f , with respect to x, evaluated at the point a. Using the above
definition, the Taylor series of

√
1 + χ̃ (ω) is given by

√
1 + χ̃ = 1 +

χ̃

2
− χ̃2

8
+

χ̃3

16
− 5χ̃4

128
+O

(
χ̃5
)

, (3.64)

which, to first order in χ̃, is simply: √
1 + χ̃ ≈ 1 +

χ̃

2
. (3.65)
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ΩL =
gFµB

h̄
B , (3.66)

where gF is the Landé g-factor, µB is the Bohr magneton and B = |B| is the magnetic-field

strength. The resonance frequency ω0 then shifts to

ω0 → ω0 ±ΩL . (3.67)

This shift in resonance frequencies removes the degeneracy of the complex refractive in-

dices, subsequently yielding two distinct refractive indices for each circular polarisation:

η̃± (ω) = 1 +
χ̃0

2
1

(∆ω∓ΩL) + i Γd
2

. (3.68)

Linearly polarised light can be thought of, and mathematically represented as, a super-

position of right- and left-circularly polarised components. These components are denoted

σ+ and σ−, respectively; and carry spin angular momentum of −h̄ and +h, respectively.

Given that the refractive indices, η̃± , are now different, the circularly polarised components

which constitute linearly polarised light will experience different refractive indices. The re-

sult of this is that one component of the light will propagate faster than the other, resulting in

a relative phase shift between the two components at the output of the medium. This phase

shift causes a rotation of the plane of polarisation of the linearly polarised light, which is

given mathematically by

φ =
ωl
2c

(Re {η̃+} − Re {η̃}) , (3.69)

where l is the length of active material, and c is the speed of light. By expressing Eq. (3.68)

in the form η̃± = α± + iβ± and taking the real part, the difference in refractive indices is

given by

Re {η̃+} − Re {η̃} =
χ̃0ΩL

(
∆ω2 − Γd

2

4 −ΩL
2
)

(
∆ω2 − Γd

2

4 −ΩL
2
)2

+ (∆ωΓd)
2

. (3.70)

This can then substituted into the equation for the polarisation rotation, which yields

φ =
χ̃0ωl

2c
ΩL

(
∆ω2 − Γd

2

4 −ΩL
2
)

(
∆ω2 − Γd

2

4 −ΩL
2
)2

+ (∆ωΓd)
2

. (3.71)

Equation (3.71) essentially has two free variables: the detuning, ∆ω, and the Larmor fre-

quency, ΩL, which is directly proportional to the magnetic-field strength. The dependence

of the polarisation rotation on these two variables is shown in Fig. 3.7. As seen in Fig. 3.7, the

dependence of the polarisation rotation on the magnetic-field strength exhibits a resonance

behaviour, in which there is a relatively large change in polarisation-rotation amplitude in

response to a relatively small change in magnetic-field strength. This hints towards the idea

that this effect may prove useful for sensitive magnetometry applications.
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Figure 3.7: Dependence of the polarisation-rotation amplitude — due to the Macaluso-
Corbino effect — on detuning (blue trace) and Larmor frequency (red trace), cal-
culated using Eq. (3.71). The trace on the left was calculated for 2ΩL = Γd = 1,
while the trace on the right was calculated for ∆ω = 0.

Although the derivation of Eq. (3.71) does not take into account Doppler broadening

(cf. Sec. 3.2.3), the predicted features are qualitatively the same as those seen in experi-

ments in which the atoms are undergoing thermal motion. The features observed in the

Macaluso-Corbino effect are a stark contrast to those observed in the traditional Faraday

effect in solids. In the traditional Faraday effect in solids, the amount of polarisation rota-

tion is weakly dependent upon the optical frequency. However, as shown in Fig. 3.7, the

Macaluso-Corbino effect exhibits a strong dependence on the optical detuning (i.e. the op-

tical frequency near the resonant frequency). Another major difference between the two ef-

fects is that, in the linear Faraday effect, the amount of optical rotation is linearly dependent

upon the magnetic-field strength. In the case of the Macaluso-Corbino effect however, there

is a strong resonant behaviour — described by the imaginary part of a complex Lorentzian

profile — in which only a small range around zero magnetic field yields a linear response23.

3.6 Nonlinear Magneto-Optical Rotation

The physical outcome of nonlinear magneto-optical rotation is essentially the same as both

that of the Macaluso-Corbino effect, and the traditional Faraday effect. That is, the plane

of polarisation of linearly polarised light is rotated due to circular birefringence. However,

there is one major difference. Nonlinear magneto-optical rotation, as the name suggests24,

23In experiments, this region of linear response is typically determined by the Doppler width [199,245,246],
which is O (500 MHz) at room temperature (cf. Fig. 3.3).

24By definition, a nonlinear optical process is one in which the optical properties of the medium are depen-
dent upon the intensity of the traversing light [203].
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2ΩL

mF = 0

mF = 0

∆mF  = 2

mF = 1

mF = -1

F = 0

F = 1

Figure 3.8: Illustration of the creation of ground-state coherence between Zeeman states
with |∆mF| = 2 using linearly polarised light propagating along the quantisa-
tion axis in the F = 1→ F′ = 0 hyperfine transition.

is a nonlinear process and is therefore strongly dependent upon both the intensity of the

traversing light and the magnetic-field strength.

There are a number of underlying physical processes which can give rise to nonlinear

magneto-optical rotation. Under certain circumstances, one of the major contributions to

the NMOR signal is due to the velocity-selective optical pumping that occurs when a nar-

rowband laser is tuned to a Doppler-broadened transition. This optical pumping gives

rise to ‘peaks’ and ‘holes’ in the velocity distribution due to the redistribution of atomic

population [199,203,237,271]. This population redistribution (known as the Bennett effect

[271]) changes the optical properties of the medium, thereby giving rise to polarisation rota-

tion [199,203,237]. Polarisation rotation induced in this way is known as Bennett-structure

NMOR [199,203,237]. Given that this effect relies on velocity-selective optical pumping, it is

more dominant in uncoated cells, or those which contain a buffer gas (due to the restricted

mean free path). However, in anti-relaxation-coated cells — such as the ones used in this

thesis — atoms can undergo many velocity-changing collisions without losing polarisation,

which tends to diminish NMOR signals arising from the Bennett effect [237].

Although there are multiple contributions to NMOR signals, the narrowest — and hence

most useful in the context of magnetometry — resonances are related to ground-state coher-

ence25 [272]. Optical pumping with linearly polarised light generates quantum coherence

between ground-state Zeeman sublevels which satisfy the condition |∆mF| = 2 (cf. Fig. 3.8).

When exposed to a weak longitudinal magnetic field, the energy levels of the Zeeman states

are shifted by the Larmor frequency. This energy splitting induces temporal evolution (i.e.

a quantum beat26) of the |∆mF| = 2 coherences at a frequency of 2ΩL
27, in accordance with

the time-dependent Schrödinger equation. Given that the optical-rotation observable is pro-

25Nonlinear magneto-optical resonances associated with ground-state coherence have demonstrated widths
(FWHM) as low as Γ/2π = 1 Hz [236], whereas the smallest achievable linewidth for Bennett-structure NMOR
is limited by the natural linewidth of the optical transition [203,237] — typically Γ/2π = 1–10 MHz [203,237].

26A quantum beat is the temporal evolution of a coherent superposition of nondegenerate energy eigenstates,
at a frequency determined by the energy splitting [254].

27This temporal evolution is also known as Larmor precession.



§3.7 Nonlinear Magneto-Optical Rotation with Modulated Light 51

ђ ђ

Figure 3.9: Left: Qualitative comparison between the complex-Lorentzian resonances ob-
tained via the Macaluso-Corbino effect (blue) and cw NMOR (red). In the case
of the Macaluso-Corbino effect, the peak polarisation rotation is observed when
B = h̄γg/gFµB. The slope of the cw NMOR resonance (red, dashed) is, in general,
greater than that of the Macaluso-Corbino effect (blue, dashed). Right: Qualita-
tive comparison between the complex-Lorentzian resonances obtained via the
Macaluso-Corbino effect (blue) and modulated NMOR (red). The Macaluso-
Corbino effect occurs only for a small range of fields around B ≈ 0, whereas
modulated NMOR resonances are observed when B = ±h̄Ωm/2gFµB.

portional to the sum of the ground-state coherences (cf. Sec. 4.8), the optical-rotation signal

oscillates sinusoidally at 2ΩL.

In the regime where the quantum-beat frequency is lower than the relaxation rate (i.e.

2ΩL/2π . T2
−1), each polarised particle will be unable to undergo an entire quantum-beat

cycle before relaxing. The quantum beats from various atoms will therefore be unable to

completely destructively interfere, leaving a finite residual steady-state polarisation. It is

this steady-state polarisation that yields anisotropy (circular birefringence) in the medium,

which subsequently gives rise to the rotation of polarisation of a weak, linearly polarised

probe beam — i.e. nonlinear magneto-optical rotation.

However; if the magnetic field is too strong (i.e. 2ΩL/2π & T2
−1), each particle under-

goes an entire quantum-beat cycle (or more) before relaxing, and hence continuous optical

pumping tends to ‘wash out’ the steady-state polarisation via destructive interference in this

regime. For this reason, cw NMOR can only be observed in a small range of magnetic-field

strength such that B . h̄γg/gFµB [150,199,236,245]. In order to extend the dynamic range of

NMOR, modulation techniques must be implemented.
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3.7 Nonlinear Magneto-Optical Rotation with Modulated Light

As eluded to in the previous section, if the magnetic-field strength is too large (i.e.

2ΩL/2π & T2
−1), the amplitude of the cw NMOR signal rapidly vanishes due to destruc-

tive interference. However; by modulating the pumping process — through either fre-

quency [150,204,235], amplitude [150,202,206,207] or polarisation [150] modulation — it is

possible to overcome this limitation. If the atoms are optically pumped approximately once

every oscillation cycle, i.e. Ωm ≈ 2ΩL, atoms which are pumped in one cycle will be in phase

with atoms which were pumped in previous cycles, and those that will be pumped in fu-

ture cycles. This yields a resonance condition, in which the polarisation is maximised when

Ωm = 2ΩL
28. This technique is known as ‘synchronous optical pumping’ [150] or ’optically

driven spin precession’ [150,273], and dramatically increases the dynamic range of this mea-

surement technique by removing the constraint that B . h̄γg/gFµB. A qualitative compari-

son between the complex-Lorentzian resonances obtained via the Macaluso-Corbino effect,

cw NMOR, and modulated NMOR, is presented in Fig. 3.9.

In principle the dynamic range when using modulated pumping should have no limit;

however, complications at high fields (such as the nonlinear Zeeman effect and alignment-

to-orientation conversion [274]) may provide practical upper limits.

In order to adequately model and describe NMOR, the density matrix formalism must

be utilised. The following chapter will introduce the density matrix formalism, and use it to

model NMOR signals.

28In fact, it is possible to observe resonances at any subharmonic of the quantum-beat frequency, i.e. Ωm =
2ΩL/n, where n is the harmonic order (cf. Sec. 6.1.1.3). In the context of magnetometry however, the magnetic-
field sensitivity is maximised when Ωm = 2ΩL, as opposed to any other harmonic order.
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Figure 3.10: Energy levels of the D1 and D2 transitions for the 87Rb (left) and 85Rb (right)
atoms, using data presented in Ref. [229]. For each F hyperfine state, the num-
ber of corresponding Zeeman states is labelled in red. The splitting in each
hyperfine manifold is drawn to scale.
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Chapter 4

The Theory of Light-Atom Interactions

This chapter introduces the mathematical framework used to model light-atom interactions;

beginning with a brief discussion of ‘Schrödinger quantum mechanics’, and then delving

into the density matrix formalism. The F = 1 → F′ = 0 transition will be considered for

simplicity1; however, more complicated transitions can be readily modelled by adapting the

content discussed in this chapter. Derivations given here closely follow those presented in

Ref. [242], though are repeated here in standard international units. Long derivations have

been excluded from this chapter in order to maintain readability, but can be found in full

detail in App. A.

4.1 The Schrödinger Formalism

Consider a quantum particle (or system of particles) whose quantum state at a position

r, and at a time t, can be described by a wavefunction ψ (r, t) ∈ C. The wavefunction

is a complex-valued probabiltiy amplitude, the squared modulus of which, |ψ (r, t)|2 =

ψ∗ (r, t)ψ (r, t) ∈ R, describes the probability density of a particle being measured at a given

position and at a given time. The temporal evolution of the quantum state is governed

by the time-dependent Schrödinger equation, and can be calculated from its wavefunction

via [221,222,224–226,242,275–282]

ih̄
∂

∂t
|ψ (r, t)〉 = H |ψ (r, t)〉 , (4.1)

where H is the Hamiltonian of the system, and h̄ is the reduced Planck constant. The

Hamiltonian is an operator which corresponds to the total energy of the system, and will

typically be separated into two (or more) independent components in most cases [242]:

H = H0 +HI , (4.2)

where H0 is the unperturbed Hamiltonian, and HI is the interaction Hamiltonian. The

unperturbed Hamiltonian, as its name suggests, describes the system without the presence of

external influences (e.g. the energy levels of an atom). The interaction Hamiltonian therefore

describes any external forces applied to the system (e.g. an electric or magnetic field).

In order to solve the time-dependent Schrödinger equation, one method is to assume that

solutions are ‘seperable’, i.e. that the temporal and spatial dependence of the wavefunction

1The F = 1→ F′ = 0 hyperfine transition is the simplest transition that will support |∆mF| = 2 ground-state
coherences, which give rise to nonlinear magneto-optical rotation.
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can be separated into two independent factors, in which case the wavefunction takes the

form [279]

ψ (r, t) = ∑
n

CnUn (r) e−iωnt , (4.3)

where Cn is the probability amplitude (normalised such that ∑n |Cn|2 = 1 [279]) for the

quantum state Un (r), which is a stationary solution (eigenfunction) of the time-independent

Schrödinger equation with an energy E [279]:

H |Un (r)〉 = E |Un (r)〉 . (4.4)

In most circumstances, each quantum particle must be described by its own individual

wavefunction. In principle it should be possible to keep track of and perform calculations

on each wavefunction in an atomic vapour; however, in practice this is immensely computa-

tionally expensive and is therefore unfeasible in the majority of cases.

4.2 The Density Matrix Formalism

As briefly discussed in the previous section, keeping track of and performing calculations

on each individual atomic wavefunction in a warm vapour is immensely computationally

expensive. It is therefore incredibly useful to describe the system not by wavefunctions, but

rather by a ‘density matrix’ which describes the statistical state of the quantum system.

If a fraction Pj of N atoms is in state ψj at time t, then the mixed-state density matrix for

the entire ensemble is given by [225,275,276]

ρ =
N

∑
j=1

Pj
∣∣ψj
〉 〈

ψj
∣∣ . (4.5)

Consider the F = 1 → F′ = 0 transition. This specific transition consists of three Zeeman

sublevels in the F = 1 ground state, and one Zeeman sublevel in the F′ = 0 excited state.

The density matrix describing this atomic transition is therefore given explicitly by

ρ =


ρ1,1 ρ1,0 ρ1,−1 ρ1,0′

ρ0,1 ρ0,0 ρ0,−1 ρ0,0′

ρ−1,1 ρ−1,0 ρ−1,−1 ρ−1,0′

ρ0′,1 ρ0′,0 ρ0′,−1 ρ0′,0′

 . (4.6)

The elements on the diagonal of the density matrix correspond to the populations of their

respective quantum states, while the off-diagonal elements correspond to ‘coherences’. Note

that the coherences are related to each other symmetrically via ρi,j = ρ∗j,i, while the popula-

tions are constrained by the normalisation condition tr (ρ) = 1 [225].
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4.3 The Liouville Equation

The temporal evolution of the density matrix is calculated using the equation of motion of

the system, which is given elegantly by the commutation of the Hamiltonian and the density

matrix (cf. App. A.1) [225]:

dρ

dt
= − i

h̄
[H , ρ] . (4.7)

Equation (4.7) is known as the Liouville equation, and is the density-matrix analogue of the

time-dependent Schrödinger equation which governs the temporal evolution of wavefunc-

tions [279]. As it stands, the Hamiltonian does not incorporate any relaxation or repopula-

tion processes and hence neither does the Liouville equation. If relaxation processes are to

be modelled they must be incorporated phenomenologically via additional terms appended

to the Liouville equation. These phenomenological terms can be separated into two distinct

categories: relaxation terms which account for the decay of atomic populations and coher-

ences, and repopulation terms which describe the transfer of populations and coherences

into other states.

Relaxation processes are incorporated into the Liouville equation through the ap-

pendage of a diagonal relaxation matrix, Γ̂, whose elements are given by 〈ρn| Γ̂ |ρm〉 = Γdδnm

[242,276,283]. This matrix implicitly assumes that the relaxation processes are exponential

in time2, with a relaxation rate given by Γd. Typical examples of relaxation processes are

spontaneous decay from an excited state to a ground state, and transit relaxation due to

atoms leaving the experimental volume (cf. App. L.5). As the populations and coherences

decay, an additional term must be appended to the Liouville equation to ensure proper nor-

malisation of the density matrix. This term, a diagonal matrix denoted by Λ, describes the

repopulation of states. Similar to the case of the relaxation processes, typical repopulation

processes are transit repopulation (from atoms entering the experimental volume), and re-

population of the ground states due to spontaneous decay from the excited states. After

appending these two phenomenological terms to Eq. (4.7), the modified Liouville equation

is obtained [242,283]:

dρ

dt
= − i

h̄
[H , ρ]− 1

2
{

Γ̂, ρ
}
+ Λ , (4.8)

where
{

Γ̂, ρ
}

= Γ̂ρ + ρΓ̂ denotes the anti-commutation of the relaxation matrix with the

density matrix.

4.4 The Hamiltonian

The total Hamiltonian, H , as mentioned in Sec. 4.1, consists of two separate terms: an un-

perturbed atomic Hamiltonian, H0, and an interaction Hamiltonian, HI. The atomic Hamil-

2In the case of transit relaxation, this turns out to be a good approximation. However, there is some dis-
crepancy between the assumed exponential decay, and that calculated using a Monte Carlo simulation. Refer to
App. L.5 for further details.
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tonian is used to describe the atomic energy levels, whereas the interaction Hamiltonian is

used to describe the atomic interaction with fields and can be further separated into two (or

more) components:

HI = HE +HB , (4.9)

where HE is the electric-field Hamiltonian (usually an optical field), and HB is the magnetic-

field Hamiltonian.

4.4.1 The Unperturbed Hamiltonian

The role of the unperturbed Hamiltonian is to specify the relative energies of the Zeeman

sublevels for both the ground and excited states. By defining the energy of the lower state

to be zero, and the transition frequency of the excited state to be ω0, the unperturbed atomic

Hamiltonian for the F = 1→ F′ = 0 transition is given by

H0 =


0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 h̄ω0

 , (4.10)

where h̄ is the reduced Planck constant.

4.4.2 The Electric-Field Hamiltonian

The electric-field Hamiltonian is simply the potential energy of an electric dipole in an elec-

tric field, which is given explicitly by HE = −d · E , where d is the dipole operator and E
is the electric-field vector. Even in the case of no applied external electric field, HE is still

included in the interaction Hamiltonian as it is also used to describe the interaction with an

optical field.

In the case of a linearly polarised optical field along the x-axis, the electric field vector E
can be written as

E = E0 cos (ωt) x̂ , (4.11)

where E0 is the electric-field amplitude, ω is the optical (angular) frequency, and x̂ is the

unit vector along the x-axis. Evaluating the electric-field Hamiltonian for the electric-field

vector defined in Eq. (4.11) yields

HE = −d · E (4.12)

= −E0 cos (ωt) dx (4.13)

= − 1√
2
E0 cos (ωt) (d−1 − d1) , (4.14)
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where d−1 and d1 are the two spherical-basis components of the dipole operator (cf. App.

A.2). The matrix elements for the two spherical-basis components of the dipole operator,

d−1 and d1, can be written using the Wigner-Eckart theorem (cf. App. A.3) — specifically

Eqs. (A.10) and (A.11). Upon invoking the Wigner-Eckart theorem, the two spherical-basis

components of the dipole operator for the F = 1 → F′ = 0 transition are given explicitly in

matrix form by

d−1 = 〈ξ1‖d‖ξ ′0′〉


0 0 0 0

0 0 0 0

0 0 0 1

−1 0 0 0

 , (4.15)

d1 = 〈ξ1‖d‖ξ ′0′〉


0 0 0 1

0 0 0 0

0 0 0 0

0 0 −1 0

 , (4.16)

where 〈ξ1‖d‖ξ ′0′〉 is the reduced dipole matrix element for the F = 1 → F′ = 0 transition,

which is an experimentally measured quantity. Substituting Eqs. (4.15) and (4.16) into Eq.

(4.14) yields the matrix representation of the electric-field Hamiltonian:

HE =
h̄ΩR cos (ωt)√

2


0 0 0 1

0 0 0 0

0 0 0 −1

1 0 −1 0

 , (4.17)

where ΩR = 〈ξ1‖d‖ξ ′0′〉E0/h̄ is the Rabi frequency for the F = 1→ F′ = 0 transition.

4.4.3 The Magnetic-Field Hamiltonian

The magnetic-field Hamiltonian, in analogy with the electric-field Hamiltonian described

in Sec. 4.4.2, is simply the potential energy of a magnetic dipole in a magnetic field. The

magnetic potential energy is given explicitly by HB = µ · B, where µ is the magnetic dipole

moment, and B is the magnetic field. Assuming that the magnetic field is weak (such that

there is negligible contribution from the nonlinear Zeeman effect — cf. Sec. 3.3), and is

directed along ẑ (the designated quantisation axis), the magnetic-field Hamiltonian is given

by

HB = µ · B (4.18)

= mFgFµBF · B (4.19)

= mF h̄ΩLFz , (4.20)
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where ΩL = gFµBB/h̄ is the Larmor frequency, mF is the magnetic quantum number, gF is

the Landé g-factor, and µB is the Bohr magneton. This can then be written in matrix form

for the F = 1→ F′ = 0 transition via

HB = h̄ΩL


1 0 0 0

0 0 0 0

0 0 −1 0

0 0 0 0

 . (4.21)

As the magnetic-field Hamiltonian is a diagonal matrix, its effect is to shift the energy lev-

els by the Larmor frequency. At low magnetic-field strength, this shift is linear (the linear

Zeeman effect); however, at high magnetic-field strength, the shift becomes quadratic (the

nonlinear Zeeman effect). The Zeeman effect is discussed in further detail in Sec. 3.3.

4.4.4 The Total Hamiltonian

Now that all three Hamiltonian contributions have been calculated — the unperturbed

Hamiltonian, the electric-field Hamiltonian, and the magnetic-field Hamiltonian — it is pos-

sible to calculate the total Hamiltonian. By summing the components in their respective

matrix forms, the total Hamiltonian is given by

H =


h̄ΩL 0 0 h̄ΩR√

2
cos (ωt)

0 0 0 0

0 0 −h̄ΩL − h̄ΩR√
2

cos (ωt)
h̄ΩR√

2
cos (ωt) 0 − h̄ΩR√

2
cos (ωt) h̄ω0

 . (4.22)

4.5 The Rotating-Wave Approximation

By inspecting the Hamiltonian given by Eq. (4.22), it is clear that there is temporal depen-

dence at the optical frequency in the off-diagonal elements. This oscillation is vital in order

to observe the resonant behaviour of the system; however, solving the Liouville equation

for this Hamiltonian would require incredibly high temporal resolution, which would come

at the cost of great computational expense. In order to conserve the resonant behaviour

of the system, while removing the rapid oscillatory terms from the calculations, a unitary

transform H → H̃ is performed which transforms the Hamiltonian to the reference frame

of the light. The rotating-wave approximation, discussed in detail in App. A.4, yields the

following static rotating-wave Hamiltonian:

H̃ =


h̄ΩL 0 0 h̄ΩR

2
√

2

0 0 0 0

0 0 −h̄ΩL − h̄ΩR
2
√

2
h̄ΩR
2
√

2
0 − h̄ΩR

2
√

2
−h̄∆ω

 , (4.23)
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where ∆ω = ω0 −ω is the optical detuning. The resultant Hamiltonian under the rotating-

wave approximation is both simpler and easier (in terms of computational complexity) to

solve. Once solved, the density-matrix elements in the laboratory frame, ρi,j, can be calcu-

lated from the rotating-frame density-matrix elements, ρ̃i,j, via ρ = Utρ̃Ut
†, where Ut is the

unitary transform matrix given by Eq. (A.12). Explicitly, this is given by

ρ =


ρ̃1,1 ρ̃1,0 ρ̃1,−1 eiωtρ̃1,0′

ρ̃0,1 ρ̃0,0 ρ̃0,−1 eiωtρ̃0,0′

ρ̃−1,1 ρ̃−1,0 ρ̃−1,−1 eiωtρ̃−1,0′

e−iωtρ̃0′,1 e−iωtρ̃0′,0 e−iωtρ̃0′,−1 ρ̃0′,0′

 . (4.24)

4.6 Relaxation and Repopulation

As discussed in Sect. 4.4, relaxation and repopulation processes must be added phenomeno-

logically to the density matrix via the modified Liouville equation. Relaxation processes are

incorporated via the relaxation matrix, Γ̂, while repopulation processes incorporated via the

repopulation matrix, Λ.

4.6.1 The Relaxation Matrix

Under typical experimental conditions, there are two main ways in which the atomic pop-

ulation can relax: via transit relaxation due to atoms leaving the beam, and spontaneous

decay of population from the excited state back down to the ground state. These two pro-

cesses are characterised by the decay rates γt and Γd, respectively. The relaxation matrix is

therefore given by

Γ̂ =


γt 0 0 0

0 γt 0 0

0 0 γt 0

0 0 0 γt + Γd

 . (4.25)

4.6.2 The Repopulation Matrix

Just as the atoms in each state are exiting the beam at a rate of γt (i.e. transit relaxation),

there are also new atoms entering the beam via the same mechanism (i.e. transit repopula-
tion). These ‘new’ atoms are assumed to be unpolarised (i.e. no coherence between states),

and equally distributed amongst the Zeeman sublevels of the hyperfine ground state. This

implies that the matrix describing transit repopulation is diagonal, with each ground state

increasing in population at a rate of γt/3:

d
dt


ρ1,1 ρ1,0 ρ1,−1 ρ1,0′

ρ0,1 ρ0,0 ρ0,−1 ρ0,0′

ρ−1,1 ρ−1,0 ρ−1,−1 ρ−1,0′

ρ0′,1 ρ0′,0 ρ0′,−1 ρ0′,0′

 =
1
3


γt 0 0 0

0 γt 0 0

0 0 γt 0

0 0 0 0

 . (4.26)
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In addition to transit repopulation, there is also repopulation of ground states and coher-

ences due to spontaneous emission from the excited states. The rate of change of the ground-

state density-matrix elements due to spontaneous emission is a random process, which

is caused by fluctuations of the vacuum field [275]. Using results derived from quantum

electrodynamics, spontaneous emission can be represented by a spontaneous-emission op-

erator Fsr
mn [283]. A detailed derivation, and subsequent calculation of, the spontaneous-

emission operator is discussed in App. A.5, yielding the following ground-state density-

matrix derivatives for the F = 1→ F′ = 0 hyperfine transition:

d
dt


ρ1,1 ρ1,0 ρ1,−1

ρ0,1 ρ0,0 ρ0,−1

ρ−1,1 ρ−1,0 ρ−1,−1

 = Γdρ0′,0′


1
3 0 0

0 1
3 0

0 0 1
3

 . (4.27)

Combining Eqs. (4.26) and (4.27) now yields a total repopulation matrix Λ for the F = 1 →
F′ = 0 transition:

Λ = (γt + Γdρ0′,0′)


1
3 0 0 0

0 1
3 0 0

0 0 1
3 0

0 0 0 0

 . (4.28)

This is now all that is needed in order to solve the Liouville equation for a given set of

parameters.

4.7 Optical Pumping

Perhaps the simplest density-matrix calculation that can be performed, is the redistribution

of atomic population amongst the Zeeman sublevels (both the ground and excited states)

due to optical pumping by the incident light. The population of the Zeeman states can be

calculated by solving the modified Liouville equation — given by Eq. (4.8) — for either the

steady-state or time-dependent solution.

Presented in Fig. 4.1 are the steady-state and time-dependent ground-state atomic popu-

lations, upon being optically pumped with light that is linearly polarised along x̂ and prop-

agating parallel to the magnetic field along ẑ. The parameters used in this calculation are

Γd = 2π × 1, γt = 2π × 0.05, ΩL = 2π × 0.05, and ΩR = 2π × 0.5; with the initial condition

that ρi,i = 1/3 for all ground-state Zeeman sublevels, and ρi,j = 0 for all i, j (i.e. the atomic

vapour is unpolarised and in thermal equilibrium). In the case of the steady-state solution,

the detuning is varied; however, for the time-dependent solution, the detuning is fixed at

∆ω = 0.

It can be seen by inspection of the steady-state population distribution presented in

Fig. 4.1 that, when pumping on resonance, most of the population ends up in the |mF = 0〉
ground state. This is a result of the incident linearly polarised light coupling the |mF = ±1〉
ground states to the |m′F = 0〉 excited state (cf. Fig. 3.8), and effectively pumping the popu-
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Figure 4.1: Populations of the F = 1 ground-state Zeeman sublevels in the absence of
Doppler broadening, calculated using the modified Liouville equation given by
Eq. (4.8), for the rotating-wave Hamiltonian given by Eq. (4.23). The |mF = 0〉
state is shown in blue, while the |mF = −1〉 and |mF = 1〉 states are shown in
red and purple, respectively. Left: Zeeman-state populations as a function of
normalised time for ∆ω = 0. Right: Steady-state population distribution as a
function of normalised optical detuning. The parameters used in both calcula-
tions are discussed in Sec. 4.7.

lation out of these states and into the |mF = 0〉 state which is not coupled by light.

Optically pumping an initially unpolarised atomic ensemble with linearly polarised light

leads to the generation of atomic alignment (a rank-2 polarisation moment) along the axis

of polarisation [242,283] (cf. App. M.3.2). This is readily seen by visualising the density

matrix using angular momentum probability surfaces [242,283,284] (cf. App. M.3). Figure

4.2 shows the temporal evolution of the angular momentum distribution corresponding to

the F = 1 ground-state density matrix presented in Fig. 4.1. Evident in Fig. 4.2 is a tran-

sition from an initially unpolarised atomic ensemble at t/γt
−1 = 0 — characterised by a

spherically symmetric angular momentum distribution — to a state which is aligned along

a preferred axis. This atomic alignment is the result of |∆mF| = 2 coherences in the density

matrix [242,245,257,283,285,286] (cf. Sec. M.3.3) and, as will be shown in future sections,

gives rise to modulation of light-field parameters.

4.8 Observables

As the incident light traverses the atomic vapour, not only is there a redistribution of pop-

ulation between the ground-state Zeeman sublevels (i.e. optical pumping) and generation

of ground-state coherence(s), but the light-field parameters in turn are affected. This can be

considered as a three-stage process [245]. The first stage involves the incident light mod-
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Time
(t/γt

-1)
0 1/6 2/6 3/6 4/6 5/6 1

âx

ây

âz

Figure 4.2: Angular momentum probability surfaces of an initially unpolarised F = 1
ground state (at t/γt

−1 = 0), that is optically pumped into an aligned state via
light which is linearly polarised along x̂ and propagating along ẑ. These surfaces
correspond to the data presented in Fig. 4.1, and were calculated via Eq. (M.7)
using the solution to Eq. (4.8) for the parameters discussed in Sec. 4.7. Note that
the atomic alignment axis is slightly rotated from x̂ in the xy-plane due to the
presence of a non-zero magnetic field (i.e. ΩL 6= 0) directed along ẑ.

ifying the optical properties of the atomic ensemble. During the second stage, the optical

properties of the medium undergo temporal evolution as a result of interaction with exter-

nal electric and magnetic fields. Finally, the altered (and evolving) optical properties of the

medium give rise to changes of the incident light itself. In reality all three of these stages

will be occurring simultaneously, giving rise to interesting nonlinear phenomena [245].

The light-field parameters that can be affected by the atomic vapour include the electric-

field amplitude E0, optical phase ϕ, optical rotation φ, and optical ellipticity ε. The changes

in these light-field parameters are derived using Maxwell’s equations, yielding the general

result (cf. App. A.6):

1
E0

dE0

dl
=

k
2E0ε0

[sin φ (cos εP4 − sin εP1) + cos φ (cos εP2 + sin εP3)] , (4.29)

dφ

dl
=

k
2E0ε0

sec 2ε [cos φ (sin εP1 + cos εP4)− sin φ (cos εP2 − sin εP3)] , (4.30)

dε

dl
= − k

2E0ε0
[sin φ (cos εP1 + sin εP4) + cos φ (sin εP2 − cos εP3)] , (4.31)

dϕ

dl
=

k
2E0ε0

sec 2ε [cos φ (cos εP1 + sin εP4) + sin φ (cos εP3 − sin εP2)] , (4.32)

where l is the path length of the light through the atomic vapour, k is the wavevector mag-

nitude, ε0 is the vacuum permittivity, P1 and P3 are the in-phase components of the polari-

sation of the medium, and P2 and P4 are the out-of-phase (quadrature) components.

Equations (4.29) to (4.32) enable the light-field parameters to be evaluated in terms of

polarisation components of the medium. These polarisation components are calculated from

the density-matrix elements by evaluating the expectation value of the dipole operator (cf.

App. A.6):

P = nv〈d〉 , (4.33)

where nv is the number density of the atomic vapour. Upon calculating the polarisation
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components, and relating them back to the form of the incident electric field, it is possible to

calculate the light-field parameters in terms of density-matrix elements. For incident light

which is linearly polarised along x̂ and propagating along ẑ, the differential equations for

the light-field parameters for the F = 1 → F′ = 0 hyperfine transition simplify to (cf. App.

A.6)

1
E0

dE0

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Im (ρ̃−1,0′ − ρ̃1,0′) , (4.34)

dφ

dz
= −

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Re (ρ̃−1,0′ + ρ̃1,0′) , (4.35)

dε

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Im (ρ̃−1,0′ + ρ̃1,0′) , (4.36)

dϕ

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Re (ρ̃−1,0′ − ρ̃1,0′) , (4.37)

where λ is the wavelength of the incident light.

4.9 Calculated Observables

Although Eqs. (4.34) to (4.37) can in principle be used to quantitatively model the effect of an

optically polarised atomic vapour on the light-field parameters, this is quite often an ardu-

ous undertaking. For this reason, it can be beneficial to simply consider qualitative results.

This can be achieved by normalising Eqs. (4.34) to (4.37) by the resonant absorption length

l0 = (nvσA0)
−1, where σA0 is the photon-absorption cross-section on resonance. Assuming

that the resonance is homogeneously broadened (i.e. Γ = Γnat), the on-resonance photon-

absorption cross-section is given by [165,221,224,243]

σA0 =
λ2

2π

2J′ + 1
2J + 1

. (4.38)

Upon multiplying Eqs. (4.34) to (4.37) by l0, the following normalised observable equations

are obtained:

l0
E0

dE0

dz
=

(
3

2
√

2
Γd

ΩR

)
Im (ρ̃−1,0′ − ρ̃1,0′) , (4.39)

l0
dφ

dz
= −

(
3

2
√

2
Γd

ΩR

)
Re (ρ̃−1,0′ + ρ̃1,0′) , (4.40)

l0
dε

dz
=

(
3

2
√

2
Γd

ΩR

)
Im (ρ̃−1,0′ + ρ̃1,0′) , (4.41)

l0
dϕ

dz
=

(
3

2
√

2
Γd

ΩR

)
Re (ρ̃−1,0′ − ρ̃1,0′) . (4.42)
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Figure 4.3: Detuning dependence of the observables of the modified Liouville equation (Eq.
4.8), calculated using Eqs. (4.39) to (4.42), in response to the Hamiltonian given
by Eq. (4.23). Parameters used in these calculations are discussed in Sec. 4.9.1.

4.9.1 Detuning

For a fixed spontaneous-decay rate Γd and Rabi frequency ΩR, the observables are depen-

dent upon two variables: the detuning ∆ω and the Larmor frequency ΩL. In order to in-

vestigate the detuning dependence of the observables, the modified Liouville equation (Eq.

4.8) was solved for the steady-state solution, using the Hamiltonian given by Eq. (4.23). The

normalised observable equations, given by Eqs. (4.39) to (4.42), are plotted in Fig. 4.3 using

the following parameters: Γd = 2π× 1, γt = 2π× 0.01, and ΩL = 2π× 0.2. The observables

presented in Fig. 4.3 are in the linear regime — i.e. when the saturation parameter κ2 → 0

— calculated by taking the limit as ΩR → 0.

The detuning dependence of the optical rotation presented in Fig. 4.3 shows excellent

qualitative agreement with that expected from the Macaluso-Corbino effect (cf. Fig. 3.7).

4.9.2 Larmor Frequency

In a similar fashion to the investigation of the detuning dependence in Sec. 4.9.1, the Larmor-

frequency dependence of the observables can also be explored. Plotted in Fig. 4.4 are the

normalised observable equations, Eqs. (4.39) to (4.42), calculated in the same way as per

Sec. 4.9.1. There are two different regimes of interest here: the linear regime (κ2 → 0), and

the nonlinear regime (κ2 & 1). The Larmor-frequency depdendent observables for these

two regimes are presented in Fig. 4.4, with the dashed lines corresponding to the linear

regime, and the solid lines corresponding to the nonlinear regime with κ2 = 5. The explicit

parameters used in these density-matrix calculations are: Γd = 2π × 1, γt = 2π × 0.01, and

∆ω = 2π× 0.2 for the linear regime; and Γd = 2π× 1, γt = 2π× 0.05, and ∆ω = 2π× 0.5 for
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Figure 4.4: Larmor-frequency dependence of the observables of the modified Liouville
equation (Eq. 4.8) in the linear (κ2 → 0, dashed) and nonlinear (κ2 = 5, solid)
regimes, calculated using Eqs. (4.39) to (4.42), in response to the Hamiltonian
given by Eq. (4.23). Parameters used in these calculations are discussed in Sec.
4.9.2.

the nonlinear regime. As with the detuning dependence of the optical rotation discussed in

Sec. 4.9.1, the Larmor-frequency dependence in the linear regime (κ2 → 0) presented in Fig.

4.4 shows excellent qualitative agreement with that expected from the Macaluso-Corbino

effect (cf. Fig. 3.7).

4.9.3 Doppler-Broadened Observables

Most magnetometers exploiting NMOR will use a room-temperature vapour — though

cold-atom magnetometers, operating at cryogenic temperatures, do exist [205,269,287]. As

described in Sec. 3.2.3, the optical transitions of a room-temperature vapour are significantly
Doppler broadened due to thermal motion of the atoms. In order to reproduce the detuning-

dependent observables O (∆ω) in a room-temperature experiment, they must therefore be

convolved with a Doppler profile (cf. Sec. 3.2.3):

ODB (∆ω) =

� ∞

−∞
O (∆ω− ∆ωv) G (∆ωv)d∆ωv , (4.43)

where G (∆ωv) is the normalised Doppler profile given by Eq. (3.37). Upon convolving

the observables calculated in Sec. 4.9.1 — specifically those presented in Fig. 4.3 — with a

Doppler profile of width ΓD, and subsequently normalising into sensible (albeit arbitrary)

units, the Doppler-broadened observables presented in Fig. 4.5 are obtained. It can be seen

by comparison of Fig. 4.5 with Fig. 4.3 that the observables are qualitatively the same, though

they now have a width which is dominated by ΓD rather than Γd or γt.
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Figure 4.5: Detuning dependence of the normalised Doppler-broadened observables of the
modified Liouville equation (Eq. 4.8), calculated using Eqs. (4.39) to (4.42) and
subsequently convolved using Eq. (4.43), in response to the Hamiltonian given
by Eq. (4.23). Parameters used in these calculations are discussed in Sec. 4.9.3.

4.10 Amplitude Modulation

In order to improve the dynamic range of magnetometry measurements using NMOR, it is

conventional to employ modulation techniques: either amplitude, frequency, or polarisation

modulation. In doing so, a resonance is created when Ωm = 2ΩL, as described in Sec.

3.7. The most common modulation technique is amplitude modulation, in which the pump

beam is switched on and off — typically with a square wave — with a 100% modulation

depth. Mathematically, amplitude modulation can be modelled by incorporating a time

dependence into the Rabi frequency: ΩR → ΩR (t). The simplest form of periodic amplitude

modulation is sinusoidal3, which is described by

ΩR (t) =
[

1
2
+

cos (Ωmt)
2

]
ΩR , (4.45)

where ΩR denotes the peak Rabi frequency (i.e. the unmodulated value). In order to im-

3In most amplitude-modulated NMOR experiments, the pump beam is modulated with a low-duty-cycle
square wave, rather than a sine wave. In order to model an arbitrary square-wave amplitude modulation, one
could use a Fourier-series expansion for the time-dependent Rabi frequency:

ΩR (t) = ΩR

{
(−D) + 2D

∞

∑
n=1

sinc (nπD) cos
(

2πn
[

Ωmt
2π
− D

2

])}
, (4.44)

where the linear modulation frequency is Ωm/2π and the duty cycle is D ∈ (0, 1). However; the summation in
Eq. (4.44) must be evaluated for a large number of terms in order to converge to a square wave, which would
become exceptionally computationally expensive when solving the Liouville equation. Furthermore, numerical
instabilities may become an issue due to discontinuities introduced by the square-wave modulation. For these
reasons, one might consider exploiting the fact that the system parameters are piecewise constant, and solve for
periodic conditions instead (see Ref. [283] for further discussion).



§4.11 Signal Demodulation 69

plement the time-dependent Rabi frequency, the Hamiltonian after performing the rotating-

wave approximation (i.e. Eq. 4.23) must be updated by replacing ΩR → ΩR (t). After mak-

ing this change for a sinusoidal amplitude modulation using Eq. (4.45), the new rotating-

wave Hamiltonian is given by

H̃ =


h̄ΩL 0 0 h̄ΩR

2
√

2

[
1
2 +

cos(Ωmt)
2

]
0 0 0 0

0 0 −h̄ΩL − h̄ΩR
2
√

2

[
1
2 +

cos(Ωmt)
2

]
h̄ΩR
2
√

2

[
1
2 +

cos(Ωmt)
2

]
0 − h̄ΩR

2
√

2

[
1
2 +

cos(Ωmt)
2

]
−h̄∆ω

 . (4.46)

Through modulation of the incident light, the observables in turn, become modulated.

This is a direct result of the time-dependent Rabi frequency, giving rise to oscillatory time de-

pendence of the observables. This gives rise to a situation in which the observables (typically

the optical rotation) can be readily measured using frequency-demodulation techniques (cf.

Sec. 6.1.2 and App. K). The expected observables after demodulation with a lock-in ampli-

fier are calculated and discussed in Sec. 4.11.

4.11 Signal Demodulation

As will be discussed further in Sec. 6.1.2, most sensitive magnetometers perform measure-

ments in the frequency domain by demodulating the optical-rotation signal at the modula-

tion frequency Ωm using a lock-in amplifier. In order to reproduce the two output channels

of a lock-in amplifier, X and Y, one must multiply the observable O (t) — in this case the

optical rotation φ (t) — by either cos (Ωmt + ϕ) or sin (Ωmt + ϕ) respectively, and integrate

over a modulation period Tm:

X =
1

Tm

� t+Tm

t
φ (t) cos (Ωmt + ϕ)dt , (4.47)

Y =
1

Tm

� t+Tm

t
φ (t) sin (Ωmt + ϕ)dt . (4.48)

In order to calculate the expected demodulated lock-in amplifier observable — the op-

tical rotation — it was necessary to solve the modified Liouville equation for the Hamil-

tonian given by Eq. (4.46). However, given the sinusoidal time dependence of the Rabi

frequency, it is not possible to solve for the steady-state solution directly. Therefore, the

time-dependent behaviour must be numerically calculated instead. Upon demodulation of

the time-dependent optical rotation using Eqs. (4.47) and (4.48), a steady-state value is ob-

tained for both X and Y. By plotting the steady-state X and Y values as a function of Ωm, it

is possible to reproduce — at least qualitatively — the lock-in amplifier resonances observed

in experiment.
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Figure 4.6: Example of the expected X and Y output channels of a lock-in amplifier when
measuring the optical-rotation signal, obtained by applying Eqs. (4.47) and (4.48)
to the normalised optical-rotation observable (Eq. 4.40) of the modified Liouville
equation (Eq. 4.8) in response to the amplitude-modulated Hamiltonian given by
Eq. (4.46). Numerical data is shown in grey markers, while complex-Lorentzian
fits — given by Eq. (6.2) — are shown in blue (in-phase), red (quadrature), and
purple (magnitude). Parameters used in these calculations are discussed in Sec.
4.11. The residuals of the fit to the resonance magnitude (purple markers) shows
residual structure, indicating that the complex-Lorentzian function is only an
approximation to the true theoretical lineshape.

Calculated lock-in amplifier resonances are presented in Fig. 4.6, using the following

parameters: Γd = 500, γt = 0.01, ∆ω = 500, ΩL = 1, and ΩR = 2. This combination of

parameters corresponds to a saturation parameter of κ2 = 0.8, which is just within the linear

regime. The observed resonances are well approximated by a complex-Lorentzian profile —

defined by Eq. (6.2) — as evidenced by the fit residuals in Fig. 4.6.

As will be shown in the following chapters, the theoretically predicted resonance signals

derived using the density-matrix formalism (Fig. 4.6) show superb agreement with experi-

mental measurements (Fig. 6.4). The density-matrix formalism therefore provides an excel-

lent mathematical framework for modelling light-atom interactions and, more specifically,

nonlinear magneto-optical effects.
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Chapter 5

Experimental Setup

The objective of an optical magnetometer, as its name suggests, is to perform magnetometry

using optical techniques. One based on nonlinear magneto-optical rotation — the technique

utilised throughout this thesis — accomplishes this by measuring the Larmor frequency of

an ensemble of alkali atoms via the nonlinear Faraday effect. Knowledge of this frequency

then enables magnetometry to be performed via a direct relation between the local magnetic-

field strength and the Larmor frequency through the Zeeman effect (cf. Sec. 3.3).

The experimental setup of an NMOR magnetometer is conceptually rather simple, and

is essentially comprised of five major components: a laser source, vapour cell, magnetic

shields, magnetic coils, and a balanced polarimeter. The role of the laser source is to pro-

vide the light which interrogates the atoms within the vapour cell. These atoms act as the

sensor, and enable the local magnetic-field strength to be determined based on their inter-

action with the field, and subsequently their effect on the properties of the light. Given the

extreme sensitivity of the atoms to the field, magnetic shields are often used to provide a

quiet magnetic environment in which to perform the measurements, while magnetic coils

situated within the shields produce a homogeneous and stable sensing field. Finally, the light

properties — specifically, the polarisation state — are measured at the output of the vapour

using a balanced polarimeter.

This chapter serves as an in-depth overview of the experimental apparatus, explains

why particular components/parameters were chosen, and discusses the present perfor-

mance limitations. Where possible, improvements have been suggested that would yield

superior magnetic sensitivity.

5.1 Laser Source

The laser source used in all variations of the experiment is a cateye external-cavity diode

laser (ECDL), which has a tunable wavelength centred around λ ≈ 795 nm. As the name

would suggest, the ECDL utilises a cateye reflector rather than a typical diffraction grating

(as is the case in the traditional Littrow or Littman-Metcalf configurations). In the cateye

configuration, the external cavity is formed between the rear reflecting surface of the semi-

conductor diode and the cateye reflector in front of the diode. An ultranarrow bandpass

filter inside the cavity enables a single cavity mode to be selected, as the filter transmission

wavelength is a function of tilt angle. Due to the inherent self-aligning nature of the cateye

configuration, this laser has the intrinsic benefit of a high degree of mechanical/acoustic im-

munity. In order to further maximise suppression of environmental fluctuations, the laser

chassis is machined from a solid aluminium block, and the cavity is hermetically sealed.
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Coarse wavelength adjustment is performed by rotating the angle of the bandpass filter,

whereas fine adjustments are performed by adjusting the cavity length via a piezoelectric

transducer (PZT). The cavity length variation is on the order of 10 nm/V, which produces a

frequency shift of 70 MHz/V, with a range of 10 GHz for a 150 V drive voltage. Frequency

modulation of the laser can be achieved by driving the PZT with a periodic (or otherwise)

voltage, with a mechanical-resonance-limited bandwidth of around 25 kHz.

The laser frequency is also dependent upon the injection current and diode tempera-

ture, with sensitivities of around 3 MHz/µA and 30 GHz/K respectively. This necessitates

temperature control of the laser cavity, as well as the injection current of the semiconduc-

tor diode in order to achieve sub-MHz linewidths. A stable cavity temperature is achieved

through the use of a Peltier thermoelectric device, whereas the injection current is controlled

through the use of suitably low-noise electronics.

5.1.1 Frequency Stabilisation

Despite the efforts made to maximise passive frequency stability, there remain significant

long-term temporal fluctuations of the laser frequency which are too large for the sensitive

measurements detailed within this thesis (cf. App. D). This necessitates active stabilisation

using negative feedback, in order to ensure that the laser frequency does not drift away from

atomic resonance over the course of a measurement.

There exist multiple ways to lock a laser to an atomic transition; however, the technique

employed in the experiment is known as ‘ac locking’, or ‘FM demodulation’. Inside the

laser driver is an internal oscillator which provides a stable 250 kHz reference frequency.

This reference frequency is then used to sinusoidally modulate the diode injection current

at 250 kHz. As discussed previously, changing the injection current results in a frequency

shift of the laser. Therefore, dithering the injection current results in sinusoidal modulation

of the laser frequency.

In order to stabilise the laser frequency to an atomic transition, a reference cell in a sat-

urated absorption spectroscopy (SAS) configuration (cf. App. B) is utilised to mitigate the

effects of Doppler broadening and provide a narrow spectral feature (around 100 times nar-

rower than the Doppler-broadened resonance) with which to lock to. At the output of the

cell, the laser transmission is measured using a photodetector, and subsequently demod-

ulated using a lock-in amplifier referenced to the injection-current dither frequency. The

demodulated signal becomes the error signal — which is approximately the derivative of

the transmission signal — from which a control signal is generated and used as negative

feedback to adjust the laser frequency via both the injection current (fast) and PZT (slow).

This enables the laser frequency to be locked to an atomic transition, at the expense of resid-

ual amplitude modulation at 250 kHz due to the dither of the injection current.

In each experimental measurement performed in this thesis, the laser is frequency locked

to the F = 2 → F′ = 1 hyperfine transition of the 87Rb D1 line. An example of an SAS

transmission spectrum, and the corresponding error signals, is shown in Fig. 5.1.
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Figure 5.1: Saturated absorption spectroscopy transmission spectrum (blue) with corre-
sponding error signals (red) used for laser-frequency stabilisation. The two outer
resonances of the blue trace correspond to the F = 3 → F′ = 2 (left) and
F = 3 → F′ = 3 (right) hyperfine transitions of the 85Rb D1 line, while the
centre resonance is a crossover transition (cf. App. B.2).

5.1.2 Optical-Power Stabilisation

In addition to active stabilisation of the laser frequency, the optical power — of both the

pump and probe beams — is also stabilised. However, rather than directly feeding back to

the laser, optical-power stabilisation is achieved through the use of acousto-optic modula-

tors (AOMs) — cf. App. C.

Given that the sensitivity of the magnetometer exhibits a strong dependence upon the

optical powers of both the pump and probe beams (cf. Sec. 6.4.3), this necessitates the

stabilisation of these powers to their optimal values, as close to the input of the vapour cell

as possible. This is achieved by using an optical wedge, which siphons a small fraction

of the beam via a Fresnel reflection from the surface. The optical power in the reflected

beam is measured using a photodetector, and subsequently delivered to a high-speed servo

controller. The servo controller sets a ‘target voltage’ for the photodetector output, and

uses a proportional-integral controller to calculate a control signal based on the error signal

(the difference between the target voltage and the measured value). This control signal is

used to stabilise the optical power in the beam by adjusting the rf driving power — and

therefore first-order diffraction efficiency — of the AOM (cf. App. C). This is realised by

using a frequency mixer to heterodyne the 80 MHz local oscillator with the control signal

produced by the servo controller. An experimental diagram showing the key components

of the optical-power servo is presented in Fig. 5.2.
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SC PD

AOM

Wedge

Mixer

AM
Control signal

80 MHz

Figure 5.2: Key components of an optical-power servo: AOM — acousto-optic modulator,
PD — photodetector, SC — servo controller. The amplitude of the AOM driving
signal (and hence the optical power) is controlled by using a frequency mixer to
heterodyne the 80 MHz local oscillator with the control signal produced by the
servo controller. Preferably, a voltage-controlled attenuator should take the place
of the mixer, as mixers can exhibit nonlinear response when driven at either high
or low power.

When implementing optical-power control systems, great care must be taken to avoid

optical etalons in the beam path after the lock point. An optical etalon is typically comprised

of a transparent plate with two reflective surfaces (similar to a Fabry-Pérot interferometer).

When inadvertently inserted into the beam path of a laser, an etalon acts as an optical res-

onator (cavity), and therefore results in periodically varying transmission as a function of

optical frequency. Fluctuations in the optical frequency of the laser will therefore result in

optical-power fluctuations at the output of the etalon, which is problematic in experiments

which are nonlinearly dependent upon optical powers — as is the case here. Even in the case

that the optical frequency is stabilised, thermal fluctuations in the effective cavity length will

also give rise to optical power fluctuations due to variations in the transmission through the

etalon.

Optical etalons prior to the cell can be inadvertently created through the use of optical

attenuation elements such as variable attenuators or neutral density filters. To mitigate this,

anti-reflection coatings can be layered onto these optical elements in order to reduce the

amount of light that is reflected and hence minimise the effect of the etalon. Examples of

fractional optical-power fluctuations with and without an etalon in the beam path are shown

in Fig. 5.3. Calculating the Allan deviation (cf. Sec. H.2) of this data reveals that, without

the presence of an etalon, the probe beam has a fractional stability of less than 30 ppm over

a period of 30 minutes, while the pump beam has a fractional stability of less than 10 ppm

over the same time frame. The effective magnetic noise that this optical-power instability

introduces is discussed in detail in Sec. 8.2.1.
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(a) Probe beam with etalon.
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(b) Pump beam with etalon.
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(c) Probe beam without etalon.
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(d) Pump beam without etalon.

Figure 5.3: Fractional optical-power fluctuations measured at both the lock point and at the
input to the vapour cell over a 30-min period. Figures (a) and (b) show the
optical-power fluctuations due to the presence of an optical etalon, for the probe
and pump beams respectively. Figures (c) and (d) show the optical-power fluc-
tuations with the etalons removed. Note that the measurement before the cell in
(d) was limited by electronic noise of the photodetector.

5.1.3 Polarisation

The output beam of the laser is elliptical with a transverse electric (TE) polarisation — that is,

the light is linearly polarised along the minor axis of the ellipse. Given that the NMOR tech-

nique relies on determining the local magnetic-field strength by measuring small changes

in polarisation angle (cf. Secs. 3.6 and 3.7), the polarisation must be both pure and stable

in order to achieve high sensitivity — especially over long timescales. Despite the fact that

the NMOR signal is demodulated at high frequencies (typically Ωm/2π & 30 kHz), slow

fluctuations in polarisation yield asymmetry in the quadrature component of the demodu-

lated resonance, which is indistinguishable from real magnetic noise (cf. Sec. 8.2.2). To ensure

that both pump and probe beams are linearly polarised with high purity, Glan-Thompson

prisms with a high extinction ratio (105:1) are used to set the polarisation of both beams

— typically immediately prior to the vapour cell. The amount of polarisation drift, and its

effect on the magnetometer’s performance, is discussed in Sec. 8.2.2.
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5.2 Vapour Cell

At the heart of many optical magnetometers lies an atomic vapour cell which contains an al-

kali vapour (generally potassium, caesium, or rubidium). In a standard vapour cell contain-

ing a low-pressure vapour with no anti-relaxation coatings, the transverse spin-relaxation

time is limited to the transit time of the optically pumped atoms as they cross the probe

beam (cf. Sec. 5.2.2.3). This leads to broad magneto-optical resonances — due to the finite

interaction time of the probe beam with the atoms — and therefore poor sensitivity when

using them to perform magnetometry (cf. Sec. 6.4.2).

Improvements to the interaction time results in increased magnetic sensitivity, and can

be accomplished in at least two ways: the use of buffer gas, or the use of anti-relaxation coat-

ings. By inserting a relatively high-pressure buffer gas into the vapour cell, the interaction

time — and therefore transverse spin-relaxation time — is increased as a result of reduced

mean free path and subsequently increased diffusion time of the alkali atoms. Optically

pumped atoms spend a longer time in the probe beam, thereby increasing the interaction

time and reducing the resonance width.

Using buffer gas to extend the ground-state coherence time of the atomic vapour does

have its drawbacks, namely: the pump and probe beams must be spatially overlapped due

to the reduced mean free path of the alkali atoms, and pressure broadening from alkali-

buffer-gas collisions (cf. Sec. 3.2.1). For these reasons, many optical magnetometers use

anti-relaxation coatings instead. These coatings — typically composed of alkane (paraffin)

or alkene molecules [239] — provide an inert barrier between the atomic vapour and the

cell, which prevents spin-destruction collisions with the cell walls (cf. Sec. 5.2.2.4). Atoms

which collide with the paraffin-coated walls of the cell tend to retain their atomic polari-

sation, and some fraction of them will subsequently re-enter the probe beam — effectively

increasing their interaction time. The fraction of atoms which re-enter the probe beam de-

pends, amongst other things, on the quality of the anti-relaxation coating — characterised

by the number of wall collisions which can occur before the atoms lose their spin coherence.

Transverse spin-relaxation times of O (100 ms) are commonplace when using paraffin anti-

relaxation coatings, while minute-long relaxation times have been reported in alkene-coated

cells [239].

The vapour cells used in the experiments detailed within this thesis are cylindrical

(40 mm diameter and 40 mm length) and are made from borosilicate glass which has a low

coefficient of thermal expansion. Inside the cell is an isotopically pure 87Rb vapour at low

pressure. The walls of the cell are anti-relaxation coated with paraffin, which extends the

coherence time between ground-state Zeeman sublevels to O (40 ms) (cf. App. F).

5.2.1 Cell Mounting

Within the innermost magnetic shield resides a solenoid that creates a relatively homoge-

neous magnetic field across the vapour cell (cf. Sec. 5.4). The solenoid was handmade by

carefully winding copper wire around a plastic former. In order to situate the vapour cell
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Figure 5.4: Horizontal cross-section of a scale model of the magnetic shielding, vapour cell
and solenoid. Depending on the requirements of the measurement, either all six
layers of shielding were used or, alternatively, only the innermost three layers.

within the geometric centre of both the shield and solenoid, a mount was designed and

subsequently 3D printed from polylactic acid (PLA). This material was chosen as it is non-
magnetic, in order to minimise the ambient magnetic-field noise present within the shields.

The mount is designed to fix the vapour cell within the centre of the shields, and connects to

the plastic former using two end caps which slot onto the ends of the former. A horizontal

cross-section of a scale model of the vapour cell mounting and magnetic shields used in the

experiment is presented in Fig. 5.4.

In the case where we wanted to perform magnetic-gradiometer measurements, it was

necessary to hold two cells within the magnetic shielding. In order to do this, a horizon-

tal displacement was introduced between the two cells, leaving them with some degree of

cross-sectional overlap. This enabled both cells to be optically pumped with the same pump

beam, while being individually addressable using separate probe beams.

5.2.2 Relaxation Mechanisms and Resonance Broadening

Perhaps the most important parameter in regards to the sensitivity of an optical magnetome-

ter is the transverse spin-relaxation time T2 (cf. Sec. 6.4.1). The transverse spin-relaxation

time is a measure of the time for which an optically pumped atomic vapour remains spin-

polarised, and depends upon various relaxation processes which will be discussed in this

section.
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5.2.2.1 Spin-Exchange Collisions

A spin-exchange collision is a collision between two alkali atoms in which the total angular

momentum F1 + F2 is conserved; though the direction of the individual spins may change,

and one or both of the atoms may change hyperfine states as a result of the collision. This is

represented symbolically as [162,288]

A (↑) + B (↓)→ A (↓) + B (↑) . (5.1)

The effect of spin-exchange collisions is to destroy coherence between the ground-state Zee-

man sublevels, and is therefore a relaxation mechanism. The rate at which spin-exchange

collisions occur, ΓSE, is given by ΓSE = nvσSEῡth, where nv is the atomic number density,

σSE = 2× 10−18 m2 is the alkali-alkali spin-exchange cross-section [164,167,170,240,289–291],

and ῡth is the mean thermal velocity. At T = 23◦C, the number density of 87Rb is approxi-

mately nv = 1.04× 1016 m−3, and the mean thermal velocity is ῡth = 238 ms−1. Using these

parameters, the spin-exchange collision rate is ΓSE = 4.95 s−1. This contributes a FWHM of

Γ/2π = 2ΓSE/2π ≈ 1.57 Hz to the resonance width, which is just over a factor of 8 less than

the observed width under optimal conditions (cf. Ch. 10). Therefore, the experiments de-

tailed within this thesis are not operating in a regime dominated by spin-exchange collisons.

5.2.2.2 Spin-Destruction Collisions

In addition to spin-exchange collisions which conserve the total angular momentum, there

are also non-conservative spin-destruction collisions which may occur. Rather than transfer-

ring spin angular momentum between the two colliding atoms, spin angular momentum is

transferred to rotational angular momentum. These collisions can either occur between two

alkali atoms, or between alkali atoms and noble buffer gases (e.g. helium, neon, nitrogen,

etc.). Analogous to the case with spin-exchange collisions, spin-destruction collisions can be

written symbolically as [241]

A (↑) + B (↓)→ A (↓) + B (↓) . (5.2)

Since the vapour cell used in the experiments detailed within this thesis contains 87Rb

exclusively, with no buffer gas, only Rb-Rb spin-destruction collisions need to be consid-

ered. The spin-destruction cross-section for Rb-Rb collisions is σSD = 1.6× 10−21 m2 [241],

which is over three orders of magnitude smaller than the spin-exchange cross-section. Us-

ing the parameters discussed in Sec. 5.2.2.1, the spin-destruction collision rate for Rb-Rb

collisions at T = 23◦C is ΓSD = nvσSDῡth = 3.96 ks−1, which contributes a FWHM of

Γ/2π = 2ΓSD/2π ≈ 1.26 mHz. Given that this contribution is many orders of magnitude

smaller than the observed resonance width of O (10 Hz), spin-destruction collisions can be

safely ignored as a dominant relaxation mechanism in experiments detailed within this the-

sis.
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5.2.2.3 Transit-Time Broadening

Transit-time broadening is the broadening of a resonance due to the finite interaction time

between the atoms and the light [165,200,202,235–238]. This broadening comes as a result of

the time-energy uncertainty principle (cf. Sec. 3.2.1), in which the frequency uncertainty σω,

is related to the finite interaction time σt via σω ≥ 1/2σt. Consider a beam of atoms moving

orthogonally across a beam of light, with a mean thermal velocity of ῡth. Assuming that the

atoms interact with the light across its entire 1/e2 diameter d, the atoms are subjected to a

pulse of radiation with a duration σt = d/ῡth. Therefore, the expected transit broadening of

the resonance is given approximately by

σω ≥
ῡth

2d
. (5.3)

For room-temperature 87Rb atoms with a mean velocity of v̄ = 238 ms−1 travelling across

a Gaussian laser beam with a 1/e2 diameter of 1.5 mm, the expected resonance width due to

the transit effect is Γ/2π = 2σω/2π & 25 kHz. This resonance width is extremely large and

would severely inhibit the performance of a magnetometer operating on transit-broadened

resonances. For this reason, and the reason to be discussed in Sec. 5.2.2.4, it is necessary to

use anti-relaxation coatings on the cell walls in order to increase the effective interaction time

of the atoms with the light, and thereby decrease the resonance width.

5.2.2.4 Wall Collisions

When an alkali atom collides with the bare glass wall of a cell, it is adsorbed into the surface

for a finite period of time (on the order of 1µs – 10µs [292]), after which it is desorbed back

into the cell volume. During the time in which the atom is adsorbed, it experiences large

local electric and magnetic fields produced by the ions and molecules within the glass, caus-

ing the spin direction to be completely randomised [293]. Wall collisions therefore generally

completely dominate all other relaxation processes. For this reason, wall collisions must be

actively suppressed through the use of either buffer gas (to reduce atomic mean free path),

or anti-relaxation coatings. These two scenarios will be considered below.

Wall collisions affect both the longitudinal and tranverse spin-relaxation times (T1 and T2,

respectively) equally, with a relaxation rate γwall. The wall-collision-induced relaxation rate

will depend drastically on the vapour cell, i.e. depending on whether it is filled with buffer

gas, or coated with an anti-relaxation coating. In a buffer gas cell, the decay of polarisation

is governed by the diffusion equation [297,298]:

∂P
∂t

= D∇2P , (5.4)

whereD = D0PA/Pv is the diffusion coefficient at a gas pressure of Pv, andD0 is the species-

specific diffusion coefficient at atmospheric pressure PA. For a spherical cell of radius Rcell,

the lowest-order diffusion mode has a time constant given by (cf. App E.1) [298,299]
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Figure 5.5: Predicted resonance linewidth (FWHM) due to wall collisions in a cylindrical cell
in the presence of various noble buffer gases, calculated via Γ/2π = 2/2πTwall
using Eq. (5.6). The radius and length of the cell used in the calculation is Rcell =
20 mm and Lcell = 40 mm, respectively. Diffusion coefficients for the noble gases
are presented in Refs. [294–296].

Twall =
1
D

(
R2

cell
π2

)
, (5.5)

whereas for a cylindrical cell of radius Rcell and length Lcell, the lowest-order diffusion mode

has a time constant given by (cf. App E.2) [298,300]

Twall ≈
1
D

(
R2

cell

(2.40483)2 +
L2

cell
π2

)
. (5.6)

Although the resonance linewidth predicted by Eq. (5.6), and shown in Fig. 5.5, is suf-

ficiently low to perform highly sensitive magnetometry, it does not tell the full story. When

using buffer gas, there is also associated pressure broadening of the magneto-optical reso-

nance (cf. Sec. 3.2.1), and the resonance is especially susceptible to broadening as a result

of magnetic-field gradients (cf. Sec. 5.4). For these two reasons, optical magnetometers

— at least ones which operate near room temperature — are typically constructed using

cells which have been coated with paraffin, an inert alkene anti-relaxation coating which

suppresses the wall-induced depolarisation. Paraffin coatings exhibit significantly reduced

pressure broadening due to the low vapour pressure and, for a fixed set of magnetic gradi-

ents, are less susceptible to gradient broadening due to motional narrowing (cf. Sec. 5.4).

In an anti-relaxation-coated cell without any buffer gas, atoms follow a near-ballistic
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trajectory1, with a relaxation rate γwall that is proportional to the reciprocal of the average

time between collisions Twall
−1. For a spherical cell, this is given analytically by [299]

γwall =
ῡth A
4V

, (5.7)

where A/V is the surface area to volume ratio of the cell, and ῡth is the mean thermal ve-

locity of the atoms. In the case of a cylindrical cell — as is used in the experiments detailed

within this thesis — the dependence of γwall on the cell dimensions is nonlinear. In order

to estimate the wall relaxation rate in cylindrical vapour cells with different dimensions, a

Monte Carlo simulation was developed (cf. Sec. L.6).

The wall-collision rate γwall constitutes a FWHM resonance linewidth of 2γwall. Using

the results from the Monte Carlo simulation — presented in Fig. L.5 — the mean time

between wall collisions in the cylindrical vapour cell used in this work is Twall = 106µs, cor-

responding to a FWHM resonance linewidth of around Γ/2π = 2/2πTwall ≈ 3 kHz. This

is over two orders of magnitude larger than the resonance width of O (10 Hz) observed in

the paraffin-coated cell (cf. App. F). Fortunately, however, anti-relaxation coatings enable

atoms to undergo as many as 106 wall collisions before depolarising [239], yielding ultra-

narrow resonance widths observed to be as low as Γ/2π ≈ 1 Hz [236]. These ultranarrow

resonances — typically referred to as ‘wall-induced Ramsey resonances’ [200] — appear as

a narrow feature on top of the broad background pedestal which arises due to the transit

effect (cf. Sec. 5.2.2.3).

5.3 Magnetic Shielding

Earth’s geomagnetic field is large in amplitude — relative to the fields generated by small

objects of interest — with typical magnitudes ranging anywhere from 25µT to 65µT. Ad-

ditionally, it also exhibits strong temporal dependence, with ambient magnetic-field noise

ranging from ∼2 nTrms/
√

Hz at 0.01 Hz, to ∼2 pTrms/
√

Hz at 1 Hz [302] (cf. Fig. 8.5). These

two factors necessitate the use of magnetic shielding in order to create a quiet magnetic

environment in which to perform sensitive measurements.

The temporal dependence of the ambient magnetic field in the laboratory is actually

significantly worse than that of Earth’s geomagnetic field. A measurement of the ambient

magnetic field in the laboratory over 35 h — in close proximity to the magnetometer — is

presented in Fig. 5.6. The amplitude spectral density of the laboratory field ranges from

around ∼10 nTrms/
√

Hz at 0.01 Hz, dipping down to ∼4 nTrms/
√

Hz at 0.1 Hz, and rising

back up to ∼10 nTrms/
√

Hz at 1 Hz — between one to four orders of magnitude larger than

that of Earth’s geomagnetic field over the same range. Given such large fluctuations, it was

necessary to use either three layers or six layers of µ-metal magnetic shielding in order to

adequately suppress the magnetic-field fluctuations to an acceptable level — i.e. low enough

1Despite being in near-vacuum, there is still a relatively high rate of velocity-changing collisions between
alkali atoms and background gas within the cell at room temperature. Recent work has measured this to be on
the order of 1× 106 s−1 for a background gas pressure of 3.0 Pa, which corresponds to a mean free path of about
1 mm for rubidium atoms [301].
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Figure 5.6: Time trace (left) and amplitude spectral density (right) of the magnetic-field
strength in the laboratory, measured over a period of 35 h using a three-axis flux-
gate magnetometer.

to measure the magnetometer noise floor. A schematic of the magnetic shields used in the

experiment is shown in Fig. 5.4.

5.3.1 Efficiency of Magnetic Shielding

The efficiency of a magnetic shield is quantified by the factor to which an external magnetic

field is attenuated inside the shields. That is, the ratio of the field measured inside the

shields, Bint, to the field measured outside the shields, Bext:

As
(tot) ≡ Bint

Bext
. (5.8)

The physical mechanism(s) responsible for shielding magnetic fields depends upon the

frequency of the field. For static and low-frequency fields, the dominant mechanism is flux

shunting due to the high magnetic permeability of the material [150,303]. The reluctance,R,

of a magnetic circuit is analogous to the resistance of an electric circuit. Just as electric current

will tend to follow the path of least electrical resistance, magnetic flux will tend to follow

the path of least magnetic reluctance. Given that R ∝ µP
−1 [150], where µP is the magnetic

permeability of the medium, magnetic flux will be guided along high-permeability paths

(cf. Fig. 5.7). Magnetic shielding of static fields can therefore be achieved by shunting the

flux around the shielded region via high-permeability materials (such as µ-metal). In this

case, the shielding efficiency is given by an approximate formula [150,203,303]:

As
(tot) ' As

(n)
n−1

∏
i=1

As
(i)

[
1−

(
Xi+1

Xi

)k
]−1

, (5.9)
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Figure 5.7: Illustration of the field distribution around a single-layer cylindrical shield in the
transverse (left) and longitudinal (right) planes due to flux shunting [303].

where Xi is the radius or length of the ith layer (depending on the relative orientation of the

magnetic field and the layer), As
(i) is the shielding efficiency of the ith layer, and k is a power

which accounts for the geometry of the shielding. For a spherical shield, k ' 3, while for

a cylindrical shield, k ' 2 for the transverse axis, and k ' 1 for the longitudinal axis. The

shielding efficiency of the ith layer, As
(i), can be calculated via [150,203,303]

As
(i) ' Xi

µr(
i)Wi

, (5.10)

where µr
(i) and Wi are the relative permeability and thickness of the ith layer respectively.

Note that this formula assumes that Xi > Xi+1, and that µr
(i) � Xi/Wi. Therefore, As

(n)

corresponds to the innermost shield, with the value i incrementing from the outside shield

towards the inside shield.

The three-layer magnetic shields used in some experiments had a measured shielding

factor of
(

As
(tot)
)−1
≈ 1800 — consistent with the manufacturer’s specifications. This was

sufficient for high-frequency measurements such as those described in Ch. 7 and Ch. 11,

but not suitable for the sensitive, long-term measurements described in Ch. 10. In this case,

the three-layer magnetic shield was nested inside a larger three-layer shield — providing a

total of six layers of shielding (cf. Fig. 5.4). Using the material properties and dimensions

of the six-layer magnetic shield employed in our experiment, Eq. (5.9) predicts a shielding

efficiency of As
(tot) ≈ 4.5 × 10−6 for the longitudinal axis, and As

(tot) ≈ 1.9 × 10−7 for

the transverse axis. This corresponds to a shielding factor of
(

As
(tot)
)−1

≈ 2 × 105 and(
As

(tot)
)−1
≈ 5× 106 for the longitudinal and transverse axes, respectively. The residual

magnetic field measured inside the innermost layer of shielding is therefore predicted to be

around a million times smaller than that of the external field.
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5.3.2 Demagnetisation

Provided that the shielding factor is sufficiently large relative to the ambient magnetic-

field strength, the main factor in determining the residual magnetic field present within

the shields is the magnetisation of the innermost shielding layer. Magnetisation of this layer

can occur in a number of ways, but perhaps the two most prominent causes are: the applied

magnetic field (due to hysteresis), and physical handling of the shield. Simply disassem-

bling and reassembling the shields has been shown to increase the residual magnetic field

within the innermost layer by an order of magnitude when compared to the typical value

after demagnetisation [150].

The small residual magnetic fields that might occur may not necessarily be an issue per
se for NMOR-based magnetometers as they operate at non-zero magnetic field; however, it

is naive to assume that the magnetisation will have no effect. In practice, the magnetisation

will be spatially dependent, which will give rise to a magnetic gradient within the shielded

volume. This is problematic, as the presence of a magnetic-field gradient will reduce the

transverse spin-relaxation time and therefore result in decreased sensitivity of the magne-

tometer (cf. Sec. 5.4).

In order to reduce the residual magnetic field (and/or gradient) inside the shield, a spe-

cial procedure is performed which decreases the magnetisation of the shields. This proce-

dure is known as demagnetisation2, and involves subjecting the shield to a strong, slowly

decaying alternating magnetic field. The applied field should be purely ac in order to ran-

domly orient the magnetic domains, as the presence of a dc component will produce a net

magnetisation during the process. The field should be strong enough to completely saturate

the material, which is typically recommended to be five times the material’s coercivity [304].

The simplest method of demagnetising a shield is to wind a thick-gauge3 insulated cop-

per wire around the innermost shield in a solenoidal configuration. Not only is a solenoid

relatively easy to wind (due to its simple geometry), it also provides a relatively large mag-

netic field per unit current. The coil is then supplied current at an industrial frequency

(i.e. 50–60 Hz), which is most easily achieved by connecting it to the electricity supply of

the building. In Australia, the electrical grid is 230 V at 50 Hz, and hence the demagneti-

sation coil must be loaded in series in order to limit the current. This can be achieved by

using any passive electrical component which has high thermal dissipation power. The se-

ries resistance of the circuit should be chosen such that, at maximum voltage, the current

passing through the demagnetisation coil produces a magnetic field which is large enough

to saturate the material. The material should be held at saturation for a small period of

time, before gradually reducing the applied field to zero. This is readily achieved by using

a variable transformer, which enables the supply voltage to be manually controlled.

When demagnetising the innermost layer of magnetic shielding in the experiment de-

2Demagnetisation is quite often referred to as degaussing, since the old unit of magnetic-field strength —
now deprecated — was the Gauss.

3The resistance of a copper wire is inversely proportional to its diameter, so by using thick-gauge copper,
the wire can sustain large currents without dissipating excessive power in the form of heat. In a similar manner,
multi-strand wire is also useful for carrying large currents.
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Figure 5.8: Measured temperature fluctuations of the laboratory (left), as well as inside six
layers of µ-metal shielding (right). The periodic structure, observed roughly ev-
ery 3–4 hours, is due to the cyclic operation of the air conditioner in the labora-
tory. The temperature fluctuations inside the six layers of shielding are attenu-
ated by approximately a factor of 200 relative to the fluctuations of the laboratory.

scribed here, a variable transformer was used to ramp the voltage from 110% of mains

(∼250 V), down to zero, over a period of about 40 s. The series resistance of the circuit was

∼49 Ω, which yielded a maximum current of approximately 5 A, and a power dissipation of

O (1 kW) into the load resistor.

5.3.3 Temperature Stability

Given that both the amount of absorption and optical rotation are directly proportional to

the atomic number density (cf. Sec. 4.8), it is desirable that the temperature of the atomic

vapour remain relatively constant. Fortunately, one of the intrinsic benefits of using multiple

layers of magnetic shielding is the enhanced thermal isolation from temperature fluctuations

in the laboratory. In order to assess the temperature stability in both the lab and inside the

shields over long timescales, the resistance of two negative-temperature-coefficient thermis-

tors — one placed inside the innermost shield, and one placed outside the shields — were

monitored using a multimeter. The resulting temperature fluctuations in both the laboratory

and within the shields are presented in Fig. 5.8. Evident in Fig. 5.8 is a periodic temperature

dependence with a period of about 3–4 hours associated with the cyclic operation of the

air conditioner in the laboratory. Fortunately however, the temperature fluctuations inside

the six layers of shielding are attenuated by approximately a factor of 200 relative to those

outside of the shields.



88 Experimental Setup

5.4 Magnetic Field Generation and Gradients

Due to the fact that optical magnetometers based on NMOR rely on measuring the Larmor

frequency of a spin-polarised alkali vapour, the magnetic-field strength distribution over

the cell volume must be as homogenous as possible in order to achieve a narrow resonance

linewidth and subsequently high sensitivity. If there is a magnetic-field strength gradient
present within the cell volume, the Larmor frequency becomes spatially dependent and hence

atoms in various regions of the cell undergo spin precession at different frequencies. Each

atom will in turn acquire a different phase between pumping cycles — depending upon

their trajectory — which reduces the ground-state coherence time and therefore leads to a

broadened resonance linewidth and subsequently reduced magnetic sensitivity.

It has been shown that the spin-relaxation rate depends quadratically on the first-order

magnetic field gradient [234]. For a spherical cell of radius Rcell, the longitudinal spin-

relaxation rate, T1, is given explicitly by [305]

1
T1

= D|∇Bx|2 +
∣∣∇By

∣∣2
B̄2 , (5.11)

whereD is the diffusion coefficient (which is inversely proportional to the gas pressure), B̄ is

the mean magnetic-field strength4 (which is assumed to lie along the z-axis), and ∇Bi is the

gradient of the ith component of the magnetic field. At low pressures, when the reciprocal

of the Larmor frequency (i.e. the Larmor period) is much larger than the characteristic time

required for the atoms to diffuse through the cell, Eq. (5.12) simplifies to [305]

1
T1

=
8R4

cellγg
2

175D
(
|∇Bx|2 +

∣∣∇By
∣∣2) , (5.13)

where γg is the ground-state gyromagnetic ratio. In the same low-pressure regime, the trans-
verse spin-relaxation time, T2, is given by [305]

1
T2

=
4R4

cellγg
2

175D
(
|∇Bx|2 +

∣∣∇By
∣∣2 + 2|∇Bz|2

)
. (5.14)

In the high-pressure regime, the atoms have a relatively small mean free path, and hence

the temporal evolution of the spins is determined by the magnetic field in their local posi-

tion. However, in the low-pressure regime, the mean free path is large and hence the atoms

can sample the cell volume over one Larmor precession cycle. In this case, the atomic Lar-

mor precession frequency is governed by the average magnetic field in the cell, rather than at

the instantaneous position of the atom. This phenomenon is known as motional narrowing,

due to the fact that Eqs. (5.13) and (5.14) reveal that T1 ∝ D and T2 ∝ D. Since D is inversely

proportional to the gas pressure, this implies that when the pressure is low (i.e. when the

atoms have a large mean free path), the relaxation time is increased for a fixed set of gradi-

4The mean magnetic-field strength is simply the average value of the field over the cell volume Vcell:

B̄ =
1

Vcell

�
cell

B (r)dV . (5.12)
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ents ∇Bi. Another interesting observation to note is that, if the gradient of the longitudinal

magnetic field is zero (∇Bz = 0), then T2 = 2T1. This is true for all pressures, not just in the

low-pressure regime. If however ∇Bz 6= 0, then T2 < 2T1.

Due to the quadratic dependence of the ground-state relaxation rate on the first-order

magnetic-field gradient, significant effort must be taken to both reduce existing gradients,

and prevent creating new ones in the process5. The former can be achieved through a combi-

nation of magnetic shielding (to provide a quiet magnetic environment), demagnetisation of

said shielding, and the use of gradient-compensation coils (such as an anti-Helmholtz coil or

saddle coil [306]). The latter is generally achieved through a combination of well-designed

field-generation coils, as well as gradient-compensation coils6.

Perhaps the two most common types of coil used to generate homogeneous magnetic

fields are the Helmholtz coil and the solenoid. The solenoid has the benefit of being the

easiest coil to make (as it has a simple geometry), as well as a large current-to-field ratio.

However; for a solenoid to provide a sufficient region of homogeneous field, the ratio of its

length to its radius must be quite large. If coil complexity is not much of an issue, a greater

field homogeneity can be achieved — for comparable coil dimensions — by using alternate,

more complex coil geometries (e.g. a Lee-Whiting coil [307]). Ultimately, the achievable

field uniformity will depend upon the size of the coil, and the minimisation of winding

imperfections. Generally speaking, larger coils yield superior field uniformity.

The coil geometry chosen in the experimental work detailed here is a solenoid, with a

large (almost 6:1) length-to-radius ratio. The analytic solutions for the off-axis magnetic-

field components of a solenoid are non-trivial, and involve either elliptic integrals [308] or

infinite series of Legendre polynomials [309]. Therefore, in order to calculate the magnetic-

field strength distribution, it is simpler to solve the Biot-Savart law numerically. The Biot-

Savart law states that the magnetic field, B (r), produced by a steady-state current I and

measured at a position r in three-dimensional space, is given by

B (r) =
µ0 I
4π

�
P

dr′ × (r− r′)

|r− r′|3/2 , (5.15)

where µ0 is the vacuum permeability, and r′ is a vector along the path P which points in

the direction of current flow. The Biot-Savart law is incredibly powerful, as it allows the

magnetic field of a coil with any arbitrary shape to be numerically calculated, provided that

we can write a parametric equation for the path P . In general, we write the parametric

equation as a function of t in Cartesian coordinates, which takes the form

r′ = 〈x′, y′, z′〉 = 〈 f (t) , g (t) , h (t)〉 . (5.16)

5One of Maxwell’s equations states that the divergence of the magnetic-field vector is zero. Mathematically,

this is described by ∇ · B = ∂Bx
∂x +

∂By
∂y + ∂Bz

∂z = 0. This implies that, if a magnetic-field gradient is created
along one axis, there must necessarily be a gradient created along the other axes to satisfy the condition that the
divergence is zero.

6It can be relatively straightforward to compensate for linear gradients using compensation coils; however,
if there are higher-order gradients (cf. Fig. 5.10), this process can be complex — if not impossible.
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Figure 5.9: A scale model of the solenoid and former around which it is wrapped. The
solenoid has a radius of 56.5 mm, a length of 317ṁm, and approximately 370
turns. Refer to Fig. 5.4 for a detailed cross-section of the cell, solenoid and µ-
metal shields.

The differential dr′ is thus given by (dr/dt)dt in the parametric coordinate t. The full nu-

merical Biot-Savart law is therefore given by

B (r) =
µ0 I
4π

� b

a

〈d f
dt , dg

dt , dh
dt 〉 × (〈x, y, z〉 − 〈 f (t) , g (t) , h (t)〉)
|〈x, y, z〉 − 〈 f (t) , g (t) , h (t)〉|3/2 dt . (5.17)

where a and b are points which characterise the beginning and end of the coil.

A solenoid is simply a circular helix which, given a longitudinal axis along ẑ and a trans-

verse plane lying in the xy-plane, is described by the following parametric equation:

〈 f (t) , g (t) , h (t)〉 =
〈

rc cos (t) , rc sin (t) ,
(

∆W
2π

)
t
〉

, (5.18)

where rc is the radius of the coil, and ∆W is the spacing between consecutive winds of the

coil. The Cartesian coordinates of the magnetic-field vector can be subsequently calculated

by computing the inner product with the x̂, ŷ, or ẑ unit vectors (e.g. Bx (r) = B (r) · x̂).

Note that, due to the sinusoidal nature of Eq. (5.18), one turn of coil corresponds to an

integration of t through 2π. The integration variable therefore needs to be calculated from

a = −2πL/2∆W to b = 2πL/2∆W, where L is the length of the solenoid.

The solenoid used in this work — a scale model of which is presented in Fig. 5.9 —

has a radius of 56.5 mm and a length of 317 mm, yielding approximately 370 turns. Using
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Figure 5.10: Calculated deviation of the magnetic-field strength along the longitudinal
(blue) and radial (red) axes, over the region containing the vapour cell, cal-
culated using Eqs. (5.17) and (5.18). The longitudinal and radial magnetic-field
strength deviations were calculated at the centre of the transverse and longitu-
dinal planes, respectively. Note that there is a minor numerical instability in the
solution of the magnetic-field strength along the radial axis.

Eqs. (5.17) and (5.18), the magnetic-field strength deviation across the region containing the

vapour cell is shown in Fig. 5.10. Through differentiation of the data presented in Fig. 5.10, it

is possible to calculate the longitudinal and radial magnetic-field strength gradients. These

gradients, evaluated at a dc magnetic-field strength of 2.5µT, are presented in Fig. 5.11.

Residuals of a linear fit indicate the presence of higher-order gradients, which are arduous

to compensate.

5.4.1 Power Supply

Given that the photon shot-noise limit of the magnetometer described in this thesis is a

fractional sensitivity of O
(

10 ppb/
√

Hz
)

, it is impossible — at least at the time of writing

— to produce a voltage/current supply that will perform at the same level at low Fourier

frequencies. This necessitates the use of either active stabilisation (e.g. through the use of

a transconductance amplifier), or passive stabilisation via filtering, in order to suppress the

voltage/current fluctuations to a level that is acceptable over the frequency range of interest.

At the heart of the power supply used to drive the solenoid lies an ultra-precision voltage

reference — the Analog Devices LTZ1000 — which produces a stable output voltage using a

temperature-stabilised subsurface Zener diode. The output voltage of the LTZ1000 is filtered

using a Butterworth filter with a measured cut-off frequency of νco = 0.30 mHz (cf. Sec.

8.2), in order to suppress any residual voltage/current fluctuations. The performance of the

power supply, and its effective magnetic-field noise, is discussed in detail in Sec. 8.1.1.
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Figure 5.11: Calculated gradients of the magnetic-field strength along the longitudinal
(blue) and radial (red) axes, over the region containing the vapour cell, at a
dc magnetic-field strength of 2.5µT. The gradients were calculated via differ-
entiation of a cubic spline interpolation of the data presented in Fig. 5.10. The
residuals of a linear fit are shown at the top, indicating the presence of higher-
order gradients.

5.5 Balanced Polarimetry

Performing sensitive magnetometry with an NMOR magnetometer relies on making

exquisitely precise measurements of the polarisation state of the light. More specifically, the

frequency of the optical rotation of the linearly polarised probe light must be accurately and

precisely measured. Given that typical optical-rotation amplitudes areO (10 mrad), this can

be an arduous task. However, the use of a balanced polarimeter can yield angular sensitivity

of better than 10−8 radrms/
√

Hz [299].

At the output of the vapour cell, the pump beam is discarded while the probe beam is

collected and analysed by a balanced polarimeter consisting of a Wollaston prism and two

photodetectors. The Wollaston prism splits the probe beam into its two orthogonal linear

polarisation components, and each component is measured using a separate photodetector.

The polarimeter is arranged such that the optical power on each photodetector is equal; in

which case, if the polarisation axis of the probe light rotates, a misbalance of optical powers

is measured at the photodetectors, which can then be used to determine the polarisation-

rotation angle.

In order to derive an expression for the output of a balanced polarimeter, consider defin-

ing P0 as the sum of the two photodetector signals P1 and P2. This allows us to write

P1 = P0 cos2 φ and P2 = P0 sin2 φ. If we now take the difference of the two photodetec-

tor signals and apply standard double-angle trigonometric identities, we have
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P1 − P2 = P0 cos 2φ . (5.19)

Provided the optical powers are balanced at the output of the Wollaston prism, then the

polarisation angle φ is given by

φ =
π

4
+ δφ , (5.20)

where δφ is some small change in polarisation angle. Now if we substitute this expression

for φ into our expression for P1 − P2, we have

P1 − P2 = P0 cos
(π

2
+ 2δφ

)
= −P0 sin (2δφ) ,

Now making use of the fact that P0 = P1 + P2, and taking the magnitude of the rotation

angle, we have

|δφ| = 1
2

arcsin
(

P1 − P2

P1 + P2

)
. (5.21)

Equation (5.21) enables the optical-rotation angle to be calculated using the optical powers

measured by the photodetectors, and is valid in both the time domain or the modulation-

frequency domain.
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Chapter 6

Experimental Techniques

This chapter provides an in-depth overview of key experimental techniques used in the

work detailed within this thesis, beginning with time- and frequency-domain measurement

and analysis techniques. This subsequently leads into a discussion about magnetometer

performance, including topics such as: noise characterisation, performance metrics, funda-

mental sensitivity, parameter optimisation, and bandwidth.

6.1 Data Acquisition and Analysis

Depending on the particular experimental quantity or phenomenon wished to be observed,

experimental data can be acquired and analysed in various measurement domains, using a

myriad of acquisition techniques. In some cases, time-domain measurements are performed

by recording the two photodetector signals (from the balanced polarimeter) on an oscil-

loscope, and subsequently calculating the time-dependent optical-rotation signal in post-

processing. This is particularly useful when observing transient signals, or signals with rich

spectral content. However, in the case that the observed signal is a steady-state oscillation

at a single known frequency — as is typically the case when performing magnetometry via

synchronous optical pumping on a resonance condition — it becomes more convenient to

measure the signal in the frequency domain using a phase-sensitive detector such as a lock-

in amplifier. These two classes of measurement techniques are discussed below.

6.1.1 Time-Domain Measurements

Perhaps the most general class of measurement techniques used for the purpose of investi-

gating nonlinear magneto-optical effects — especially transient signals — are time-domain

measurements. As the name suggests, a time-domain measurement is performed by observ-

ing the optical rotation (i.e. the output of the balanced polarimeter), as a function of time.

This is typically either done via a free-induction decay measurement in which the atomic

vapour is optically pumped for some period of time and then allowed to freely decay, or via

synchronous optical pumping on a resonance condition.

6.1.1.1 Free-Induction Decay

A free-induction decay measurement is one in which the atomic vapour is optically pumped

for some period of time1 and, when the pump is switched off, the free temporal evolution

of the optical-rotation signal is observed with a weak probe. As discussed in Sec. 4.8, the

1This period of time is generally the time in which it takes the optical pumping to reach steady state.
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optical-rotation observable — under the experimental conditions detailed within this thesis

— is proportional to a sum over the coherences between ground-state Zeeman sublevels

which satisfy |∆mF| = 2. As such, the temporal evolution is sinusoidal at a frequency of

2ΩL, as governed by the time-dependent Schrödinger equation.

Due to relaxation processes (cf. App. 5.2.2), the optical-rotation signal is transient, and

decays exponentially with a time constant characterised by T2, the transverse spin-relaxation

time2. Assuming a static magnetic field (i.e. dB/dt = 0), this gives rise to an optical-rotation

signal which takes the form of a damped, single-frequency sinusoid. This is explicitly given

by

φ (t) = φ0 sin (2ΩLt + ϕ) exp
(
− t

T2

)
, (6.1)

where φ0 is the peak optical-rotation amplitude at t = 0, ΩL is the Larmor frequency, ϕ is

an arbitrary phase offset, and T2 is the transverse spin-relaxation time.

An example of an FID measurement is shown in Fig. 6.1. Although the FID signal

is transient, it is still useful for at least two applications; transient measurements of the

magnetic-field strength (cf. Sec. 2.2.1), and characterisation of the quality of anti-relaxation-

coated cells (cf. App. F). In the former case, generally a train of FID measurements is per-

formed [140], which has been demonstrated to enable quasi-static (or slowly varying) mag-

netic fields to be resolved [144]. However, this technique is limited to low frequencies due

to aliasing [144], and often requires intentional destruction of ground-state coherence in order

to increase both the amplitude and frequency response3.

6.1.1.2 Synchronous Optical Pumping

Rather than pumping once (or for some short period of time) and allowing the signal to freely
evolve/decay, a quasi-static signal can be obtained by pumping approximately once every
oscillation cycle, i.e. Ωm ≈ 2ΩL. This technique is known as synchronous optical pumping, and

gives rise to an output signal which behaves like a damped, driven harmonic oscillator. This

gives rise to a resonant behaviour in which the signal amplitude is maximised exactly when

the pump modulation frequency equals the oscillation frequency (i.e. Ωm = 2ΩL), thereby

enabling the magnetic-field strength to be determined by finding the pumping frequency

at which the signal is maximised. An example of a typical synchronously pumped optical-

rotation signal is presented in Fig. 6.2.

However, performing magnetometry in the time domain by synchronously optically

pumping and monitoring the signal amplitude is only possible provided that the modulation

frequency is exactly on resonance. If this is not the case, there will be an error in the predicted

magnetic-field strength, relative to its true value. Although this is true for frequency-domain

2The optical-rotation signal is affected by the transverse spin-relaxation time T2, rather than the longitudinal
spin-relaxation time T1, because the atoms are spin-polarised and subsequently undergo Larmor precession in
the plane orthogonal to both the light propagation vector and magnetic-field direction (cf. Sec. 6.4.1).

3This is generally unwanted as, in accordance with Eq. (6.18), the magnetic sensitivity is negatively affected
as a result of reduced ground-state coherence time through the relation δBSQL ∝ 1/

√
T2 (cf. Sec. 6.4.1).
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Figure 6.1: Left: Free-induction decay of the optical-rotation signal (blue) measured in a
single shot after the pump beam (grey) has been switched off. Right: First 200µs
of the FID data, with a fit using Eq. (6.1). The fit returns a transverse spin-
relaxation time of T2 = 43.4 ms (cf. App. F) and a Larmor frequency of ΩL/2π =
15.31 kHz, which corresponds to a magnetic-field strength of Bdc = 2.188µT.

measurements as well, this issue is further compounded in the time domain by the fact that

the signal amplitude is symmetric about the resonance centre — i.e. it is not possible to de-

termine whether the magnetic field has increased or decreased. Unfortunately, it is difficult

to ensure that the resonance condition is met without being able to observe the complete

resonance profile. For this reason, it is generally recommended to perform synchronous-

optical-pumping measurements in the frequency domain using frequency-demodulation

techniques.

6.1.1.3 Subharmonic Optical Pumping

In fact, not only is there a resonance observed when Ωm = 2ΩL, but resonances can also

occur any time the condition Ωm = 2ΩL/n where n ∈ Z∗ \ {0} is satisfied. Simply put,

a resonance can occur when the pump modulation frequency is any subharmonic of the

quantum-beat frequency4. An example of the optical-rotation signal observed when pump-

ing at the 10th subharmonic of the quantum-beat frequency is presented in Fig. 6.3.

4Resonances can also be observed when pumping at higher-order harmonics of the Larmor frequency, i.e.
Ωm = p2ΩL for p ∈ Z∗ \ {0}; however, these resonances are associated with higher-order polarisation moments
[245,285,286,310] (hexadecapole, hexacontatetrapole, etc.) and require multi-photon interactions in a ground
state which can support their associated |∆mF| = 2p coherences.
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Figure 6.2: Synchronously pumped optical-rotation signal measured after 2,048 averages
(blue), with the pump beam’s square-wave modulation shaded in grey. The
data has been fit using a single-frequency sinusoid, yielding a Larmor frequency
of ΩL/2π = 20.00 kHz, which corresponds to a magnetic-field strength of
B = 2.859µT. The residuals to a sinusoidal fit contain a small amount of second-
harmonic contamination due to detection nonlinearity.

6.1.2 Frequency-Domain Measurements

In the case where the signal is quasi-static (e.g. a single-frequency sinusoid that occurs when

performing synchronous optical pumping), it becomes advantageous to use phase-sensitive

detection techniques (cf. Sec. 4.11 and App. K). That is, rather than measuring the time-

dependent signal across a broad range of Fourier frequencies, the signal is demodulated

at a single reference frequency5. The immediate benefit of measuring in this way is that

it is a narrowband measurement, i.e. only the signal at one particular Fourier frequency of

interest is observed. This significantly enhances the SNR, as only the noise within a small

bandwidth around the demodulation frequency is measured. If sensitive magnetometry is

to be performed, this generally becomes the measurement technique of choice.

There are two ways in which to observe the magneto-optical resonance in the modulation-

frequency domain: either by holding the pump modulation frequency fixed and scanning

the magnetic-field strength across the resonance condition, or by holding the magnetic-

field strength fixed and scanning the pump modulation frequency6. During the sweep, the

5This reference (or demodulation) frequency is typically chosen to be either the known carrier frequency of
the oscillatory signal, or the frequency of an applied modulation (or a harmonic thereof).

6Care must be taken when doing this because, if either the modulation frequency or magnetic-field strength
are swept too rapidly, there appear transient oscillatory features in the resonance [311–313]. These oscillations
arise due to fact that the atomic medium does not reach equilibrium before significant changes in the physical
parameters occur [311–313].
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Figure 6.3: Optical-rotation signal (blue) measured after 1,024 averages when pumping at
the 10th subharmonic of quantum-beat frequency, Ωm/2π ≈ (2ΩL/10) /2π =
2.71 kHz. The pump beam modulation is shaded in grey. Note that there is
negligible relaxation between pulses due to a large tranverse spin-relaxation time
of T2 ≈ 40 ms under the experimental conditions under which this data was
measured.

optical-rotation amplitude is recorded, which exhibits a resonant enhancement of the am-

plitude when the resonance criteria, Ωm = 2ΩL, is met. An example of a typical frequency-

domain resonance measurement is shown in Fig. 6.4.

As discussed in App. K, demodulation with a lock-in amplifier yields two outputs: one

that is in phase with the reference frequency, and one that is shifted 90◦ out of phase. As

their names suggest, these two channels are called the ‘in-phase’ (φP) and ‘quadrature’ (φQ)

components, respectively. The in-phase and quadrature components, φP and φQ, of the

NMOR resonance studied here are well approximated by the real and imaginary components

respectively of a complex-Lorentzian lineshape Lc defined by

Lc (ω−ω0) = A
[ ( Γ

2

)2

(ω−ω0)
2 +

( Γ
2

)2 + i
Γ
2 (ω−ω0)

(ω−ω0)
2 +

( Γ
2

)2

]
, (6.2)

where A is the resonance amplitude, Γ is the resonance width (FWHM), and ω0 is the reso-

nant angular frequency.

A measurement of the dc magnetic-field strength using frequency-domain techniques

simply corresponds to locating the resonant frequency ω0, as this resonant frequency coin-

cides with the satisfaction of the resonance condition Ωm = 2ΩL = 2γgB. In principle, this

can be achieved in one of two ways: by either measuring the modulation frequency which

maximises the in-phase component, or by measuring the frequency of the zero-crossing of
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Figure 6.4: Typical NMOR resonances as measured in the frequency domain using a lock-
in amplifier, at low (left) and high (right) magnetic-field strength. The mea-
sured data is shown in grey markers, while fits using Eq. (6.2) are shown in
the coloured traces. Fits to the in-phase and quadrature components, φP and φQ,
are shown in blue and red respectively, while a fit to the resonance magnitude —
given by the quadrature sum of the two components — is shown in purple. Note
that the fits on the right-hand side are simply a sum of three individual complex-
Lorentzian profiles. The residuals of the fits to the resonance magnitudes (purple
markers) show residual structure, indicating that the complex-Lorentzian func-
tion is only an approximation to the measured lineshape. The data on the right
was reproduced, with permission, from Ref. [314].

the quadrature component. However, to first-order the peak of the in-phase component

has no sensitivity to small changes in magnetic-field strength. Additionally, the in-phase

component is symmetric, which means that both increases or decreases in magnetic-field

strength are indistinguishable. The quadrature component on the other hand has an ampli-

tude which changes linearly (and asymmetrically) in response to small changes in magnetic-

field strength, with a sensitivity which is determined, in part, by the slope7 (cf. Eq. 6.24).

The quadrature component therefore enables the resonant frequency to be measured with

high precision, yielding a sensitive magnetic-field strength measurement.

Generally speaking, if short-term magnetic-field measurements are to be performed, this

is typically best achieved by tuning the pump modulation frequency to the resonance condi-

tion by locating the zero-crossing of the quadrature component. Once this has been located,

the voltage fluctuations of this component are measured, and the resonance slope is used to

7The sensitivity of the magnetometer will therefore be, in part, determined by the resonance slope. It is
therefore paramount to ensure that the parameters of the experiment are set to their optimal configuration,
which corresponds to the optimal trade-off between resonance slope and resultant measurement noise. This is
discussed in further detail in Sec. 6.4.3.
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convert the voltage fluctuations to effective magnetic-field fluctuations. However, if one is to

perform long-term measurements, or measurements of ac magnetic fields with amplitudes

or frequencies which exceed the resonance bandwidth, it is beneficial to use a ‘resonance

locking’ technique.

6.1.3 Resonance Locking

As discussed in previous sections, rapid magnetic-field fluctuations (e.g. above 1 Hz) are

readily observed by tuning to the resonance condition, Ωm = 2ΩL, and measuring the zero-

crossing voltage fluctuations of the quadrature component of the lock-in amplifier output.

This works sufficiently well in the short term; however, over long timescales the dc value of

the magnetic field may wander significantly such that the resonance condition is no longer

met. In this circumstance, it is beneficial to implement a locking system which ensures that

the resonant optical pumping condition is always satisfied.

In the experiments detailed within this thesis, resonance locking has been achieved by

using the apparatus presented in Fig. 6.5. Rather than measuring the voltage noise of the

quadrature output directly, this signal is instead fed to a locking servomechanism. By set-

ting the locking point such that the quadrature component is zero, the pump-modulation

frequency is adjusted by feeding the locking-servo control signal to the signal generator that

provides the amplitude modulation for the pump beam. If the quadrature output drifts

away from zero, the error signal — defined as the difference between the desired set point

and the measured value — becomes non-zero. A proportional-integral controller computes

the control signal from this error signal, which is fed to the modulation port8 of the signal

generator and subsequently adjusts the modulation frequency in order to compensate for

the field change. When locked, rather than measuring the magnetic-field strength via volt-

age fluctuations of the quadrature component, the resonant modulation frequency is mea-

sured directly instead. This measurement technique has the added benefit of being intrinsi-

cally calibration-free, and hence does not require an experimentally determined calibration

slope in order to convert the magnetometer output into effective magnetic-field units.

6.2 Noise Characterisation

In order to assess the performance of a measurement device, it is necessary to characterise

both the magnitude of noise present within the system, as well as its temporal and/or fre-

quency dependence. Combined with the signal amplitude, the noise level determines the

signal-to-noise-ratio of the device and, subsequently, its performance.

There are two broad classes of techniques for characterising the noise of a device:

frequency-domain techniques, and time-domain techniques. Both of these classes of tech-

niques have advantages and disadvantages, and one can be more advantageous than the

other depending on the situation. Frequency-domain techniques are generally useful for de-

termining the frequency components present within the noise spectrum of a system, which

8The sensitivity of the modulation port can be set as required, but in most measurements is around 4 Hz/V.
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Figure 6.5: Key components of an NMOR resonance lock: AOM — acousto-optic modulator,
PD — photodetector, SC — servo controller, LIA — lock-in amplifier, CNT —
frequency counter, WP — Wollaston prism. The AM and FM labels indicate
amplitude modulation and frequency modulation, respectively.

is critical when attempting to isolate the origin of performance-limiting noise. On the other

hand, time-domain techniques are useful for determining the expected drift of the output

signal as a function of time.

This chapter introduces two of the main noise-characterisation techniques — one

frequency-domain technique, and one time-domain technique — that are used frequently

throughout this thesis. These techniques are the amplitude/power spectral density, and the

Allan deviation/variance, respectively. The Cramér-Rao lower bound and its application to

magnetometry is also discussed.

6.2.1 Amplitude and Power Spectral Density

The power spectral density is a frequency-domain measurement which quantifies the amount

of signal power contained in each frequency component within the signal of interest. Sim-

ilarly, the amplitude spectral density quantifies the amount of signal amplitude contained

in each frequency component. These are useful in the context of noise characterisation, as

they can be used to quantify both the magnitude and frequency dependence of noise present

within the system. The former is necessary when calculating the SNR — and by proxy, the

sensitivity — of the magnetometer (cf. Sec. 6.3.1), while the latter is specifically useful for lo-

cating any performance-limiting noise contributions via the fingerprint that their frequency

dependence provides (cf. App. H.3).

In practice, computing the amplitude/power spectral density of a signal requires an ex-
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Figure 6.6: Amplitude spectral density of the magnetometer noise floor (blue) calculated via
Welch’s method (cf. App. H.1.1.3), using a 26-h continuous measurement. All
performance-limiting technical noise sources discussed in Sec. 8 are presented
here, as well as fundamental noise sources: power-supply noise (green), shield
noise (grey), Johnson noise (purple), photon shot noise (red), and spin-projection
noise (orange). Note that the Johnson noise is low-pass filtered due to the band-
width of the magnetometer under the experimental conditions (cf. Sec. 6.6.2).

perimental measurement of the signal that has been sampled at a known frequency. Given

the known sample rate, the amplitude/power spectral density of the data can then be com-

puted using Fourier transforms via the methods discussed in Apps. G and H.1. An example

of an amplitude spectral density — which is the square root of the power spectral density

— for the magnetometer over a 26-h measurement is presented in Fig. 6.6.

6.2.2 Allan Deviation and Allan Variance

The Allan variance is a time-domain measurement which quantifies the variance in the

value of a signal as a function of integration time. Simply put, given two measurements

spaced apart by some period of time, the Allan variance determines the expected variance

(or spread) of these measurements. This essentially constitutes a stability measurement and,

in the context of magnetometry, this is useful for characterising the long-term performance

of the magnetometer.

In practice, the requirements for computing an Allan variance are the same as per the

power spectral density — an experimental measurement of the signal that has been sampled

at a known frequency. Given this information, the Allan variance can be computed using

the method discussed in App. H.2. An example of an Allan deviation — the square root of

the Allan variance — for the magnetometer over a 26-h measurement is shown in Fig. 6.7.
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Figure 6.7: Allan deviation of the magnetometer measured over a 26-h period (blue trace).
The Allan deviation increases monotonically, approximately in proportion to τ1

(black, dashed), for integration times τ & 10 s — indicative of long-term drift.

6.2.3 Cramér-Rao Lower Bound

The Cramér-Rao lower bound (CRLB) is extremely useful for estimating the lower bound on

the variance (and therefore standard deviation) of an unbiased estimator of a deterministic

parameter [315–318]. Simply put, for a given set of experimental parameters, the CRLB

estimates the maximum precision to which one can measure an unknown parameter —

subject to Gaussian white noise — in a finite measurement time. This can subsequently be

used as a noise metric in terms of calculating the absolute and/or fractional uncertainty of a

given measurand — for example, the Larmor frequency.

A derivation of the CRLB for a general signal s [n] is given in App. H.5. Of partic-

ular interest in the context of magnetometry, is the measurement of the frequency of a

sinusoid in the presence of Gaussian white noise. This is described mathematically as

s [n] = a cos (2πν∆tn + ϕ) + w [n]. As derived in App. H.5.3.2, the CRLBs in this case

are given by [315]

var (â) ≥ 2σ2

N
, (6.3)

var (ν̂) ≥ 24σ2

(2πa∆t)2 N (N2 − 1)
, (6.4)

var (ϕ̂) ≥ 4σ2 (2N − 1)
a2N (N + 1)

, (6.5)

where a is the sinusoidal amplitude, ν is the linear frequency, ∆t is the sample time of the
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signal, ϕ is an arbitrary phase offset, N is the total number of data points, and σ2 is the

variance of the Gaussian white noise w [n].
As discussed in Secs. 3.6 and 3.7, an NMOR magnetometer determines the local

magnetic-field strength by measuring a sinusoid with an angular frequency of 2πν = 2ΩL =

2γgB. By expanding the denominator of Eq. (6.4), and noting that N3 � N, the following

simplification can be made:

var (ν̂) & 12σ2

(2π)2 a2νBWT3
, (6.6)

where T = ∆tN is the measurement time, and νBW = (2∆t)−1 is the measurement band-

width (Nyquist frequency). In the case of white noise, Eq. (H.10) can be used to write

σ2 = SPSD (ν) νBW. Substituting this into Eq. (6.6), and converting into magnetic-field units,

results in the following standard deviation:

σB &
√

3SPSD (ν)

aγgT3/2 . (6.7)

Equation (6.7) is a rather profound result. It claims that for a dc magnetic field which

gives rise to a single-frequency sinusoidal signal, the uncertainty in the measured value of

the field scales with measurement time as T3/2.

6.3 Performance Metrics

Given that there are numerous different types of magnetometer — each with their own

characteristic advantages and disadvantages — it becomes necessary to use multiple per-

formance metrics in order to draw fair comparisons between them. This section aims to

introduce some of the main performance metrics, to then calculate these quantities for the

magnetometer described within this thesis, and subsequently make comparisons with state-

of-the-art devices found in the literature.

6.3.1 Absolute Sensitivity

The most commonly used measure of magnetometer performance is the absolute sensitvity.

That is, the minimum detectable magnetic field per unit bandwidth, denoted δB. This quan-

tity describes the amplitude spectral density (cf. Sec. H.1) of the magnetometer in magnetic

units and, for an NMOR magnetometer using linearly polarised light, is calculated from the

minimum detectable optical rotation per unit bandwidth, δφ, via [206] (cf. Sec. 6.4.2)

δB =
δφ

2Sγg
, (6.8)

where S is the slope of the resonance and γg is the ground-state gyromagnetic ratio. For the

F = 2 ground state of 87Rb — the ground state used in all of the measurements performed

throughout this thesis — the gyromagnetic ratio is given by γg/2π = 6.9958 GHz/T [229].
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The photon shot-noise-limited absolute sensitivity of the magnetometer detailed within

this thesis is 15 fTrms/
√

Hz [206] (cf. Sec. 6.4.2), which, at the time of writing, is the highest

demonstrated absolute sensitivity of an NMOR magnetometer [206]. For comparison, the

highest absolute sensitivity achieved by a SERF magnetometer (in a gradiometer configu-

ration) is 160 aTrms/
√

Hz [168], which is two orders of magnitude superior to the NMOR

magnetometer presented here. However; one of the trade-offs for this increase in abso-

lute sensitivity is a significant reduction in dynamic range. Spin-exchange relaxation-free

magnetometers must be operated in near-zero magnetic field (Bdc . 1 nT), which is at least
3–4 orders of magnitude less than the ambient fields permitted by the NMOR technique.

This necessitates the use of an ambient-field-normalised sensitivity, the fractional sensitivity,

which takes into account the difference in operational ambient fields.

6.3.2 Fractional Sensitivity

As alluded to in Sec 6.3.1, absolute sensitivity is not necessarily the best measure of perfor-

mance. In many applications, sensitive measurements of magnetic fields must be performed

within large ambient dc fields, which prevents the use of magnetometers that are restricted

to operating in near-zero ambient fields (e.g. SERF magnetometers). For this reason, it is

useful to define a fractional sensitivity, which normalises the absolute sensitivity by the am-

bient field strength. The mathematical definition of the fractional sensitivity is therefore

given by

δBfrac =
√

2
(

δB
Bdc

)
, (6.9)

where the factor of
√

2 converts the magnetic sensitivity from root mean square (rms) to

amplitude, in order to be compared with the dc field Bdc. The magnetometer described in

this thesis achieves fractional sensitivity of δBfrac = 9 ppb/
√

Hz in an ambient field of Bdc =

2.5µT [206]. At the time of writing, this is the highest demonstrated fractional sensitivity

for a room-temperature optical magnetometer of any kind. For comparison, this fractional

sensitivity is about 2 orders of magnitude superior to state-of-the-art SERF magnetometers

which generally operate in dc fields of Bdc . 1 nT.

6.3.3 Spatiotemporal Resolution

In situations where spatial resolution is important (e.g. magnetic resonance imaging), it is

necessary to normalise the absolute sensitivity by the active measurement volume, in or-

der to quantify the spatiotemporal resolution of the device. The sensitivity per spatiotem-

poral bandwidth is given by δB
√

V [153,319], where δB is the absolute sensitivity and V
is the active measurement volume. There is some ambiguity here as to whether to use

the volume of the cell, or the active measurement volume defined by the probe beam.

For the NMOR magnetometer detailed within this thesis, the spatiotemporal resolution is

δB
√

Vcell = 106 fT cm3/2/
√

Hz using the volume of the cell, whereas using the active mea-

surement volume defined by the probe beam yields δB
√

Vprobe = 4 fT cm3/2/
√

Hz.
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Given that NMOR magnetometers conventionally use room-temperature alkali vapour

which has a low optical depth, one must typically either multipass the probe beam, or use

a cell with a relatively long path length in order to achieve high absolute sensitivity. The

latter of these two solutions, unfortunately, reduces the spatiotemporal resolution. In the

literature, the optical magnetometers which frequently achieve high spatiotemporal reso-

lution are SERF magnetometers and diamond magnetometers. Spin-exchange relaxation-

free magnetometers require high vapour temperatures (∼150◦C) in order to suppress spin-

exchange collisions (cf. Sec. 2.2.3), which results in large optical depth and therefore permits

small measurement volumes. On the other hand, diamond magnetometers — despite their

comparatively poor absolute sensitivities — have extremely small measurement volumes of

around (13× 200× 2000)µm3 [73]. For these reasons, SERF magnetometers have demon-

strated spatiotemporal sensitivities of around 0.1 fT cm3/2/
√

Hz [168,169], while diamond

magnetometers have demonstrated 34.2 fT cm3/2/
√

Hz [73] — with a projected quantum

limit of 22 aT cm3/2/
√

Hz [73].

6.3.4 Energy Resolution

Building upon the concept of spatiotemporal resolution, it is also possible to quantify the

energy resolution of the device. This idea was first proposed in Ref. [320], in which the

energy per unit bandwidth is defined by [169,319,321]

ER =

(
δB
√

V
)2

2µ0
, (6.10)

where δB
√

V is the minimum detectable magnetic field per unit spatiotemporal bandwidth,

and µ0 is the vacuum permeability. Again, there is some ambiguity as to which volume to

use here: the volume of the cell, or the active measurement volume defined by the probe

beam. For the NMOR magnetometer described in this thesis, the energy resolution calcu-

lated using the volume of the cell is ER = 4.27 × 107h̄, while the same calculation using

the active measurement volume yields ER = 6× 104h̄. Since the energy resolution scales

linearly with the measurement volume, and quadratically with the absolute sensitivity, it

should come as no surprise that SERF magnetometers achieve the highest energy resolution

out of any optical magnetometer. The best reported result in the literature is ER = 44h̄ [168],

which was achieved through an absolute sensitivity of 160 aTrms/
√

Hz in an active mea-

surement volume of 0.45 cm3 [168].

6.4 Fundamental Sensitivity and Parameter Optimisation

When performing magnetometry using an optical magnetometer, there are fundamental

noise sources which limit the sensitivity. These fundamental noise sources can be split into

two categories: classical noise and quantum noise. Generally, one will optimise various

experimental parameters in order to minimise the contribution from both of these sources.
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Figure 6.8: Illustration of Larmor precession in the plane orthogonal to the magnetic-field
direction, due to the torque τ = µ× B exerted on the magnetic dipole moment
µ by the magnetic field B. The transverse angle spanned in a time dt is given by
dϕ = ΩLdt, where ΩL is the Larmor frequency.

This section aims to describe the two main fundamental noise sources, and how they can be

minimised through optimisation of experimental parameters.

6.4.1 Standard Quantum Limit

When measuring magnetic fields using atoms, quantum mechanics sets the ultimate limit

on the sensitivity that can be achieved. One of the quantum sensitivity limits for an opti-

cal magnetometer is spin-projection noise9, which arises from the fact that spin projections

along different axes do not commute.

In order to derive a quantitative expression for the standard quantum limit due to spin-

projection noise, consider an atomic ensemble which has been optically pumped into a fully

spin-polarised state along the x̂ direction (i.e. 〈Fx〉 = F). If there is a magnetic field aligned

along ŷ, i.e. B = Byŷ, then the magnetic field will exert a torque on the magnetic moment

of the atom, which subsequently causes the spin to precess about the field in the xz-plane10

9Spin-projection noise is also commonly referred to as atomic shot noise, due to its analogue with classical
photon or electron shot noise

10The torque exerted on the magnetic moment by a magnetic field is given by τ = µ× B. Given the non-zero
total torque applied to the system, the system’s total angular momentum F must change in accordance with
dF/dt = τ. Since the magnetic moment is related to the total angular momentum by µ = γgF, the equation of
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(cf. Fig. 6.8). In a scalar atomic magnetometer, e.g. an NMOR magnetometer, the Larmor

frequency is best measured by finding the frequency of an oscillating 〈Fz〉 component [150].

One therefore measures the component of the spin perpendicular to the direction of the

magnetic field.

Given a fully polarised spin state with 〈Fx〉 = F, the spin wavefunction |ψ〉 with quan-

tisation along ẑ can be found by rotating the spin state by π/2 around the y-axis using

Wigner’s (small) d-function (cf. App. M.2) [150]:

|ψ〉 =
F

∑
mF=−F

d(F)
mF ,F

(π

2

)
|F, F〉 . (6.11)

Using Wigner’s formula given by Eq. (M.4), this simplifies to [150]

|ψ〉 =
F

∑
mF=−F

F−mF

∑
n=F−mF

( √
(2F)! (F−mF)! (F + mF)!

(2F− n)! (F−mF − n)!n! (mF + n− F)!

)
(−1)3n+mF−F

2F |F, mF〉

=
F

∑
mF=−F

(√
(2F)!

(F + mF)! (F−mF)!

)
(−1)F−mF

2F |F, mF〉 .

(6.12)

In a measurement of Fz, the probability of obtaining each value of mF is proportional to[
d(F)

mF ,F (π/2)
]2

[150], such that the standard deviation of many measurements on different

atoms will then be given by [150]

δFz =
√

var (Fz) =

√√√√ F

∑
mF=−F

mF2
[
d(F)

mF ,F

(π

2

)]2
=

√
F
2

. (6.13)

The uncertainty in the transverse spin projection, σFz , gives rise to an uncertainty in

both the tranverse polarisation, σPz = σFz /F, and the azimuthal phase σϕ = σPz . If N
uncorrelated measurements of the phase ϕ are performed, the uncertainty σϕ is decreased

by a factor of
√

N (cf. Eq. H.28), yielding the following:

σϕ =
1√

2FN
. (6.14)

The azimuthal phase is the ‘Larmor phase’, as it is the precession angle of the spin during

coherent evolution time T:

ϕ =

� T

0
ΩL (t)dt = γg

� T

0
B (t)dt , (6.15)

where γg is the gyromagnetic ratio. Assuming that the field is static (i.e. dΩL/dt = dB/dt =
0), then Eq. (6.15) simplifies to ϕ = ΩLT = γgBT. Using this relation, the magnetic-field

uncertainty σB for a single coherent evolution during time T is given by

motion becomes dµ/dt = γgµ× B [322]. The change in magnetic moment is therefore orthogonal to the magnetic
field, and hence Larmor precession occurs in the plane perpendicular to the applied field as shown in Fig. 6.8.
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Figure 6.9: Illustration of performing M repeated uncorrelated measurements of length T of
the coherent evolution (Larmor precession), over an integration time of τ with a
duty cycle D.

σB =
σϕ

γgT
=

1
γgT
√

2FN
. (6.16)

Equation (6.16) describes the magnetic-field uncertainty in a single-shot measurement

using N atoms. However, for M repeated uncorrelated measurements of the coherent evo-

lution, the standard deviation (i.e. the uncertainty) decreases by a factor of
√

M (cf. App.

H.2.2, specifically Eq. H.28). For an integration time τ, and a single-shot measurement

time of Tshot, the number of possible repeated measurements is M = τ/Tshot (cf. Fig.

6.9). The single-shot measurement time depends upon the measurement duty cycle, D, via

Tshot = T/D. Substituting these expressions into Eq. (6.16) yields

σB =
1

γg
√

2FNDτT
. (6.17)

Now, assuming that the measurement has zero dead time (i.e. D = T/Tshot = 1), and after

dividing by the square root of the measurement bandwidth
√

νBW = (2τ)−1/2, we obtain

the expression for the minimum detectable magnetic field per unit bandwidth due to spin-

projection noise:

δBSQL =
1

γg
√

FNT2
, (6.18)

where we have made the substitution T → T2, where T2 is the transverse spin-relaxation

time. Equation (6.18) is known as the ‘standard quantum limit’ due to spin-projection noise.

For a 87Rb vapour at 296 K (23◦C), the expected number density using Eq. (3.5) is nv =

1.04× 1016 atoms/m3. For a probe volume of 70 mm3, this corresponds to N = 7.38× 108

atoms. For the F = 2 ground state, the gyromagnetic ratio is γg/2π = 6.9958 GHz/T [229].
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Combining all of this with a transverse spin-relaxation time of T2 = 36.5 ms, yields a spin-

projection noise of δBSQL = 3.1 fTrms/
√

Hz, which is less than a factor of 5 below the demon-

strated photon shot-noise limit of 15 fTrms/
√

Hz [206].

The spin-projection noise derived above is referred to as the standard quantum limit, as it

defines the maximum absolute sensitivity achievable under ‘standard’ conditions. However,

by using some quantum trickery which exploits the Heisenberg uncertainty principle, it is
possible to surpass the standard quantum limit. This is achieved by using squeezed light,

in which case δFz ≤
√

F/2N and hence δB ≤ δBSQL. In the literature, magnetometers

based on NMOR have demonstrated sensitivity enhancements on the order of 2–5 dB using

polarisation-squeezed light [323–325].

6.4.2 Classical Limit

Although spin-projection noise sets the ultimate quantum limit of the sensitivity of an atomic

magnetometer, the demonstrated sensitivity of most atomic magnetometers is typically lim-

ited by classical noise. For optical atomic magnetometers, this classical limit is due to photon

shot noise.

Generally speaking, the sensitivity of magnetic field measurements, δB, using an optical

magnetometer, is given by [150]

δB =

(
dφ

dB

)−1

δφ , (6.19)

where φ is the optical-rotation angle, and δφ is the sensitivity of the rotation of the light po-

larisation. When performing magnetic field measurements using NMOR signals observed

in the modulation-frequency domain (i.e. phase-sensitive detection via a lock-in amplifier),

Eq. (6.19) becomes

δB =

(
dφ

dΩm

dΩm

dB

)−1

δφ , (6.20)

where Ωm is the modulation frequency. When using linearly polarised light to generate

ground-state coherence between Zeeman sublevels with |∆mF| = 2, the resonance condition

is satisfied when Ωm = 2ΩL, and hence

dΩm

dB
= 2

dΩL

dB
=

2gFµB

h̄
, (6.21)

where gF is the Landé g-factor, µB is the Bohr magneton, and h̄ is the reduced Planck con-

stant. The sensitivity of the optical rotation measurements in the modulation-frequency

domain is given by the slope, S , of the quadrature component of the resonance near the

zero-crossing:

S = lim
Ωm→2ΩL

dφ

dΩm
=

2A
Γ

, (6.22)

where A is the amplitude of the resonance, and Γ is the resonance width (FWHM). Substi-
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tuting Eqs. (6.21) and (6.22) into Eq. (6.20) yields the following formula for the sensitivity of

the magnetic field measurements using NMOR:

δB =
Γh̄

4AgFµB
δφ . (6.23)

Further simplification can be made by noting that Eq. (6.23) contains terms which constitute

the gyromagnetic ratio, γg = gFµB/h̄. After making this substitution, Eq. (6.23) simplifies

to [206]

δB =
δφ

2Sγg
. (6.24)

When using an optical magnetometer, the fundamental (classical) limit of the optical-

rotation noise, δφ, is set by photon shot noise. For a beam of photons with time-averaged

power P, the power spectral density as measured at the photodetector is given by SPSD (ν) =

2hνPη (ν), where hν is the energy per photon, and η (ν) is the quantum efficiency of the

photodiode. Given equal detected powers, P, on each photodetector in the balanced po-

larimeter, the optical-rotation noise per unit bandwidth is given by [206]

δφ ≈ 1
2

√
hν

η (ν) P
. (6.25)

For the work detailed in this thesis, the optical-rotation noise per unit bandwidth, due

to photon shot noise, was δφ = 0.24µradrms/
√

Hz. Combined with a resonance slope of

2πS = 1.13 mrad/Hz — which in magnetic units is equivalent to 2Sγg = 15.78 mrad/nT

— this optical-rotation noise corresponds to an effective magnetic noise per unit bandwidth

of 15 fTrms/
√

Hz [206].

6.4.3 Parameter Optimisation

Optimisation is one of the most important aspects of building a highly sensitive optical

magnetometer as there are a multitude of experimental parameters and, if they are not all

set to their optimal value, the performance of the magnetometer can be relatively poor.

By inspection of Eq. (6.24), it is clear that the magnetic noise is inversely proportional

to the slope S of the quadrature component of the resonance, and directly proportional to

the optical-rotation noise δφ. It is therefore apparent that, in order to achieve high sensi-

tivity, one must maximise the resonance slope whilst simultaneously minimising the optical-

rotation noise11. Generally speaking, the resonance slope has a complicated dependence on

a myriad of experimental parameters. Some of these parameters are either difficult or infea-

sible to change and, for all intents and purposes, must be considered fixed. However, some

parameters are readily changed in real time, and can be optimised with relative ease.

In order to optimise any experimental parameter P , one will measure a resonance profile

11It should be noted that some of the experimental parameters which affect S also affect δφ. Therefore, there
is quite often a trade-off between multiple experimental parameters, which results in an optimal configuration
in which the sensitivity is maximised.
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at each value of the parameter in question, calculate the resonance slope S (P), measure the

optical-rotation noise δφ (P), and subsequently determine the magnetic noise δB (P). The

optimal configuration for that particular parameter can then be located, which corresponds

to the maximum in sensitivity — i.e. the optimal value(s) of P is arg minP δB (P). Note

however that many of the experimental parameters may not be entirely orthogonal, and

hence a multi-dimensional parameter space must be mapped out in order to find the global
maximum in sensitivity.

In this work, two of the major parameters to explore in terms of importance were the

optical powers of the pump and probe beams incident on the vapour cell. As the name

suggests, nonlinear magneto-optical rotation is highly nonlinear in the optical power used

to both pump and probe the atoms. In order to optimise the optical powers, one will typi-

cally measure a resonance signal in the modulation-frequency domain (i.e. the in-phase and

quadrature components of a lock-in amplifier) as a function of both pump and probe pow-

ers. By using least-squares fitting with complex-Lorentzian profiles, it is possible to extract

the amplitude, width and slope of the resonances. The photon shot noise δφ is then mea-

sured for each probe power, from which a shot-noise-limited sensitivity can be calculated

using Eq. (6.24) and the resonance slope at each point.

By mapping out the resonance profile as a function of optical powers four contour plots

can be created, one of which will reveal the optimal optical power configuration that pro-

duces the highest shot-noise-limited performance. An example of optical-power optimisa-

tion can be seen in Fig. 6.10, and is described in further detail in both Ch. 10 and Ref. [206].

Note that the optical-power optimisation will need to be performed whenever other impor-

tant parameters are changed significantly (e.g. magnetic-field strength or atomic number

density).

6.5 Technical Noise

In addition to the fundamental noise sources discussed in Sec. 6.4 — photon shot noise

and spin-projection noise — there are also a myriad of technical noise sources that can limit

the performance of an optical magnetometer. In fact, all magnetometers will be limited by

technical noise over some range of Fourier frequencies. Due to the typical ν−α (for α > 0)

power-law frequency-dependence of most technical noise sources, this will generally occur

at low Fourier frequencies.

Many technical noise sources do not produce real magnetic noise — i.e. fluctuations in

the local magnetic-field strength — but rather, they produce fictitious magnetic noise. That

is, fluctuations in the magnetometer output which appear indistinguishable from real fluc-

tuations in the measured magnetic-field strength, but do not necessarily correlate with any

variation of the field. Given the fact that fictitious magnetic noise and real magnetic noise

are indistinguishable from each other, they are both equally as important when attempting to

improve the performance of the magnetometer.
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Figure 6.10: Optimisation contour plots of the resonance parameters and subsequent sensi-
tivity of the magnetometer as a function of pump and probe optical powers.

Characterisation of technical noise sources can quite often be an arduous task, but gen-

erally involves the same step-by-step process. The initial step typically involves measuring

a calibration slope. This is achieved by modulating an experimental parameter, and mea-

suring the response of the magnetometer to this modulation. In doing so, a calibration

slope is obtained, which enables fluctuations in the parameter to be mapped to an ‘effec-

tive magnetic noise’. Once the calibration slope has been obtained, the stability of the ex-

perimental parameter in question is measured directly, and characterised using either an

amplitude/power spectral density or Allan deviation/variance (cf. Apps. H.1 and H.2, re-

spectively). The measured fluctuations of the experimental parameter are then scaled by the

calibration slope, revealing its equivalent magnetic noise. If the equivalent magnetic noise

for the parameter matches the magnetic noise floor measured by the magnetometer, and

it is above both of the fundamental limits discussed in Sec. 6.4, then the instability of this

parameter is a limitation of the magnetometer and its influence must somehow be reduced

in order to improve performance. However, if the equivalent magnetic noise is below the

observed detector noise floor, then it is not a limitation at present.
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Although there are only two fundamental noise sources for an NMOR magnetometer,

there are a vast number of technical noise sources. Many of these noise sources have been

measured and quantified for the magnetometer described within this thesis. A detailed

discussion of technical noise sources, and their impact on the performance of the magne-

tometer, is presented in Ch. 8.

6.6 Bandwidth

This section discusses the bandwidth limitations of the magnetometer, in terms of both am-

plitude and frequency response, when performing conventional phase-sensitive detection

of a synchronously optically pumped resonance in the modulation-frequency domain. A

resonance-locking technique, which overcomes these two limitations, is also described. An-

other techniques to overcome these limitations relies on performing measurements in the

temporal domain, and is discussed in further detail in Ch. 7.

6.6.1 Amplitude Response

In a conventional phase-sensitive detection measurement, a lock-in amplifier is used to

demodulate the optical-rotation signal at the pump-modulation frequency (cf. Sec. 4.11,

Sec. 6.1.2 and App. K). When synchronously optically pumping, the system behaves as a

damped driven harmonic oscillator, and therefore exhibits a resonant response which has a

finite width (FWHM) Γ that is inversely proportional to the tranverse spin-relaxation time

T2. This width can be converted to magnetic units, ΓB, via ΓB = Γ/2γg, where γg is the

ground-state gyromagnetic ratio. If the magnetic-field is changed by more than ±ΓB/2

— whether due to long-term drift or rapid sinusoidal (or otherwise) modulation — it is

no longer possible to measure the field change12. This restricts the amplitude response to

|∆B| < ΓB/2 = Γ/4γg ≈ 0.5 nT for the magnetometer described in this thesis under condi-

tions optimised for high sensitivity (cf. Ch. 10). When measuring in this fashion, the longer

the transverse spin-relaxation time, the smaller the amplitude response.

6.6.2 Frequency Response

Given that Larmor precession has no inertia [150,238], one might naively conclude that, pro-

vided the amplitude of the modulation is less than half the resonance width, the frequency-

response bandwidth should be limited only by electronics. However, since the dc magnetic-

field strength gives rise to a sinusoid at an angular frequency 2ΩL, a sinusoidal modulation

of the field gives rise to sinusoidal modulation of the carrier frequency. As discussed in fur-

ther detail in Sec. 7, this sinusoidal modulation gives rise to sidebands around the central

carrier frequency ωc = 2ΩL, appearing at ω = ωc + nωm for n ∈ Z \ {0}, where ωm is the

angular modulation frequency. The first-order sidebands therefore appear at ω = ωc ±ωm,

and hence the signal of interest (i.e. the modulation) appears offset from the resonance peak.
12In fact, the FWHM ΓB is not linear over the entire range, and hence the quantitatively measurable magnetic-

field deviation is actually much less than this.
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Figure 6.11: Left: Illustration depicting the first-order sideband positions on the complex-
Lorentzian resonance as the modulation frequency is increased. Right: Transfer
function of the sideband amplitude calculated using Eq. (6.26). The dashed
grey lines indicate the −3 dB bandwidth, which occurs at a modulation fre-
quency of ωm = Γ/2, where Γ is the resonance FWHM.

The lineshape of the resonance is well-approximated by a complex-Lorentzian profile,

and is given by Eq. (6.2). The magnitude of the resonance is given by the quadrature sum of

its real and imaginary components — the in-phase and quadrature components, respectively

— which, after algebraic manipulation, simplifies to

|Lc (ω−ω0)| =
A√

1 + 4
(ω−ω0

Γ

)2
. (6.26)

Equation (6.26) has the form of a first-order Butterworth filter, with a bandwidth given by

Γ/2, the resonance HWHM. This means that, regardless of the modulation amplitude, the

sideband maps out the complex-Lorentzian lineshape as the modulation frequency is in-

creased (cf. Fig. 6.11). The frequency response is therefore limited to a bandwidth given

by the resonance HWHM. Since the width of the resonance is inversely proportional to the

transverse spin-relaxation time, there is a trade-off between sensitivity and bandwidth — at

least when performing conventional phase-sensitive detection of a modulated resonance.

If additional bandwidth is required, and sensitivity is not of immediate concern, this can

be achieved through the use of spin-decoherence mechanisms. By intentionally reducing

the transverse spin-relaxation time, T2, the resonance width is broadened and the band-

width is subsequently increased. Examples of spin-decoherence mechanisms include gradi-

ent broadening [234] (cf. Sec. 5.4), power broadening [150,199,201,238] (cf. Sec. 3.2.2) and

spin-exchange broadening [240] (cf. Sec. 5.2.2.1). In fact, by heating the atomic vapour to
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Figure 6.12: Diagram of the three-stage process in the NMOR resonance lock. The pump-
modulation frequency is initially tuned and locked to the resonance condition
Ωm = 2ΩL. Any subsequent change in magnetic-field strength shifts the res-
onant frequency, causing a change in the measured optical-rotation amplitude.
An error signal is created from the change in optical-rotation amplitude, which
is used to adjust the modulation-frequency back to the resonance condition.

induce spin-exchange broadening, the magnetometer bandwidth can be increased without

significant reduction in sensitivity due to the corresponding increase in optical depth [240]

— though there will be a plateau (and possible turning point) at which further increases in

optical depth do not yield improvements to (or actually decrease) the sensitivity.

6.6.3 Resonance Locking

The resonance-locking technique described in Sec. 6.1.3 can overcome both of the afore-

mentioned limitations — namely the amplitude and frequency response — by using active

feedback to ensure that the pump-modulation frequency (and therefore demodulation fre-

quency) is always centred on resonance [326]. If the magnetic-field strength deviates from its

initial value, a voltage offset is generated in the quadrature output of the lock-in amplifier.

This voltage offset results in a non-zero error signal, from which the locking servo generates

a control signal that is fed back to the signal generator which controls the pump-modulation

frequency. The signal generator subsequently adjusts the modulation frequency in order to

return the quadrature output back to zero voltage (i.e. the resonance condition Ωm = 2ΩL).

The result is that, rather than the pump-modulation frequency sitting passively in one po-

sition and measuring reduced optical-rotation amplitude, the modulation frequency tracks

the magnetic-field resonance. This is shown diagrammatically in Fig. 6.12. When using

the resonance-locking technique, rather than measuring voltage fluctuations, the modula-

tion frequency is measured instead. This has the added benefit of being a calibration-free

technique, as the magnetometer output no longer requires scaling by the resonance slope.
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The amplitude and frequency response when using the resonance-locking technique are,

in principle, limited only by the locking servomechanism; with previous results demonstrat-

ing a frequency-response bandwidth ofO (100 kHz) [326]. However, it should be noted that,

due to the reasons described in Sec. 6.6.2, the SNR of this technique decreases linearly with

increasing frequency. Therefore, the magnetic sensitivity scales as ω−1.

Another technique that can extend the frequency response of atomic magnetometers is

so-called ’self-oscillation’ [327–330]. This technique is essentially the same as resonance lock-

ing — insomuch as they both lock the pump-modulation frequency to the resonance condi-

tion — however, self-oscillation involves directly feeding the output-signal frequency back to

the input pump-modulation frequency [327–330]. In this way, there is no need for a lock-in

amplifier or locking servomechanism, and the system will ’self-oscillate’ [327–330]. Pro-

vided sufficient amplification, the oscillation builds up spontaneously upon being seeded

by noise [330]. Previous results using the self-oscillation technique have demonstrated

frequency-response bandwidths of O (1 kHz) [328–330].

6.6.4 Instantaneous-Phase Retrieval

An alternative technique for measuring high-frequency ac magnetic fields, which relies on

observing the instantaneous phase of a freely precessing atomic polarisation, is known as

’instantaneous-phase retrieval’ [326,331,332]. This technique has been shown to be able to

measure ac magnetic fields with amplitudes and frequencies more than two and three or-

ders of magnitude greater than is permissible using conventional phase-sensitive detection

techniques [326,331,332], respectively. This novel technique is discussed in detail in Ch. 7,

with the results of the technique demonstrated in Ch. 11 and Ref. [331].



Chapter 7

High-Bandwidth Magnetometry via
Instantaneous-Phase Retrieval

The amplitude and frequency-response limitations described in Sec. 6.6 arise due to syn-

chronous optical pumping at the resonance condition Ωm = 2ΩL. Under these conditions

the system behaves as a damped, driven harmonic oscillator, with a narrow response band-

width centred around the resonance condition. Typical exquisitely sensitive magnetometers

exhibit extremely narrow resonances [236] (due to long transverse spin-relaxation times), and

will therefore exhibit severely restricted amplitude and frequency response when operated

in this manner. Improvements to the response bandwidth can be achieved by intention-

ally degrading the ground-state coherence via spin-decoherence mechanisms (e.g. power–

[150,199,201,238], spin-exchange– [240], or gradient broadening [234]); though this comes at

the expense of sensitivity.

One pathway to measuring high-frequency ac magnetic fields using optical magnetome-

ters, is by tuning the dc magnetic-field strength such that the ground-state Zeeman splitting

is equal to the frequency of the ac magnetic field of inerest (cf. Sec. 2.2.6). By doing so, it

is possible to measure high-frequency magnetic fields with high sensitivity. These devices

are known as radio-frequency optical atomic magnetometers (rf OAMs) [85,88–94,209–217].

Unfortunately however, these devices also suffer from a narrow response bandwidth, and

are therefore only suitable when the signal has narrowband spectral content, and is at a

frequency which is known a priori. Moreover, these devices require amplitude calibration

through a convoluted process which involves artificial broadening of the magneto-optical

resonance [212]. Again, improvements to the response bandwidth of these devices can be

achieved through intentional spin-decoherence mechanisms at the cost of sensitivity.

However, by instead allowing the atomic ensemble to undergo free-induction decay and

monitoring the instantaneous phase of the Larmor precession, it is possible to perform sen-

sitive magnetometry with exceedingly large amplitude and frequency response, without in-

tentionally degrading the ground-state coherence time. This chapter describes, in detail,

the application of instantaneous-phase retrieval to sensitive magnetometry. Explicit topics

discussed in this chapter include: the theory of frequency modulation, Bessel functions, the

Hilbert transform, and the instantaneous phase and its numerical computation. Limitations

of this technique are also discussed, with quantitative bounds derived for both the ampli-

tude and frequency response.

119
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7.1 Frequency Modulation and Bessel Functions

As has been well established throughout this thesis, an NMOR magnetometer works by

measuring the sinusoidal modulation of the plane of polarisation of a linearly polarised

probe beam, at a ‘carrier’ frequency νc equal to twice the Larmor frequency (i.e. 2πνc =

2ΩL). The measurement of this frequency is then used to infer the volume average of the

magnetic-field strength, Bdc, within the atomic vapour. However, if the magnetic field has

an ac component, i.e. B (t) = Bdc + ∆B (t), the optical-rotation signal takes the form of a

frequency-modulated sinusoid. In general, the frequency-modulated optical-rotation signal

is given by

φ (t) = ac cos
(

2π

� t

0
νI (τ)dτ + ϕc

)
= ac cos

(
2π

� t

0
[νc + δνxm (τ)]dτ + ϕc

)
= ac cos

(
2πνct + 2πδν

� t

0
xm (τ)dτ + ϕc

)
,

(7.1)

where ac is the carrier amplitude, νI (τ) is the ‘instantaneous frequency’, νc is the carrier

frequency, δν is the frequency deviation, xm (τ) is the modulation waveform, and ϕc is

an arbitrary phase offset of the carrier. In the case of sinusoidal modulation xm (τ) =

cos (2πνmτ + ϕm) for some modulation frequency νm and phase offset ϕm, and hence the

optical-rotation signal becomes

φ (t) = ac cos (2πνct + β sin [2πνmt + ϕm] + ϕc) , (7.2)

where β = δν/νm is the modulation index. Using trigonometric and Bessel identities1, it is

possible to show that Eq. (7.2) can be written in the ‘Jacobi-Anger expansion’ [333]:

ac cos (2πνct + β sin [2πνmt + ϕm] + ϕc) = ac

∞

∑
n=−∞

Jn (β) cos (2π [νc + nνm] t + ϕc + nϕm) ,

(7.6)

where Jn (β) is the nth-order Bessel function of the first kind, evaluated at the modulation

index β. Equation (7.6) shows that sinusoidal frequency modulation of a sinusoidal carrier

signal gives rise to an infinite series of sidebands in the frequency domain, each spaced from

the carrier frequency by integer multiples of the modulation frequency, and with amplitudes

an = ac Jn (β). The implication of this result is that, when measuring ac magnetic fields using

1The Bessel-function identities required to derive the Jacobi-Anger expansion from Eq. (7.2) are

cos (z sin θ) = J0 (z) + 2
∞

∑
k=1

J2k (z) cos (2kθ) , (7.3)

sin (z sin θ) = 2
∞

∑
k=0

J2k+1 (z) sin ([2k + 1] θ) , (7.4)

J−n (z) = (−1)n Jn (z) . (7.5)
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an NMOR magnetometer in the temporal domain, the measured signal corresponding to the

ac field will be spread among a large number of sidebands2. In order to calculate the true

amplitude of the ac field in the Fourier-frequency domain, one must therefore compute the

frequency deviation via the inverse Bessel function using numerical methods:

an = ac Jn (β)

⇒ δν = νm J−1
(

an

ac

)
.

(7.7)

However, if it is possible to measure the ‘instantaneous phase’ of the signal, ϕI (t) = 2πνct+
β sin (2πνmt + ϕm) + ϕc, then the amplitude of the sinusoidal modulation can be measured

directly without undoing any Bessel-function attenuation.

7.2 Instantaneous Phase and the Hilbert Transform

Extracting the instantaneous phase from a signal requires that its quadrature component

— the version of the signal which is out-of-phase by 90◦ with respect to the original —

is known. For a simple signal with a known closed form, the quadrature component is

generally also known. An example of this is a simple trigonometric function, sin (x), the

quadrature of which is given by−cos (x). However, for arbitrarily complicated signals with

no closed form — e.g. experimentally measured signals — the quadrature component is

generally non-trivial and a closed-form solution may not be permissible. In this case, the

quadrature signal can be obtained numerically by shifting each Fourier component by 90◦;

a task which is accomplished through the use of the Hilbert transform.

Given a real-valued function x (t), the analytic representation of this function can be con-

structed from its quadrature component y (t). That is, a function xa (t) = x (t) + iy (t) sat-

isfying the Cauchy-Riemann equations can be found, where y (t) = H{x (t)} is the Hilbert

transform of x (t), and where the Hilbert transform is defined as the convolution of (πt)−1

with the signal x (t):

H{x (t)} = 1
πt
∗ x (t)

=
1
π

p.v.
� ∞

−∞

x (τ)
t− τ

dτ ,
(7.8)

where p.v. denotes the Cauchy principal value3. Although the Hilbert transform may appear

somewhat abstract by its definition, it has a simple effect; it imparts a 90◦ phase shift to every

2In principle, the signal will be spread amongst an infinite number of sidebands. However; due to the Bessel-
function scaling of the sideband amplitudes, only a small number of sidebands will contain non-negligible signal
power.

3The Cauchy principal value of the integral must be computed because the function (πt)−1 is not integrable
— due to the first-order pole at t = 0 — and hence the integral defining the Hilbert transform does not necessarily
converge. Recall that for a singularity of the function f (x) at the point x = a, the Cauchy principal value is
defined by

p.v.
� ∞

−∞
f (x)dx = lim

ε→0+

[� a−ε

−∞
f (x)dx +

� ∞

a+ε
f (x)dx

]
. (7.9)
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Fourier component of the function x (t). This can be seen explicitly through the use of the

convolution theorem for Fourier transforms4, which results in the spectrum of the Hilbert

transform being given by

F {H {x (t)}} = F

{
1

πt

}
F {x (t)}

= −isgn (ω)F {x (t)}

=


e

iπ
2 F {x (t)} for ω < 0 ,

0 for ω = 0 ,

e−
iπ
2 F {x (t)} for ω > 0 .

(7.11)

Therefore, negative frequency components of x (t) are shifted by +90◦, while positive fre-

quency components are shifted by −90◦. After constructing the analytic representation of

the signal, xa (t) = x (t) + iH{x (t)}, it can then be written in polar form via Euler’s for-

mula5:

xa (t) = a (t) eiϕI(t) , (7.13)

where a (t) is the time-dependent amplitude of the signal, and ϕI (t) is the instantaneous

phase, which are given explicitly by

a (t) =
√
[x (t)]2 + [H{x (t)}]2 , (7.14)

ϕI (t) = arg [x (t) + iH{x (t)}] . (7.15)

Equation (7.15) reveals a method by which to calculate the instantaneous phase ϕI (t) of

the signal x (t) using the Hilbert transform. This can be demonstrated explicitly by consid-

ering the case of a simple sinusoid, i.e. x (t) = sin (2πνct + ϕc), in which case the instanta-

neous phase is given by

ϕI (t) = arctan
(−sgn (2πνc) cos (2πνct + ϕc)

sin (2πνct + ϕc)

)
= − arctan [cot (2πνct + ϕc)] .

(7.16)

Provided that the quadrant in which the point (cos (2πνct + ϕc) , sin (2πνct + ϕc)) lies is

taken into account when the arctangent is calculated, Eq. (7.16) simplifies to ϕI (t) = 2πνct+

4Given two functions f (x) and g (x), the Fourier transform of the convolution f (x) ∗ g (x) is given by the
product of the Fourier transforms of f (x) and g (x). Mathematically, the convolution theorem is given by

F { f (x) ∗ g (x)} = F { f (x)}F {g (x)} . (7.10)

5Recall that Euler’s formula is the fundamental relationship between trigonometric functions and the com-
plex exponential function:

eix = cos (x) + i sin (x) . (7.12)
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ϕc−π/2, with the caveat that the phase is wrapped — i.e. that it is constrained to its principal

value ϕI (t) ∈ (−π , π]. However, provided that the SNR is sufficiently high, it is possible

to unwrap the phase (i.e. by removing the discontinuities) using simple post-processing

techniques, such that the phase is a continuous function of time. By extension, for a sinu-

soidally modulated oscillatory signal at a frequency νm, the instantaneous phase becomes

ϕI (t) = 2πνct + β sin (2πνmt + ϕm) + ϕc − π/2.

7.3 Instantaneous Frequency and Signal-to-Noise Ratio

Once the instantaneous phase has been obtained, it is possible to calculate the instantaneous

frequency via

νI =
1

2π

dϕI (t)
dt

, (7.17)

which, for a sinusoidally modulated oscillatory signal with an instantaneous phase given by

ϕI (t) = 2πνct + β sin (2πνmt + ϕm) + ϕc−π/2, gives rise to an instantaneous frequency of

νI =
2πνc

2π
+

(
2πνm

2π

)
β cos (2πνmt + ϕm)

= νc + νm

(
δν

νm

)
cos (2πνmt + ϕm)

= νc + δν cos (2πνmt + ϕm) .

(7.18)

From Eq. (7.18) it is apparent that, by calculating the instantaneous frequency from the

instantaneous phase, it is possible to directly measure the frequency deviation, δν, with no

unwanted scaling factors. However, it should be noted that amplitude of the oscillatory

component of the instantaneous phase is given by β, which is proportional to ν−1
m . Given

that this is essentially the ‘signal’, the SNR therefore decreases in proportion to ν−1
m . This is

also apparent in the fact that, given white phase noise, the derivative of this noise results

in violet/purple noise, which has a power spectral density that scales as ν2 and hence an

amplitude spectral density which scales as ν.

This definition of instantaneous frequency is suitable when dealing with generated data

with an SNR that is limited only by machine precision. However, it is less suitable when

using experimentally measured data, as noise is amplified via numerical differentiation6.

Fortunately however, numerical differentiation can be avoided by considering each Fourier

6One way to reduce the noise amplification of the numerical differentiation process is to use a multi-point
derivative. Through the use of a Taylor-series expansion, it is possible to show that the first derivative with a
sixth-order accuracy is given by

d f (tn)

dt
≈− 49

20h
f (tn) + 6 f (tn+1)−

15
2h

f (tn+2) +
20
3h

f (tn+3)

− 15
4h

f (tn+4) +
6

5h
f (tn+5)−

1
6h

f (tn+6) +O
(

h6
)

.
(7.19)

Equation (7.19) enables the derivative to be approximated using multiple points. To reduce noise amplification,
it is advisable to not use directly adjacent points, but rather, use points that are spread by some distance. This
reduces the amount of noise amplification, but comes at the cost of decreased temporal resolution.
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component individually. For the case of a simple single-frequency sine wave (i.e. a single

Fourier-frequency component), Eq. (7.17) enables the frequency deviation to be calculated

via the simple relation δν = βνm. This can be extended to arbitrarily complicated signals

that admit a Fourier series, by multiplying each Fourier-frequency component by its corre-

sponding Fourier frequency, thereby avoiding the need for numerical differentiation.

7.4 Instantaneous Magnetic-Field Strength

As discussed previously in Sec. 3.3, the Larmor frequency is directly related to the magnetic-

field strength via quantum mechanics — specifically, the Zeeman effect. Modulation of the

Larmor frequency therefore corresponds to modulation of the magnetic-field strength. Once

the instantaneous frequency has been obtained, this can then be used to calculate the instan-

taneous magnetic-field strength, B (t), via

B (t) =
πνI

γg
, (7.20)

where γg is the gyromagnetic ratio of the ground-state hyperfine level. Using the example

of a single-frequency sine wave, conversion from frequency deviation to ac magnetic-field

amplitude is possible via ∆B = πδν/γg = πβνm/γg.

7.5 Performance Comparison with Conventional Phase-Sensitive

Detection Techniques

Perhaps one of the most important questions regarding the instantaneous-phase-retrieval

technique is: how does it compare with the conventional phase-sensitive detection tech-

nique in terms of standard performance metrics? What is the sensitivity like in comparison

to lock-in amplifier demodulation when synchronously optically pumping on the resonance

condition Ωm = 2ΩL? There must be some trade-off for the substantial increase in amplitude

and frequency response.

As discussed in Sec. 6.4.2, the photon shot-noise limit of the magnetometer when using

the conventional phase-sensitive detection technique is 15 fTrms/
√

Hz, with a frequency-

response bandwidth of about 7 Hz. Using the instantaneous-phase-retrieval technique, the

photon shot-noise-limited noise floor has a magnitude of about 44µradrms/
√

Hz. Using

Eqs. (7.17) and (7.20), this phase noise corresponds to a violet magnetic noise of about

3.1ν fTrms/
√

Hz, with a demonstrably flat frequency response that extends orders of mag-

nitude beyond that of the conventional technique [331] (cf. Ch. 11). A graph showing the

absolute sensitivity comparison between the two techniques is presented in Fig. 7.1.

The discrepancy in sensitivity (∼40%) between the two techniques as shown in Fig. 7.1 is

attributed to slight differences in experimental conditions between the two measurements,

rather than any inherent limitation of the instantaneous-phase-retrieval technique. How-

ever, there is one notable drawback to the instantaneous-phase-retrieval technique. Because
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Figure 7.1: Absolute sensitivity of the magnetometer using two different measurement tech-
niques: the conventional phase-sensitive detection technique (blue), and the
instantaneous-phase-retrieval technique (red). The vertical dashed line corre-
sponds to the lowest Fourier frequency that the instantaneous-phase-retrieval
technique can measure in the experiments detailed within this thesis — which
is about 22 Hz. A visible sensitivity discrepancy of about ∼40% is attributed to
slight differences in experimental conditions between the two measurements,
rather than any inherent limitation of the instantaneous-phase-retrieval tech-
nique.

the signal is transient, with an exponential decay governed by the transverse spin-relaxation

time T2, there exists a lower bound on the modulation frequency which can be measured in a

single shot. Explicitly, this lower bound is given by νm & T2
−1 which, under the experimen-

tal conditions detailed within this thesis, corresponds to approximately 22 Hz. However,

with an increase in transverse spin-relaxation time, the modulation-frequency lower bound

can be extended. Alternatively, the measurement of a train of FID sequences would enable

resolution of low-frequency magnetic-field modulations. Such a technique has previously

been demonstrated in Ref. [144], for example, and is described in further detail in Sec. 2.2.1.

7.6 Validity of the Hilbert Transform for Quadrature Estimates

Although the analytic Hilbert transform exactly calculates the quadrature of the signal, there

are limitations of the numerical Hilbert transform which arise due to the way in which it is

computed. The origin of these limitations, as well as their impact on quadrature estimation,

are discussed in this section.
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7.6.1 Modulation Beyond the Carrier Frequency

To lowest order, most of the power of the modulated signal is contained within the two

first-order sidebands appearing at ν = νc ± νm. When frequency-modulating faster than

the carrier frequency (i.e. νm > νc), the low-frequency first-order sideband at ν = νc − νm

appears at a negative frequency. This has ramifications for the numerical calculation of the

instantaneous phase, which are discussed below.

7.6.1.1 Splitting of First-Order Sideband into Two Components

There are a number of different ways in which the Hilbert transform H{x (t)} of a signal

x (t) can be computed numerically; some of which are performed in the time domain, while

others are performed in the frequency domain. Frequency-domain techniques — which

make use of discrete Fourier transforms — are most commonly used, and typically involve

discarding the negative-frequency Fourier components of x (t) (cf. App. I).

When νm > νc, discarding the negative-frequency components results in half of the

modulated signal power contained within the two first-order sidebands being discarded.

Fortunately however, due to the Hermitian symmetry of the Fourier transform of a real

signal, there is also a carrier frequency and corresponding sidebands in negative frequencies,

i.e. at ν = −νc ± νm (cf. Fig. 7.2). When νm > νc, the first-order negative sideband at

ν = −νc + νm becomes positive and, after subsequently calculating the Hilbert transform, still
remains within the frequency spectrum. It is therefore possible to retrieve the ‘discarded’

signal power; however, the signal power will not be found at a single frequency component

in this case.

In the case of weak modulation (i.e. β . 1, which is generally satisfied when νm > νc),

the majority of the modulated power of the analytic signal is contained within the two posi-

tive frequencies ν = νc + νm and ν = −νc + νm. The spacing of these two frequency compo-

nents from the positive-frequency carrier is νm and |2νc − νm|, respectively. The asymmetry

of these two dominant sidebands results in a modification of the instantaneous phase re-

trieved using Eq. (7.15), taking the form of double-sideband suppressed-carrier amplitude

modulation:

ϕI (t) = 2πνct +
β

2
sin (2πνmt + ϕm) +

β

2
sin (2π (2νc − νm) t− ϕm) + ϕc

= 2πνct + β cos (2π(νm − νc)t + ϕm) sin (2πνct) + ϕc .
(7.21)

In accordance with Eq. (7.21), the resulting frequency spectrum of ϕI (t) contains two

tones: one at νm, and one at |2νc − νm|. However, in the small β approximation (valid for

νm > νc under realistic experimental conditions), each of these two frequency components

has an amplitude of β/2, and hence the amplitude of ac magnetic fields can still be im-

puted unambiguously in the supra-carrier modulation regime. Furthermore, since linear

regression to the instantaneous phase can still be used to determine νc in this regime, the

unambiguous determination of the frequency of ac magnetic fields is also permissible.
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Figure 7.2: Diagram of the truncated frequency spectrum of the Jacobi-Anger expansion, Eq.
(7.6), when νm > νc. In this case, the low-frequency first-order sideband crosses
from positive to negative frequencies; however, due to the Hermitian symme-
try of the Fourier transform of a real signal, there is a corresponding negative-
frequency mirror component which crosses over into positive frequencies.

7.6.1.2 Retrieving Amplitude, Phase and Frequency Information

Given that the upper first-order sideband at ν = νc + νm always remains positive, this side-

band can always be used to retrieve the correct modulation frequency νm. However, this

sideband alone is not necessarily sufficient to accurately retrieve the frequency deviation δν.

In theory, it should be possible to retrieve δν by simply multiplying the signal amplitude

obtained from the ν = νc + νm sideband by a factor of 2 to account for the lost signal power;

however, in practice there may be electronic (or otherwise) transfer functions present which

yield erroneous results when taking into account only a single sideband. In practice, it is

therefore advisable to take into account the signal amplitude in both the ν = νc + νm and

ν = −νc + νm sidebands. The amplitudes of these components should be added linearly,

from which the frequency deviation δν can be retrieved with greater accuracy.

7.6.2 Maximum Modulation Index

Although to lowest order the modulation signal is contained within the first-order side-

bands, there are, in principle, an infinite number of sidebands. If the modulation index is

large enough, considerable signal power will be contained within higher-order (|n| ≥ 2)

sidebands, and hence they can no longer be safely ignored. Depending on the ratio of the

modulation frequency to the carrier frequency, these higher-order sidebands may be dis-

carded when computing the Hilbert transform numerically — even if the modulation fre-

quency is below the carrier frequency. This sets an upper limit on the allowed modulation
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index before significant errors are accrued when computing the Hilbert transform numeri-

cally.

In this section, quantitative bounds are derived for the maximum permissible modula-

tion index, such that minimal signal power is discarded when computing the Hilbert trans-

form via numerical methods.

7.6.2.1 Power in Negative-Frequency Sidebands

As discussed previously in Sec. 7.1, the sideband amplitudes scale as Jn (β), and the power

in these sidebands therefore scales as Jn (β)2. In order to calculate the number of sidebands

n over which the signal power extends appreciably, one can calculate the power-weighted

rms harmonic:

nrms =
√
〈n2〉 =

√√√√√√√
∞
∑

n=−∞
n2 Jn (β)2

∞
∑

n=−∞
Jn (β)2

=

√√√√√√√
2

∞
∑

n=1
n2 Jn (β)2

J0 (β)2 + 2
∞
∑

n=1
Jn (β)2

=
β√
2

. (7.22)

The result of Eq. (7.22) suggests that the power in the sidebands extends appreciably to

νc ± βνm. One method for estimating the upper limit of the modulation index, βmax, for

a given modulation-frequency ratio, α = νm/νc, is to set an acceptable power limit, Pmax,

which is permitted to reside within the discarded higher-order sidebands. This discarded

signal power, if large enough, can introduce significant errors into the computation of the

Hilbert transform, and the subsequent estimation of magnetic-field modulations.

For any νc and νm, the largest value of n such that νc − nνm > 0, is given by

nmax = ceil
(

α−1
)
− 1 . (7.23)

In order to calculate βmax for a given α, the total signal power in the discarded higher-order

sidebands must be less than or equal to the acceptable power limit Pmax. Mathematically,

this is given by

∞

∑
n=nmax+1

Jn (βmax)
2 . Pmax . (7.24)

Note that Eq. (7.24) is an infinite sum with no closed-form simplification. This summation

does converge quite rapidly and hence a good approximation to this sum can be acquired

by evaluating only a small number of terms; however, it is desirable to obtain a closed-form

solution which does not require an infinite summation (or an approximation thereof). Note

that instead of summing over an infinite number of negative sidebands, one can instead sum

over an infinite number of positive sidebands. In this case, Eq. (7.24) is equivalent to

nmax

∑
n=−∞

Jn (βmax)
2 & 1− Pmax . (7.25)

By exploiting the symmetry of the sidebands and using Bessel-function summation identi-
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Figure 7.3: Diagram illustrating the derivation of Carson’s bandwidth rule. To lowest order,
the majority of the frequency modulation is contained within the first-order side-
bands. A good approximation to the required bandwidth for a given frequency
modulation is determined by the spacing of the two first-order sidebands, rela-
tive to the carrier frequency. The maximum possible spacing of these two side-
bands corresponds to Carson’s bandwidth rule.

ties7, it is possible to write Eq. (7.25) in a form which does not require infinite summation:

nmax

∑
n=−nmax

Jn (βmax)
2 & 1− 2Pmax . (7.27)

A conservative upper limit to the lost power fraction in higher-order sidebands is Pmax ≈
0.01. The maximum modulation index, βmax, calculated using Eq. (7.27) for a fractional

power of Pmax = 0.01, as a function of α, is shown in Fig. 7.4.

7.6.2.2 Carson’s Bandwidth Rule

Carson’s bandwidth rule is an approximate bandwidth requirement for the frequency mod-

ulation of a carrier signal [334]. As discussed in Sec. 7.1, a frequency-modulated sinusoidal

carrier signal has an infinite number of sidebands, each spaced by an integer multiple of

the modulation frequency. To lowest order, the majority of the frequency modulation is

contained within the two first-order sidebands. Carson’s bandwidth rule derives the ap-

7The required Bessel-function identities and symmetry relations make use of Eq. (7.5), and are given explic-
itly by

0

∑
n=−∞

Jn (β)2 =
∞

∑
n=0

Jn (β)2 =
1
2
+

1
2

J0 (β)2 . (7.26)
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proximate bandwidth required by considering only these two sidebands. As illustrated in

Fig. 7.3, the maximum spacing of the two first-order sidebands from the carrier frequency,

is given by

∆νCBR = 2 (νm + δν) , (7.28)

where νm is the modulation frequency, and δν is the frequency deviation. Equation (7.28)

is known as Carson’s bandwidth rule [334]. In the limit of small modulation index (i.e.

β � 1, or δν � νm), then the required bandwidth is ∆νCBR ≈ 2νm. This regime is called

narrowband frequency modulation. On the other hand, if the modulation index is large (i.e.

wideband frequency modulation with β � 1, or δν � νm), then the required bandwidth is

∆νCBR ≈ 2δν.

In the context of the Jacobi-Anger expansion detailed in Sec. 7.1, Carson’s bandwidth

rule is set by the requirement that the low-frequency first-order sideband does not appear at

a negative frequency. Mathematically, this is written as

νm + δν =
∆νCBR

2
< νc . (7.29)

Re-writing Eq. (7.29) in terms of β using the relation δν = βνm, gives a maximum modula-

tion index of

βmax ≈ α−1 − 1 . (7.30)

A comparison between the expected maximum modulation index using the aforementioned

estimation methods, as a function of fractional modulation frequency α, is shown in Fig. 7.4.

7.6.2.3 Accounting for Signal Power Lost in Higher-Order Sidebands

The calculations of the maximum modulation index, βmax, performed in Secs. 7.6.2.1 and

7.6.2.2, assume that the signal power in higher-order sidebands (i.e. n ≤ −2) is irretriev-
ably lost in negative-frequency space. However, since the signal is real (i.e. experimen-

tally measured data), the Fourier transform exhibits Hermitian symmetry. That is, the spec-

trum observed in positive frequencies is mirrored in negative frequencies. Therefore, when

the higher-order positive-frequency sidebands become negative, the corresponding negative-

frequency sidebands become positive. Because of this fact, it is actually possible to retrieve

the signal power which is ‘lost’ due to discarding negative-frequency components when

computing the Hilbert transform numerically. This would, at least in principle, enable the

modulation index to be increased beyond the conservative limits calculated in Secs. 7.6.2.1

and 7.6.2.2 — provided that the SNR is sufficiently high to resolve the higher-order sidebands.

However, this would come at the cost of increased signal-processing complexity.
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Figure 7.4: Maximum modulation index permissible, βmax, for given modulation-frequency
ratios, α = νm/νc, when numerically calculating the Hilbert transform. The blue
trace was calculated using Eq. (7.27) for a fractional power loss of 1%, the red
trace corresponds to Carson’s bandwidth rule given by Eq. (7.30), the purple
trace corresponds to nmax given by Eq. (7.23), and the grey trace corresponds to
the condition that ∆B < Bdc (cf. Sec. 7.7.1).

7.7 Additional Considerations

In addition to the sideband-power considerations discussed in Sec. 7.6.2, there are also a

number of other potential issues which must be considered when using the instantaneous-

phase-retrieval technique to measure rapidly varying magnetic fields. This section contains

a detailed discussion of such issues, with quantitative bounds derived in order to charac-

terise when they become problematic. Where possible, mitigation techniques which possess

the potential to overcome these limitations are also discussed.

7.7.1 Changing Direction of the Field

Equation (7.27) was derived with the aim of determining an upper bound for β, which pre-

vents significant errors from being introduced into the instantaneous-phase estimate when

numerically calculating the Hilbert transform of the analytic signal. However, if one wishes

to use βmax to estimate the maximum ac magnetic-field amplitude which can be measured,

∆Bmax, there is an additional constraint. This constraint is that, for a given βmax, the sign

of B (t) cannot change. This limits the maximum measurable ac magnetic-field amplitude

to ∆B < Bdc, which is equivalent to δν < νc and thus β < νc/νm = α−1. This con-

straint becomes stricter than the sideband-power considerations discussed in Sec. 7.6.2.1

for α & (4Pmax)
−1/2.
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7.7.2 Arbitrarily Oriented Magnetic Fields

The magnetometry technique described in this chapter is primarily applicable to longitudi-

nal ac magnetic fields (i.e. oscillating fields along the axis of the dc magnetic field). For ar-

bitrarily oriented ac fields there will be a dead band of δν⊥ = γg∆B⊥/2π about the Larmor

frequency, where a transverse component of the oscillating field with amplitude ∆B⊥ can

drive Zeeman transitions8. Driving of these Zeeman transitions would result in amplitude

modulation of the polarisation rotation [335], and render the instantaneous-phase-retrieval

technique inapplicable. Fortunately, however, this dead band decreases with decreasing ac

field strength.

7.7.3 Nonlinear Zeeman Effect

The instantaneous-phase-retrieval technique, as discussed in this chapter, is based on the

presence of one carrier frequency νc. At low magnetic-field strength this condition is satis-

fied, and the carrier frequency corresponds to the quantum-beat frequency of the |∆mF| = 2

ground-state coherences. However, as the magnetic-field strength is increased, the frequen-

cies of these coherences diverge quadratically in accordance with Eq. (3.51), giving rise to

three distinct ‘carrier frequencies’. This results in an optical-rotation signal that is no longer

described by Eq. (7.6), subsequently rendering the instantaneous-phase-retrieval technique,

as formulated here, inapplicable.

As it stands, this caveat restricts the application of the instantaneous-phase-retrieval

technique to situations in which the ambient magnetic field is small. Unfortunately, many

field-based applications require operation at relatively large ambient fields — such as that

produced by Earth. However, there do exist techniques which can be employed in order to

suppress the nonlinear Zeeman effect.

Two examples of cancellation techniques for the nonlinear Zeeman effect include light

shifts [256,336] and spin-locking [255]. In the former case, as its name suggests, high-

intensity light is used to create ac Stark shifts (cf. Sec. 3.2.2.2) which counteract the shifts

produced by the nonlinear Zeeman effect [256,336]. In the latter case, a radio-frequency

magnetic field — oriented transverse to the dc magnetic field — is used to prevent the

atomic spins from undergoing alignment-to-orientation conversion [255]. In both of these

cases the result is the same; only one oscillation frequency is present within the system —

the Larmor frequency (or a harmonic thereof) corresponding to the dc field. The use of ei-

ther of these two suppression methods — or indeed, any alternatives which yield the same

outcome — would enable application of the instantaneous-phase-retrieval technique to sit-

uations in which the ambient dc magnetic-field strength is large.

8This dead band is analogous to that observed in conventional rf OAMs which sense transverse ac magnetic
fields, in which case an oscillating longitudinal component near the Larmor frequency dithers the Zeeman
resonance.
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7.8 Arbitrarily Modulated Magnetic Fields

Thus far, only simple sinusoidal modulation of the magnetic field has been considered.

However, the instantaneous-phase-retrieval technique can resolve arbitrarily complicated

modulations that admit a Fourier series. Consider a general time-dependent magnetic field

described by the following Fourier cosine series:

B (t) = Bdc +
N

∑
j=1

∆Bj (t) cos
(
2πνjt + ϕj

)
, (7.31)

where ∆Bj (t), νj, and ϕj are the time-dependent ac field amplitude, linear oscillation fre-

quency, and arbitrary phase of the jth Fourier component, respectively. The resulting optical-

rotation signal takes the form

φ (t) = ac cos

(
2πνct +

N

∑
j=1

βj (t) sin
[
2πνjt + ϕj

]
+ ϕc

)
, (7.32)

where βj (t) = δνj (t) /νj = γg∆Bj (t) /πνj is the time-dependent modulation index of the

jth Fourier component.

Comparison of Eq. (7.32) with Eq. (7.2) reveals essentially the same functional form of

the optical-rotation signal, except that in the case of an arbitrarily modulated magnetic field,

the phase now contains a sum of frequency components rather than just one. However, as

has been explicitly demonstrated in Ch. 11 and Ref. [331], the instantaneous phase of atomic

spins, subject to a magnetic field which takes the form of Eq. (7.31), can still be accurately

retrieved using the technique derived in this chapter.

7.9 Demonstration

An experimental demonstration of the novel instantaneous-phase-retrieval technique, ap-

plied to the measurement of rapidly varying ac magnetic fields, is presented both in Ch. 11

and Ref. [331]. The manuscript presented in Ch. 11 explicitly demonstrates the enhanced

amplitude and frequency response of the technique in comparison to conventional detection

methods, as well as the ability to measure arbitrarily complex magnetic fields with rich and

dynamical spectral content.
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Chapter 8

Sources of Technical Noise

Technical noise sources can be split into two distinct categories: real magnetic noise, and

fictitious magnetic noise. Both of these categories of noise are indistinguishable, and hence

they are equally as important when it comes to eliminating performance-limiting noise

sources. This chapter provides an in-depth, quantitative analysis of a myriad of technical

noise sources and, where possible, techniques to overcome these limitations are presented

and discussed.

8.1 Real Magnetic Noise

Real magnetic noise is defined as unwanted fluctuations in the output of the magnetometer

that arise from changes in the local magnetic-field strength within the vapour cell. This

section discusses a few of the major sources of real magnetic noise, as well as ways in which

their contribution may be reduced.

8.1.1 Power-Supply Noise

Perhaps the first thing that comes to mind when considering technical noise sources of an

optical magnetometer, is the real magnetic noise generated by the current instability of the

power supply which produces the bias field within the shields. Depending on the volt-

age/current supply being used to produce the bias field, the resulting noise generated from

this source can be enormous and may completely dominate all other noise sources. This is

especially true when using a typical ‘laboratory dc power supply’ or a signal generator.

If a modest current is all that is required (e.g. in the case of small bias fields), an efficient

method of generating a bias field with minimal magnetic noise is through the use of an ultra-

precision voltage reference such as the Analog Devices LTZ1000. Typical voltage references

are able to supplyO (10 mA) of current, with some being able to supply up to 50 mA or even

100 mA at the cost of slightly increased voltage noise. If more current is needed than this,

transistors must be incorporated into the output stage.

Due to the exceptional fractional stability of the LTZ1000, it was impossible to measure

its performance using a standard 6.5-digit multimeter. For this reason, the data presented in

Fig. 8.1 was necessarily measured using an 8.5-digit multimeter (HP 3458a). A 16-hour time

trace of the supply voltage produced by the LTZ1000, and its corresponding Allan deviation,

is presented in Fig. 8.1. The Allan deviation has a demonstrated fractional stability of about

30 ppb at 1 s, which slowly degrades to 1 ppm for integration times of 104s. Given a dc

magnetic-field strength of about 2.5µT, this corresponds to an effective magnetic-field noise

of 7.5 fT at 1 s, and 2.5 pT at 104 s.

135
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Figure 8.1: Time trace (left) and fractional Allan deviation (right) of the LTZ1000 ultra-
precision voltage reference which drives the solenoid in the experiment. The
measured voltage noise occurs prior to any filtering, and exhibits a fractional Al-
lan deviation of about 30 ppb at 1 s, slowly degrading to 1 ppm for integration
times of 104 s.

Even when using the best commercially available voltage references, the fractional sta-

bility of these devices may still not be sufficient for many optical magnetometers — specif-

ically those based on nonlinear magneto-optical rotation, as they exhibit exceptional dy-

namic range. For this reason, filtering the output voltage using a Butterworth filter with a

sufficiently low cut-off frequency can be beneficial. The Butterworth filter employed in this

work is comprised of an RC circuit — that is, a resistance and capacitance in series. Such a

circuit gives rise to a first-order low-pass filter with a cut-off frequency of νco = (2πRC)−1,

resulting in an amplitude transfer function that is described by

T (ν) = 10 log10

 1√
1 +

(
ν

νco

)2

 . (8.1)

The Butterworth filter has a resistance of 2.5 kΩ, and a capacitance of 200 mF (achieved

through the use of two 100 mF aluminium electrolytic capacitors arranged in parallel). The

resistor implemented here is an ultrahigh-precision foil resistor, with an ultralow tempera-

ture coefficient of 200 ppb/◦C in order to minimise thermal fluctuations in the supply cur-

rent. The calculated cut-off frequency for this Butterworth filter is νco = 0.32 mHz, which is

in close agreement with the measured value of νco = 0.30 mHz (cf. Fig. 8.2). There is also

another 2.5 kΩ resistor which appears after the Butterworth filter — placed between the

solenoid and ground — which gives a total series resistance of 5 kΩ. This yields a typical

current of around 1.4 mA flowing through the solenoid.
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Figure 8.2: Measured impulse response of the Butterworth filter to a 10 V input voltage
(left), and amplitude transfer function (right) with a fit using Eq. (8.1) (red
trace). The −3 dB power bandwidth of the transfer function is measured to
be νco = 0.30 mHz, which is in close agreement with the calculated value of
νco = 0.32 mHz. A plateau in attenuation is seen above 10 Hz, and is associated
with the equivalent series resistance of the electrolytic capacitors.

8.1.2 Johnson Noise

As discussed in Sec. 8.1.1, a low-noise magnetic field is generated within the shields using

a solenoid that is driven by a custom-made, ultra-low-noise power supply. In most experi-

ments, the resistance of the coil is very small — typically O (10 Ω). Rather than applying a

low voltage to the coils in order to produce a sensible current, a high voltage is applied and

attenuated appropriately using low-temperature-coefficient resistors1. Although this is fine

in principle, Johnson-current noise is inadvertently added into the system due to the ther-

mal motion of charge carriers within the low-resistance conductor. Given a conductor with

a frequency-dependent impedance Z (ν), the Johnson-current noise is given by [337]

δI (ν) =

√
4kBT Re {Z (ν)}
|Z (ν)|2

, (8.2)

where kB is the Boltzmann constant and T is the absolute temperature of the resistor. For

a solenoid with in-series resistors, the Johnson-current noise scales as Re{Z (ν)}−1/2 at low

frequencies2, and hence the contribution from the two 2.5 kΩ resistors is negligible. There-

fore, only the solenoid will be considered from hereafter unless explicitly stated otherwise.

1It is generally recommended to drive a load at a relatively high voltage and using passive components to
set the desired current, rather than driving with a low voltage. This is due to most electronic devices exhibiting
higher fractional stability at the upper end of their range.

2This is due to the impedance of a solenoid being given by Z (ν) = R + i2πνL, where R is the resistance and
L is the inductance. At low frequencies Im {Z} → 0, resulting in |Z| → Re {Z} and hence δI ∝ Re{Z}−1/2.
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Figure 8.3: Effective magnetic noise due to Johnson current arising from the thermal motion
of charge carriers in the solenoid. The blue trace was calculated using Eq. (8.2)
and the finite impedance of the solenoid, while the red trace is the Johnson noise
predicted from a SPICE model which incorporates the entire circuit.

In the measurements detailed within this thesis, a voltage of 7.1513 V is applied to the

coils which are in series with a total resistance of 5 kΩ. The solenoid has a complex impedance

of Z (ν) = R+ i2πνL, where R = 6 Ω is the measured resistance and L = 5.5 mH is the calcu-

lated inductance. The corresponding Johnson-current noise arising from the solenoid, using

Eq. (8.2), is 50 pArms/
√

Hz for frequencies below the self-imposed filter frequency. Using

the solenoid calibration factor of around 1.75µT/mA, this results in an effective magnetic

noise of approximately 90 fTrms/
√

Hz. A graph of the Johnson-current noise of the solenoid

calculated using Eq. (8.2) is shown in Fig. 8.3, along with that predicted by a SPICE model

which takes into account the entire circuit.

8.1.3 Current Shot Noise

Another source of ‘real’ magnetic noise arises due to the discrete nature of electric charge.

That is, the shot noise associated with the random arrival times of electrons that comprise the

current flowing through the solenoid, which generates the magnetic field in the experiment.

The current noise per unit bandwidth due to shot noise, δI, is given by

δI =
√

2eI , (8.3)

where e = 1.6021766208(98)× 10−19 C [338] is the elementary charge, and I is the electric

current. Given an applied voltage of about 7.1513 V into a resistance of 5 kΩ, the current

flowing through the solenoid was about 1.43 mA. This yields a current shot noise of about
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21.4 pArms/
√

Hz; which, using a solenoid calibration factor of around 1.75µT/mA, corre-

sponds to a magnetic noise of approximately 37.5 fTrms/
√

Hz. This is just over a factor of 2

above the demonstrated photon shot-noise limit.

8.1.4 Ambient Field Leakage

Another major noise source which comes to mind when considering technical noise limi-

tations — at least in the context of ‘real’ magnetic noise — is the leakage of the ambient

magnetic field through the shields. This ambient field may be dominated by either the mag-

netic noise of the laboratory environment, or that of the geomagnetic field. The amplitude

spectral density of Earth’s geomagnetic field is presented in Fig. 8.5, while that of the labo-

ratory field is presented in Fig. 5.6.

Most of the commercially available magnetic shields are typically made of µ-metal and,

for a cylindrical shield with removal end caps, will have a three-layer shielding factor of

O
(
103). Depending on the level of the ambient magnetic noise in the measurement envi-

ronment, and the noise requirements within the shielded volume, a three-layer shield may
be sufficient. However, given that most ambient noise sources exhibit a ν−α dependence

on frequency (where α > 0), additional layers of shielding may become necessary if sensi-

tive low-frequency measurements need to be performed. As shown in Fig. 8.4, there was

significant leakage of the ambient magnetic field through the three-layer cylindrical shield

— which had a measured shielding factor of 1800 — that was initially implemented in

this work. Therefore, in order to further suppress the ambient field, a six-layer cylindrical

µ-metal shield was utilised in the low-frequency magnetic-field measurements performed

within this thesis. A 3D render of the six-layer shield, as well as the solenoid and cell mount-

ing, is presented in Fig. 5.4.

From the data presented in Fig. 8.5, the expected magnetic-field noise of Earth’s ambient

field ranges from 30 nTrms/
√

Hz at 1 mHz, to about 2 pTrms/
√

Hz at 1 Hz. Given a calcu-

lated shielding factor of 2× 105 for the six-layer µ-metal shield described in Sec. 5.3, this cor-

responds to an expected magnetic-field noise of 150 fTrms/
√

Hz at 1 mHz and 10 aTrms/
√

Hz

at 1 Hz within the innermost shield, respectively. Likewise, the magnetic-field noise of the

laboratory ranges from 70 nTrms/
√

Hz at 1 mHz, dropping as low as 4 nTrms/
√

Hz at 0.1 Hz,

and increasing to about 10 nTrms/
√

Hz at 1 Hz (cf. Fig. 5.6). Within the shielded volume, this

level of noise is expected to be attenuated to 350 fTrms/
√

Hz at 1 mHz and 50 fTrms/
√

Hz at

1 Hz. By inspection of Fig. 6.6, it is clear that ambient field leakage — either from Earth’s

geomagnetic field, or the laboratory field — is not a performance limitation at present.

Although the ambient magnetic field (and its associated noise) can be significantly at-

tenuated through the use of multi-layer shields, there is a limit to the level of magnetic-field

noise that will exist within the shielded volume. This limit arises from the thermal magnetic

noise of the shields themselves, and is discussed in detail in the next section.
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Figure 8.4: Time trace demonstrating the ambient magnetic field leaking through three lay-
ers of cylindrical µ-metal shields with a measured shielding factor of 1800. All
highlighted features were correlated with timestamps of known events. The
green and purple shaded regions correspond to the movement of an elevator
(and corresponding iron counterweight) within the building, travelling from the
basement to the fourth floor and back down again, respectively. The five spikes
(circled) within the yellow shaded region correspond to the electromagnetic lock
on the laboratory door. Note that all other noise sources described in this chapter
would also be included in this measurement.

8.1.5 Shield Noise

In spite of high-permeability shields being used to attenuate external magnetic fields, the

shields themselves are a source of magnetic noise, albeit small. However, if a magnetometer

is sufficiently sensitive, then the overall noise floor may in fact be limited by the shields.

There are two sources of magnetic noise in high-permeability magnetic shields: magnetic

noise due to the thermal agitation of charge carriers within the shield material (i.e. Johnson

noise), and thermal fluctuations in the magnetisation of the shield.

The magnetic-field noise due to Johnson noise, δBJ, in a cylindrical magnetic shield of

finite length, L, is given by [339]

δBJ =
µ0
√

kBTσcW
a

√
2

3π
G , (8.4)

where µ0 is the permeability of free space, kB is the Boltzmann constant, σc is the electrical

conductivity of the shield material, W is the shield thickness, a is the shield radius, and G is

a factor which depends upon the shield geometry. For a cylindrical shield of finite length,

the factor G is given by [339]
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Figure 8.5: Amplitude spectral density of Earth’s geomagnetic field, reproduced from Ref.
[302].

G = F1

(
L
a

)
+ 2F2

(
L
a

)
. (8.5)

The functions F1 and F2 are given by [339]

F1 (x) = ∑
α

1
J2

1 (α) sinh2 ( αx
2

) , (8.6)

F2 (x) =
� 1/2

0
x

[
∑
α

1
J1 (α)

cosh (αxz)
sinh

(
αx
2

) ]2

dz , (8.7)

where J1 is the first-order Bessel function of the first kind, and the summation values, α, are

the roots of the zeroth-order Bessel function of the first kind — i.e. they are the solutions of

the equation J0 (α) = 0. Since the Bessel functions of the first kind are highly oscillatory, so

too are the functions F1 and F2. These functions do eventually converge; however, as shown

in Fig. 8.6, the summation must be truncated at a large number of terms.

Calculating the G factor for our shields, using experimentally measured values and n =

3000 summation terms, yields a value of G ≈ 0.43563. This is within 0.01% of the value

G ≈ 0.435345 that is obtained for an infinitely long cylindrical shield [339]. The G factor as

a function of the length-to-radius ratio of a cylindrical shield is shown in Fig. 8.6. Using

the experimental measurements, and the calculated value of G for our shield geometry, we

obtain a Johnson (white) magnetic noise of δBJ ≈ 7.75 fTrms/
√

Hz.

In addition to white Johnson magnetic noise, there is also magnetic noise that arises due

to thermal fluctuations in the magnetisation of the shields, which typically dominates at low
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Figure 8.6: Left: Convergence of the G factor for a finite cylindrical shield with length-to-
radius ratio L/a = 2. Calculated G factors as a function of the number of terms
are shown in blue markers, with linear interpolation between points to guide the
eye. Due to the highly oscillatory nature of the Bessel function of the first kind,
as well as the slow damping of the oscillation, the infinite series in Eqs. (8.6) and
(8.7) must be evaluated for a large number of terms. Right: Calculated G factor
for a finite cylindrical shield, as a function of the length-to-radius ratio. The grey
dashed line indicates the G factor for an inifitely long cylindrical shield.

Fourier frequencies. The noise due to magnetisation fluctuations is related to the Johnson

magnetic noise via [339]

δBM

δBJ
=

√
3
2

δskin (ν)

W

√
tan δloss , (8.8)

where δskin (ν) is the frequency-dependent skin depth, and tan δloss is the loss tangent, where

each of these are defined by [339]

δskin (ν) =
1√

π Re (µP) σcν
, (8.9)

tan δloss =
Im (µP)

Re (µP)
, (8.10)

where µP is the complex permeability of the shield material.

The total magnetic noise arising from the shields is then given by the quadrature sum of

the Johnson noise and magnetisation noise components — that is, they are assumed to be

uncorrelated. Calculating the total magnetic noise arising from the shield in our experiment

gives a noise floor shown in Fig. 8.7. As demonstrated in Sec. 10 and Ref. [206], the mag-

netic noise arising from the µ-metal shields was a performance limitation in the 1 mHz —

30 mHz range. This is due to the high conductivity (equivalently, low resistivity) of µ-metal,
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Figure 8.7: Calculated magnetic noise arising from the µ-metal shields in the experiment.
The Johnson (white) noise component, δBJ, is shown in the blue dashed line,
whereas the magnetisation noise component, δBM, is shown in the red dashed
line. The total noise floor is the quadrature sum of the two uncorrelated compo-
nents, and is shown in the grey curve. Note that the magnetisation noise scales
as ν−1/2.

which results in large Johnson noise due to the scaling δBJ ∝
√

σc. However, this limitation

could be remedied through the use of an innermost layer of ferrite shielding. Ferrite shields

have similar permeabilities — and therefore shielding performance — as µ-metal shields;

however, they have significantly reduced thermal magnetic-field noise owing to an electri-

cal resistivity which is as much as 6 orders of magnitude larger than µ-metal [340]. Ferrite

shields have been demonstrated to generate up to 25 times less Johnson noise, and less than

half the thermal magnetisation noise, of µ-metal shields of similar dimensions [340].

8.2 Fictitious Magnetic Noise

Fictitious magnetic noise is defined as unwanted fluctuations in the output of the magne-

tometer, despite there being no correlated changes in the local magnetic-field strength within

the vapour cell. There are a slew of noise sources of this type, and unfortunately many of

them are difficult to characterise. However, a general overview of the method used to char-

acterise these types of noise sources is discussed in Sec. 6.5.

This section discusses some of these noise sources, as well as strategies in which to miti-

gate their effect. The list of sources discussed in this section may not be exhaustive, and the

magnitude of their effect may vary wildly between different experimental setups; however,

all dominant sources for the experiment detailed within this thesis are discussed here.
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8.2.1 Optical-Power Noise

Changes in optical power, whether it be the pump or probe beam, will affect the demodu-

lated NMOR signal in two ways: by changing the resonance slope (cf. Sec. 6.1.2), and by

changing the phase of the optical-rotation signal. Typically one will perform experiments by

locking to the zero-crossing of the quadrature component of the resonance using a locking

system such as the one described in Sec. 6.1.3. In principle this should result in immunity to

changes in the resonance slope, as the offset should be zero. In practice however, there are

generally small voltage offsets present in the electronics, which will result in a non-zero sen-

sitivity to changes in resonance slope and hence to optical-power fluctuations. Additionally,

even if the electronics were ideal components with zero offsets present, changes in optical

power will affect the phase of the demodulated signal, which will cause the locking sys-

tem to adjust the modulation frequency in order to satisfy the condition that the quadrature

output of the lock-in amplifier is zero.

By intentionally modulating the optical powers of the pump and probe beams separately,

and monitoring the output of the magnetometer, the sensitivity of the fictitious magnetic-

field fluctuations to input optical powers are 0.44 fT/nW and 13.35 fT/nW for the pump and

probe beams, respectively. Using the measured optical-power stability of each beam, these

calibration factors can be used to convert the optical-power noise into an effective magnetic-

field noise. As shown in Fig. 8.8, the measured fictitious magnetic noise for Fourier frequen-

cies above 1 mHz is below 1 fTrms/
√

Hz for the pump beam; however, for the probe beam

the fictitious magnetic noise is significantly higher, with a maximum of 100 fTrms/
√

Hz at

1 mHz. In any case, the fictitious magnetic noise generated by either beam is below the

measured magnetic noise floor of the magnetometer, and therefore does not contribute sig-

nificantly to the magnetic-field measurements.

8.2.2 Polarisation Drift

When setting up the magnetometer to perform a measurement, the optimal condition for

the balanced polarimeter is to have an exact 1:1 ratio of the optical powers measured at each

photodetector. If there are long-term drifts in the polarisation — typically the result of ther-

mal effects — whether before the cell or after, the balance of the optical powers is disrupted.

A mismatch in powers on the photodetectors does two different things: it changes the phase

of the optical-rotation signal, and it reduces the slope of the quadrature component. Both of

these effects — especially when coupled with the locking system described in Sec. 6.1.3 —

give rise to fictitious magnetic-field fluctuations.

By intentionally modulating the angle of the linear polarisation of the probe beam, and

monitoring the output of the magnetometer, the sensitivity of the fictitious magnetic-field

fluctuations to polarisation drift was observed to be approximately 197 fT/mrad. The po-

larisation noise of the probe beam measured after the cell, has a flicker-noise characteristic

with a magnitude of 700µradrms/
√

Hz at 1 mHz. This corresponds to an effective magnetic

noise due to thermal polarisation drift of the probe beam of about 100 fTrms/
√

Hz at 1 mHz.
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Figure 8.8: Effective magnetic noise due to optical-power fluctuations of the pump (red)
and probe (blue) beams, calculated using experimentally determined calibration
slopes of 0.44 fT/nW and 13.35 fT/nW, respectively. Note that the red trace is
limited by electronic (white) noise of the photodetector above 0.1 Hz.

Note that the polarisation drift of the pump beam will also introduce an effective mag-

netic noise, though the magnitude is presumed to be significantly less than that of the probe

beam. Given that the polarisation drift of the probe beam was not a performance limitation

of the magnetometer under the circumstances presented in this thesis, the effective magnetic

noise introduced by the pump beam was not explicitly investigated.

8.2.3 Modulation-Frequency Instability

As explained in previous sections, in order to measure the Larmor frequency (and hence the

magnetic-field strength), the amplitude of the pump beam is modulated and a resonance in

the optical rotation of the probe beam is observed when the condition Ωm = 2ΩL is satis-

fied. By using frequency-demodulation techniques, an asymmetric error signal is created,

which enables small changes in ΩL to be precisely measured. However, when performing

an open-loop measurement3, fluctuations in the modulation frequency give rise to a detector

response which is indistinguishable from fluctuations in the magnetic-field strength

In most experiments, the amplitude modulation of the pump beam will be controlled

using a signal generator. Signal generators commonly use a temperature-controlled inter-

nal Quartz oscillator as a frequency reference, which typically have a fractional frequency

stability of around 2 ppb at 1 s, 3 ppb at 10 s, and that degrades to 100 ppb at around 103 s.

3Open loop in this context refers to a measurement in which the pump-modulation frequency remains fixed.
This is in contrast to a closed-loop measurement, in which the pump-modulation frequency is locked to, and
subsequently tracks, the resonance (cf. Sec 6.1.3).
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In the experiments detailed within this thesis, the magnetic-field strength is approximately

2.5µT, which corresponds to a carrier frequency of 2ΩL/2π ≈ 35 kHz. A fractional fre-

quency stability of 3 ppb at this field strength corresponds to 7.5 fT at 10 s, which is within a

small factor of the demonstrated noise floor (cf. Fig. 6.7). For this reason, the signal genera-

tor which controls the modulation frequency — and all other electronics, where possible —

is referenced to the 10 MHz output of a caesium atomic clock.

The caesium atomic clock used in the experiment is the Datum 4310A, which has a frac-

tional Allan deviation (cf. App. H.2) given in Table. 8.1. The Allan deviation of the atomic

clock averages down as white noise with increasing integration time, in accordance with

Eq. (H.20). Using Eq. (H.19), this corresponds to an amplitude spectral density of about

600 nHzrms/
√

Hz at a modulation frequency of Ωm/2π = 34.7 kHz. In magnetic-field units,

this frequency noise corresponds to about 40 aTrms/
√

Hz, which is around two orders of

magnitude below the photon shot-noise limit of 15 fTrms/
√

Hz (cf. Sec. 6.4.2).

Integration time (s) Fractional Allan deviation

100 1.2× 10−11

101 8.5× 10−12

102 2.7× 10−12

103 8.5× 10−13

104 2.7× 10−13

105 8.5× 10−14

Noise floor 5× 10−14

Table 8.1: Fractional Allan deviation of the Datum 4310A caesium atomic clock.

If both the photon shot-noise limit and spin-projection noise were to somehow drop below

40 aTrms/
√

Hz — perhaps through the use of cell heating or by multi-passing the probe

to increase the optical depth — the instability of the modulation frequency may become a

limitation. In this case, it would become necessary to use an optical clock with superior

frequency stability. The current state-of-the-art fractional frequency stability of an optical

clock is that of a strontium optical lattice clock, which achieves 4.8× 10−17 at 1 s and 6×
10−19 at 1 h [341]. In principle, using an optical clock with this level of precision could yield

an effective open-loop magnetic noise of 2× 10−22 Trms/
√

Hz due to modulation-frequency

instability — over 5 orders of magnitude below the photon shot-noise limit of the current

state-of-the-art SERF magnetometer [168].

8.2.4 Photodetector Noise

In the absence of incident light (and hence photon shot noise) on the photodetectors, there

will still be some finite electronic noise. This electronic noise is known as ‘dark-current

noise’ and, depending on the experimental circumstances, may be larger in amplitude than



§8.2 Fictitious Magnetic Noise 147

the shot noise of the incident light. Therefore, dark-current noise can become a performance

limitation under certain experimental conditions4.

Fortunately, it is relatively easy to quantify the level of dark-current noise. By blocking

any incident light from the photodetectors and measuring the resultant voltage noise of the

output, one obtains the dark-current noise multiplied by the gain resistor of the photode-

tectors5. This voltage noise can then be converted to an effective magnetic noise using the

slope of the resonance (in voltage units), and the ground-state gyromagnetic ratio.

The combined dark-current noise of the two photodetectors in this work is about

20 nVrms/
√

Hz which, after scaling by the resonance slope and ground-state gyromagnetic

ratio, corresponds to an effective magnetic noise of approximately 1 fTrms/
√

Hz. This is an

order of magnitude less than the photon shot-noise limit demonstrated in Sec. 6.4.2.

8.2.5 Pump Scatter

As discussed in Sec. 6.1.2, the local magnetic-field strength is determined by demodulat-

ing the balanced-polarimeter signal at the pump-modulation frequency, when it is tuned

(or locked) to the resonance condition Ωm = 2ΩL. Due to the pump light being ampli-

tude modulated at the same frequency as the measurement frequency, if there is pump light

scattering onto the photodetectors, this will yield a dc offset in the output of the lock-in

amplifier6. In principle this does not affect the magnetometer provided that the dc offset

(i.e. the pump-power level) remains constant — since the locking point is permitted to be at

a non-zero voltage — however; as discussed in Sec. 8.2.1, the optical powers have a finite

noise associated with them despite being locked. Fluctuations in pump power can therefore

yield noise in the quadrature output of the lock-in amplifier and, regardless of whether the

measurement is performed in open or closed loop, this results in a fictitious magnetic-field

noise.

The presence of pump light on the polarimeter photodetectors is especially problem-

atic when using either spatially overlapped pump and probe beams7, or co-propagating

beams at a small angle. In order to remove, or at least minimise, the amount of pump light

scattered onto the photodetectors, the pump and probe beams were counter-propagated

through the vapour cell. By doing so, it was possible to reduce the presence of any pump

light on the photodetectors to below measurable levels, thereby removing this as a source of

performance-limiting fictitious magnetic-field noise in the experiment.

4This is typically the case at low levels of incident optical power.
5The photodetectors utilised in these experiments contain a transimpedance amplifier, which sets the gain

using a feedback resistor placed between the input and the output.
6The presence of pump light on the polarimeter photodetectors will manifest as a dc offset in the output of

the lock-in amplifier because the pump beam is always modulated at the same frequency as the demodulation.
The signal resulting from the pump light will remain constant as the modulation frequency is scanned, resulting
in a dc offset.

7Spatially overlapped beams are necessary when using vapour cells which contain buffer gas. In these cells
the transverse spin-relaxation time T2 is extended by reducing the mean free path of the alkali atoms, thereby
reducing the probability of spin-destruction collisions with the cell walls. It is the reduction in mean free path
that renders spatial mode matching a necessity.
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8.2.6 Counting Noise

As discussed in Sec. 6.1.3, when the pump-modulation frequency is locked to the magnetic

resonance in a feedback loop, the magnetic-field fluctuations are measured by counting the

modulation frequency rather than measuring voltage fluctuations in the lock-in amplifier

output directly. The precision to which the modulation frequency can be determined has a

complicated dependence on parameters such as the signal-to-noise-ratio of the input signal

to the counter, as well as the integration time of the counter. The frequency-counter noise

floor appears to scale linearly as a function of SNR under the experimental circumstances

described here. Furthermore, an order of magnitude increase in integration time yields an

order of magnitude reduction in observed noise floor.

Under the experimental circumstances in this work, using a gate time of 1 s, the

frequency-counter floor is measured to be equivalent to 2 fTrms/
√

Hz, which is approxi-

mately an order of magnitude below the photon shot-noise limit. This rules out the fre-

quency counter as a source of performance-limiting noise in the work detailed within this

thesis.

8.2.7 Lock-in Amplifier Noise

Given that the lock-in amplifier is one of the major active components of the magnetome-

ter, it has the potential to introduce performance-limiting noise. This section discusses the

potential sources of lock-in-amplifier-induced fictitious magnetic noise, and quantifies their

effect on the magnetometer under the experimental conditions detailed within this thesis.

8.2.7.1 Gain Noise

In principle, when the pump-modulation frequency is locked to the magnetic resonance via

a feedback loop (cf. Sec. 6.1.3), the quadrature component of the lock-in amplifier should
always yield an output voltage of zero. The magnetometer should therefore be immune to

any processes which yield a change in the amplitude of the resonance. However; in practice,

any slight offset of the lock point from the zero-crossing of the quadrature component will

result in some finite sensitivity to changes in the resonance amplitude. One such mechanism

by which the resonance amplitude can be influenced is the gain stage of the lock-in amplifier.

If the gain of the lock-in amplifier fluctuates, and there is a finite offset from zero in the

quadrature output, the resultant change in amplitude will manifest as a fictitious magnetic-

field fluctuation.

When performing a magnetic-field measurement by locking the pump-modulation fre-

quency to resonance, a change in gain by 250% yielded a fictitious magnetic-field deviation

of about 8 pT. This corresponds to a calibration factor of about 30 fT/%. The lock-in amplifier

has a specified gain accuracy of ±1%, which means that the maximum fictitious magnetic-

field deviation expected is approximately±30 fT. By inspection of the Allan deviation of the

magnetometer (cf. Fig. 6.7), this value is below the measured noise floor for all integration

times and is therefore not a performance limitation of the magnetometer.
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8.2.7.2 Phase Noise

As discussed in App. K, the lock-in amplifier can demodulate the input signal at any arbi-

trary phase relative to the reference signal. Since the in-phase and quadrature channels of

the lock-in amplifier are fixed at 90◦ out-of-phase, it is important to set the arbitrary phase

such that the demodulated signal in the in-phase and quadrature channels are completely or-

thogonal. If this is not successfully accomplished, there will be some overlap between the

two channels, which will give rise to asymmetry in the in-phase and quadrature outputs.

When fixing the arbitrary demodulation phase and subsequently locking the pump-

modulation frequency to the magnetic resonance, if the demodulation phase changes and

produces asymmetry in the quadrature output, the pump-modulation frequency will be ad-

justed to ensure that the quadrature output remains zero. This change in the pump modula-

tion frequency will appear indistinguishable from a real magnetic-field strength fluctuation,

and hence fluctuations in the demodulation phase constitutes an effective magnetic noise.

According to the manufacturer’s specifications, the phase noise of the lock-in amplifier is

about 60 nradrms/
√

Hz. By introducing a large change in the demodulation phase, and mea-

suring the response of the magnetometer (while locked), it is possible to obtain a calibration

factor by which to map this phase noise to effective magnetic noise. This calibration factor

was measured to be 1.6 nT/rad, which gives rise to an effective magnetic noise of approxi-

mately 90 aTrms/
√

Hz. This is around two orders of magnitude below the photon shot-noise

limit of 15 fTrms/
√

Hz (cf. Sec. 6.4.2), and is therefore not a performance limitation for the

magnetometer under any realistic circumstances.

8.2.7.3 Input Noise

The two input stages of the lock-in amplifier will add a finite amount of electronic noise onto

the input signals. This noise is indistinguishable from real magnetic-field-induced fluctua-

tions in the signal. For the lock-in amplifier used in the experiment (SRS SR830), the input

noise is specified to be 6 nVrms/
√

Hz per channel. Assuming that the input noise on each

channel is uncorrelated, the combined noise is summed in quadrature. After performing

the quadrature sum and scaling by the gain of the lock-in amplifier, the expected voltage

noise at the output is approximately 1.7µVrms/
√

Hz. Diving by the resonance slope and the

ground-state gyromagnetic ratio yields an effective magnetic noise of 0.4 fTrms/
√

Hz, which

is over an order of magnitude below the demonstrated photon shot-noise limit.

8.2.7.4 Output Noise

In principle, in the same way that input noise can yield fictitious magnetic-field noise, so

too can the output noise. However, under any sensible circumstances, the output noise of

the lock-in amplifier is many orders of magnitude smaller than the amplified input noise,

and can therefore be disregarded. The only circumstance in which the output noise may be

comparable to the input noise, is if the signal amplitude and gain of the lock-in amplifier are
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both small. This is generally never the case, at least not under the experimental conditions

detailed here, and hence this noise contribution can be safely ignored.

8.2.8 Optical-Frequency Drift

Another source of fictitious magnetic-field noise arises from instability in the optical fre-

quency. Given that the role of the pump beam is only to spin-polarise the atomic vapour

and generate ground-state coherences between Zeeman states with |∆mF| = 2 (which is

possible at non-zero detuning8 ∆ω 6= 0), the magnetometer is significantly less sensitive to

fluctuations in the optical frequency of the pump beam than of the probe beam. In the case

of the probe beam however, since the measured optical rotation is dependent upon detuning

(cf. Sec. 4.9), any fluctuations in the optical frequency of the probe beam can yield changes

in the magnetometer’s output which are indistinguishable from real magnetic-field noise.

Due to the nonlinearity of the observables, and the necessity to numerically solve the

density matrix for non-trivial transitions, it is difficult to calculate the exact influence on

the magnetometer due to drifts in optical frequency. However, by adjusting the carrier

frequency of the AOMs of both the pump beam and probe beams by ±300 kHz9, there was

no detectable effect on the output of the magnetometer. Given that the optical-frequency

stability of the laser while frequency locked is less than 100 kHz for all integration times

under 6 hours (cf. App. D, specifically Fig. D.2), this effect can be safely ruled out as a

source of performance-limiting technical noise under the experimental conditions detailed

within this thesis.

8.2.9 Spectrum-Analyser Noise

When measuring rapid magnetic-field noise (e.g. >1 Hz) by tuning the modulation fre-

quency to resonance, Ωm = 2ΩL, and measuring the quadrature output directly with a

spectrum analyser, the spectrum analyser itself may become a performance limitation. This

is true in situations where the input noise of the spectrum analyser is larger than the photon

shot noise.

The input noise of the spectrum analyser is readily determined by measuring the noise

in the output of the spectrum analyser when the inputs are terminated with 50 Ω resistors.

This can then be converted to an effective magnetic noise in the same way as per the pho-

todetector noise (cf. Sec. 8.2.4), through division by the resonance slope (in voltage units)

8This is also true in regards to the detuning of the pump beam relative to the probe beam. In many exper-
iments, as is the case here, the pump and probe beam interact with different velocity classes. In an uncoated
cell, this would generally result in no measurable signal; however, in cells with anti-relaxation coatings, it is
possible for optically pumped atoms to interact with the probe beam via velocity-changing collisions with the
cell walls [342–344].

9As discussed in App. C, the carrier freqency of the AOM determines the frequency shift of the first-order
diffraction. By adjusting the carrier frequency up or down, it is therefore possible to control the optical frequency
of the beam. There will also be an undesirable change in optical power due to a change in driving efficiency
(cf. App. C); however, provided the change in carrier frequency is sufficiently small (such as the case here), this
effect should be negligible. Furthermore, if the optical powers are stabilised using the locking system described
in Sec. 5.1.2, the optical power will remain constant despite changes in the AOM carrier frequency.
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Figure 8.9: Comparison of the magnetometer noise floor — characterised using the ampli-
tude spectral density — as measured at various stages along its development.
Between the first noise floor ever measured in early 2015 (red), and the final one
measured in late 2018 (blue), the performance has been increased between 3 and
4 orders of magnitude across the entire range of Fourier frequencies.

and the ground-state gyromagnetic ratio. For the measurements performed within this the-

sis, the effective magnetic noise of the spectrum analyser is consistently below 1 fTrms/
√

Hz

at 1 Hz, dropping as low as 150 aTrms/
√

Hz at high Fourier frequencies.

8.3 Summary

The characterisation and subsequent reduction of the technical noise sources discussed in

this chapter, and the fundamental sources mentioned in Sec. 6.4, has been a long and dif-

ficult road. Years of hard work have been invested into increasing the performance of the

magnetometer, with improvements occurring incrementally over time. From the first noise

floor ever measured in early 2015, to the final noise floor measured in late 2018, the perfor-

mance has been increased between 3 and 4 orders of magnitude across the entire range of

Fourier frequencies. A graph showing the amplitude spectral density of the magnetometer

at various stages along its development is presented in Fig. 8.9.

A summary of the various noise sources described in this chapter, as well as the fun-

damental noise sources detailed in Sec. 6.4, is listed in Table 8.2. The values in this table

correspond to those measured towards the end of the magnetometer’s development, i.e.

after significant time had been invested into reducing them.
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Noise source Noise type Magnitude

Photon shot noise Fundamental 15 fTrms/
√

Hz

Spin-projection noise Fundamental 3.1 fTrms/
√

Hz

Power supply (without filtering) Technical 7.5 fT at 1 s

2.5 pT at 104 s

Power supply (with filtering) Technical Indeterminate

Johnson noise Technical 90 fTrms/
√

Hz

Current shot noise Technical 37.5 fTrms/
√

Hz

Earth-field leakage (six layers) Technical 150 fTrms/
√

Hz at 1 mHz

10 aTrms/
√

Hz at 1 Hz

Lab-field leakage (six layers) Technical 350 fTrms/
√

Hz at 1 mHz

50 fTrms/
√

Hz at 1 Hz

Shield noise Technical 1.4 pTrms/
√

Hz at 100µHz

7.75 fTrms/
√

Hz above 100 Hz

Optical-power noise (probe) Technical 100 fTrms/
√

Hz at 1 mHz

Optical-power noise (pump) Technical 1 fTrms/
√

Hz at 1 mHz

Polarisation drift (probe) Technical 100 fTrms/
√

Hz at 1 mHz

Polarisation drift (pump) Technical Indeterminate

Modulation-frequency instability Technical 40 aTrms/
√

Hz

Photodetector dark-current noise Technical 1 fTrms/
√

Hz

Pump scatter Technical Indeterminate

Counting noise Technical 2 fTrms/
√

Hz

Lock-in gain noise Technical Indeterminate

Lock-in phase noise Technical 90 aTrms/
√

Hz

Lock-in input noise Technical 0.4 fTrms/
√

Hz

Lock-in output noise Technical Indeterminate

Optical-frequency drift Technical Indeterminate

Spectrum-analyser input noise Technical 1 fTrms/
√

Hz at 1 Hz

150 aTrms/
√

Hz above 100 Hz

Table 8.2: Fundamental and technical noise sources of the magnetometer — measured to-
wards the end of the magnetometer’s development — and their corresponding
magnitude.
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Chapter 9

Nonlinear Magneto-Optical Rotation with an
Electro-Optic Frequency Comb

This chapter is based on the published article:

Nathanial Wilson, Nicolas Bourbeau Hébert, Christopher Perrella, Philip Light, Jérôme

Genest, Szymon Puselny, and André Luiten, Simultaneous Observation of Nonlinear Magneto-
Optical Rotation in the Temporal and Spectral Domains with an Electro-Optic Frequency Comb,

Phys. Rev. Appl. 10, 034012 (2018).

9.1 Overview and Motivation

Nonlinear magneto-optical effects are conventionally generated and observed using contin-

uous-wave lasers, which are monochromatic and therefore interact with the medium at a

single optical frequency. This optical frequency is generally chosen to be near the centre

of a Doppler-broadened transition in order to obtain high interaction strength. One of the

drawbacks to using continuous-wave lasers, especially as a probe beam, is that atomic dy-

namics which exhibit both transient temporal and spectral dependence are difficult — if not

impossible — to observe in real time.

This chapter describes experimental work in which nonlinear magneto-optical rotation

was observed, for the first time, in both the temporal and spectral domains simultaneously.

This was achieved by probing the atomic vapour with an electro-optic frequency comb,

which was generated via psuedo-random phase modulation of a cw laser. Simultaneous ob-

servation of both the temporal and spectral domains enabled polarisation dynamics which

had both transient temporal and spectral dependence to be measured in real time. This

measurement technique was shown to be able to accurately predict the fraction of polarised

atoms within the vapour, as well as the quality of the anti-relaxation coating on the cell

walls. Furthermore, this measurement technique has the potential to revolutionise our un-

derstanding of transient nonlinear magneto-optical effects, and has immediate applications

such as investigating collisional transfer of higher-order polarisation moments between al-

kali atoms [345].
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9.2 Statement of Contribution

9.2.1 Conceptualisation

The idea of using a frequency comb as a probe beam, in order to investigate transient non-

linear magneto-optical effects with both temporal and spectral dependence, is attributed to
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acquired by both Nathanial Wilson and Nicolas Bourbeau Hébert, under the supervision

of Christopher Perrella, Philip Light, and André Luiten. Analysis of the experimental data

was performed by Nathanial Wilson, Nicolas Bourbeau Hébert, Christopher Perrella, Philip

Light and André Luiten. Complimentary theoretical modelling was performed by Natha-

nial Wilson (Monte Carlo) and Christopher Perrella (density matrix), in collaboration with
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We simultaneously observe the Larmor precession of rubidium atoms in both the temporal and spectral
domains using an electro-optically generated frequency comb. Rubidium vapor is optically pumped on the
F = 2 → F ′ = 1 hyperfine transition of the 87Rb D1 manifold, while its response is observed with a fre-
quency comb that spans 8 GHz of the spectrum with a temporal resolution of 9.78 μs. The frequency comb
modes experience optical rotation by interacting with the F = 2 → F ′ = 1, 2 transitions. The spectral and
temporal resolution of the comb allows us to observe that there are two separate channels for polarized
atoms to appear in the probe beam: one pathway where atoms travel directly from the pump to the probe
region, and a secondary pathway that involves interaction of the polarized atoms with the cell walls. The
unique features of the comb allow a direct estimate of the relative density of polarized atoms in the vapor
cell, as well as a measurement of the quality of the antirelaxation coating on the cell walls. We show that
rotation measurements with the comb approach the limits set by photon shot noise.

DOI: 10.1103/PhysRevApplied.10.034012

I. INTRODUCTION

The ability to measure magnetic fields with high
sensitivity is important for a myriad of applications,
including medical diagnoses and imaging [1–5], mea-
surements of geomagnetism [6], and fundamental physics
research [7–10]. One approach to highly sensitive mag-
netometry exploits nonlinear magneto-optical effects in
which a polarized medium undergoes temporal evolu-
tion due to interactions with external electromagnetic
fields. This temporal evolution results in measurable mod-
ulation of the optical parameters of light transmitted
through the medium [11]. Through the use of antire-
laxation coatings, ultranarrow magneto-optical resonances
on the order of approximately 1 Hz can be observed
[12], which enables ultrasensitive magnetometry to be
performed.

Nonlinear magneto-optical effects are conventionally
observed using a continuous-wave (CW) probe laser,
which naturally interacts with the medium at just a single
optical frequency. This observation frequency is usually
chosen to be at the center of a Doppler-broadened tran-
sition in order to obtain the highest interaction strength

*nathanial.wilson@adelaide.edu.au

[13]. However, in this paper we use an electro-optic fre-
quency comb (EOFC) [14–21] as the probe, which allows
real-time observations at multiple optical frequencies. This
alternative approach has the capability of exploring phys-
ical processes such as collisional transfer of higher-order
polarization moments between alkali atoms [22], as well
as the processes that lead to polarization of the atomic
population.

The comb is generated using an electro-optic modula-
tor and enables spectroscopy with temporal and spectral
resolutions that approach the limits set by the Fourier
transform [16,17]. The ability to simultaneously resolve
both temporal and spectral domains provides deep insight
into physical processes and can allow observation of pre-
viously unobserved effects such as the role of radiation
reabsorption in nonlinear spectroscopy [17].

Here, the unique features of the comb are used to show
that there are multiple pathways to produce polarized
atoms in the medium, that these pathways have different
temporal evolutions, and that the fraction of pumped atoms
within the vapor cell is approximately 4.4%. Furthermore,
a comparison is made between the noise of optical rotation
measurements made with a frequency comb and the noise
that arises in the conventional approach of a continuous-
wave laser. We show that both techniques are compatible
with photon shot-noise-limited performance.

2331-7019/18/10(3)/034012(11) 034012-1 © 2018 American Physical Society
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II. EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1. The magneto-
optical effects are generated in a 50-mm-long rubid-
ium vapor cell that has a paraffin coating on the cell
walls to extend the spin-relaxation time to approximately
100 μs. The vapor density is set to approximately 7 ×
1010 atoms/cm3 [23] by heating the cell to 315 K (42 ◦C),
where the temperature is accurately measured using the
Doppler width of the optical transitions [24]. The cell is
housed within a three-layer cylindrical μ-metal magnetic
shield with a measured shielding factor of approximately
1800 to provide a quiet magnetic environment. Within the
innermost shield, a constant-bias magnetic field of approx-
imately 0.8 μT is generated along the longitudinal axis
using a Helmholtz coil.

Both pump and probe light propagate through the rubid-
ium vapor parallel to the magnetic field in a conventional
Faraday geometry [13], with a beam displacement of
approximately 10 mm. The pump beam originates from
an external cavity diode laser (ECDL), which is stabi-
lized to a frequency that is 175 MHz red-detuned from the
87Rb F = 2 → F ′ = 1 hyperfine transition using saturated
absorption spectroscopy. The pump is amplitude modu-
lated via an acousto-optic modulator (AOM) to produce
either a single pulse for the free-induction decay (FID)
measurements or a continuous train of pulses for the syn-
chronously pumped measurements. The pump beam has a
1/e2 diameter of 1.5 mm with a peak power of 15 mW
input to the cell and is linearly polarized along the vertical
using a Glan-Thompson (GT) prism.

The atomic vapor is probed with an EOFC, which is
generated by passing 795-nm radiation from a titanium-
sapphire laser through a high-bandwidth, high-index
electro-optic modulator (EOM). The EOM is driven
between two phase states in accordance with a pseudoran-
dom binary sequence (PRBS). The modulation generates
an optical spectrum consisting of a comb of sidebands with
a frequency separation of 39.37 MHz, set by the repeti-
tion rate of the PRBS. The comb has an approximate sinc2

power envelope with its first zeros ±5 GHz away from
the seed laser’s frequency. The generation of the EOFC,
as well as its temporal and spectral profile, is presented in
further detail in Ref. [16].

At the input to the vapor cell, the comb is linearly
polarized at 45◦ from vertical by a GT prism. A total
comb power of 500 μW reaches the cell, corresponding
to approximately 4 μW per mode near the center of the
comb. Analysis of the comb’s polarization rotation through
the vapor cell is achieved using a vertically aligned Wol-
laston prism (WP), which separates the two orthogonal
polarization components. Each of these components is then
coupled into single-mode optical fibers.

In parallel, a fraction of the titanium-sapphire light is
frequency shifted by an AOM to generate a local oscillator

(LO) signal. This LO is then combined with the two out-
puts of the Wollaston prism, and the resulting mixing
products are detected by separate high-bandwidth pho-
todetectors. The photodetector signals are simultaneously
recorded on two channels of a high-speed oscilloscope
(2.5-GHz bandwidth, with a sample rate of 20 GS/s).

A total of 500 μs of data is recorded in order to observe
the temporal evolution of the rubidium spectrum. The data
is sliced into 9.78-μs-long segments by integrating 385
consecutive binary sequences. Each segment is individu-
ally Fourier transformed, producing time-resolved spectra
with both a high temporal (�t = 9.78 μs) and spectral
(�ν = 39.37 MHz) resolution. To improve the signal-to-
noise ratio, the data presented here consist of 400 averages.
The spectral shape of the comb is measured using a refer-
ence path (cf. Fig. 1) that bypasses the vapor cell, enabling
calibration of the optical and electrical transfer functions.

The transmission Texp(ω, t) and optical rotation φexp(ω, t)
experienced by each mode of the EOFC can be calculated
using the powers measured on the two photodetectors P1
and P2, together with the total incident comb power P0,
via

Texp(ω, t) = P1 + P2

P0
, (1)

φexp(ω, t) = 1
2

arcsin
(

P1 − P2

P1 + P2

)
, (2)

where the incident power is measured using the reference
path. Figure 2 displays the measured rubidium transmis-
sion spectrum Texp(ω), along with a nonlinear fit of the
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FIG. 1. Simplified experimental setup, showing the exter-
nal cavity diode laser (ECDL), titanium-sapphire laser (Ti:S),
acousto-optic modulator (AOM), Glan-Thompson prism (GT),
Wollaston prism (WP), photodetector (PD), beam stopper (BS),
polarization controller (PC), electro-optic modulator (EOM), and
digital pattern generator (DPG).
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FIG. 2. Rubidium D1 spectrum as measured by the EOFC with
an integration time of 400 × 9.78 μs (dots), with a fit using Eq.
(3). The inset shows the Zeeman sublevels of 87Rb involved in
the nonlinear magneto-optical effects observed with the comb,
with one possible transition that is connected by the probe radi-
ation shown using red arrows. The shaded features in the trans-
mission spectrum correspond to the optical transitions between
the levels shown in the inset, while the unshaded features are
associated with the 85Rb isotope (F = 3 → F ′ = 2, 3).

form

Tfit (ω) = exp

(
−
∑

i

αi exp

[
(ω − ωi)

2

2σ 2

])
, (3)

where the sum is performed over all hyperfine transitions.
Here, σ is the Doppler width, while αi and ωi are the
optical depth and frequency detuning of the ith allowed
transition, respectively.

III. THEORETICAL ANALYSIS

The observation of the atomic vapor with a frequency
comb provides insight into the production and relaxation
of optically polarized atoms. This section of the paper aims
to provide a clear theoretical framework for discussion of
the experimental observations.

We measure the temporally and spectrally dependent
polarization changes that are imposed on the probe beam in
order to track the response of the medium to both optical
pumping and the influence of an external magnetic field.
The optical rotation of the transmitted probe, φth(ω, t), is
calculated by decomposing the incident optical probe into
right- and left-circularly polarized components (σ+ and
σ−, respectively) and determining the influence on each
of these by their associated complex refractive indices,
η+(ω, t) and η−(ω, t) [25]:

φth (ω, t) = ωl
2c

Re [η+(ω, t) − η−(ω, t)] , (4)

while the optical depth of the probe, under the condi-
tion that Im[η+(ω, t)] = Im[η−(ω, t)] (valid for symmetric

ground-state distributions), is given by [26]

αth (ω, t) = 2ωl
c

Im [η±(ω, t)] , (5)

where l is the sample length, ω is the angular frequency of
the probe radiation, and c is the speed of light.

Within an atomic vapor at thermal equilibrium, the pop-
ulation distribution over the Zeeman sublevels leads to
η+ = η− and hence φth(ω, t) = 0, while αth(ω, t) is pro-
portional to the number density. In an atomic population
that has been optically pumped by linearly polarized light,
coherences appear between the Zeeman sublevels with
�mF = 2, which leads to η+ �= η− (see Appendix A). In
this case, the absorption is modified and a rotation of the
polarization angle of the transmitted probe is observed.

In the presence of a longitudinal magnetic field, the
energies of the ground-state Zeeman sublevels are split
by the Larmor frequency, 	L = mFμBgFB/�, where mF
is the magnetic quantum number, μB is the Bohr magne-
ton, gF is the hyperfine Landé g factor, B is the magnetic
field strength, and � is the reduced Planck constant. If an
initially polarized medium is allowed to freely relax (i.e.,
free-induction decay), then the coherences between states
with �mF = 2 will evolve at a frequency of 2	L [27,28].
In this case, Re[η+(ω, t) − η−(ω, t)] contains a component
that oscillates at a frequency of 2	L (see Appendix A),
resulting in modulation of the plane of polarization of the
probe laser at the same frequency.

In order to maximize the polarization of the medium
at a nonzero magnetic field, one can optically pump the
medium with a laser that is amplitude modulated at a
frequency 	m ∼ 2	L. In this case, the probe beam will
show a modulation of the plane of polarization at the
driving frequency 	m and will be resonantly enhanced if
	m = 2	L [29].

The narrow spectral width of the pump means that
it can only directly optically pump atoms that reside
in a relatively narrow spectral window (set by the
power-broadened width of the pump-atom interaction).
At first sight, one might expect that the probe will only
observe a relatively narrow peaked spectrum of polarized
atoms. However, in a cell with an antirelaxation coat-
ing, atoms may bounce from the wall while maintaining
their ground-state coherence. This process produces a ther-
malization of their longitudinal velocity so that typical
experiments observe polarization across the full Doppler-
broadened spectrum. However, these temporally and spec-
trally resolved frequency-comb observations allow us to
directly observe two different populations of polarized
atoms contributing to the optical rotation of the probe—the
atoms that have taken a direct pathway from the pump to
the probe, as well as those that have bounced from the cell
wall in the time between those two interactions.
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These two atomic populations are distinguishable by
their spectral distributions. Polarized atoms that have taken
the direct pathway between pump and probe regions show
a narrow spectral peak that rapidly disappears, while atoms
that have bounced from the cell wall exhibit a longer-lived
Gaussian-shaped spectrum:

φth (ω) =
∑

i

φi exp

[
− (ω − ωi)

2

2σ 2

]
, (6)

characterized by the Doppler width σ and a center fre-
quency ωi and where φi is the peak optical rotation of
the ith transition. The sum in this case is performed over
all hyperfine transitions. The probe absorption also shows
a typical thermal velocity distribution because the atomic
vapor is in thermal equilibrium with the cell walls:

αth (ω) =
∑

i

αi exp

[
− (ω − ωi)

2

2σ 2

]
, (7)

where αi is the peak optical depth on the ith resonance and
all other terms are defined as per Eq. (6). Our measure-
ments show that the Doppler width of the optical rotation
spectrum in Eq. (6) and the width in Eq. (7) are identical
within experimental error.

The unique ability of the frequency comb to isolate the
two polarized atomic populations enables us to make two
independent estimates of the fraction of polarized atoms
within the cell. The first approach recognizes that unpolar-
ized atoms make no contribution to the optical rotation,
while making the predominant contribution to the opti-
cal absorption. This approach gives us the opportunity to
directly measure the fraction of the polarized atoms by
taking the ratio of Eqs. (6) and (7). Employing the three-
level density matrix model detailed in Appendix A, we
can simplify the ratio of the optical rotation amplitude to
the optical depth for the two 87Rb hyperfine transitions
spanned by the frequency comb:

φi (ω)

αi (ω)
= 0.63ε, (8)

where i corresponds to the ith hyperfine transition and
ε = Nφ/N is the fractional density of polarized atoms,
where Nφ is the density of optically pumped atoms which
generate optical rotation and N is the total atomic number
density. The prefactor originates from averaging the ratio
over a given observation time based on the experimental
parameters used below.

IV. RESULTS

A. Free-induction decay

The capability of the EOFC to resolve the spectral
and temporal evolution of the optical rotation is demon-
strated by observing the free-induction decay of the atomic

polarization. A CW laser optically pumps the F = 2 →
F ′ = 1 hyperfine transition of the 87Rb D1 manifold to cre-
ate a steady-state atomic polarization. The evolution of the
decay is then observed with the EOFC after the pump light
is switched off (cf. Fig. 3).

A number of strong features are evident in Fig. 3. In
the time domain, the optical rotation shows an exponen-
tially damped sinusoidal modulation. This modulation is a
result of the applied approximately 0.8-μT magnetic field
producing a Larmor frequency of 	L/2π = 5.7 kHz. The
exponential decay has a time constant of 100 μs, which
reflects the relatively poor quality of the antirelaxation
coating in this particular cell [30–32]. Additionally, the
optical rotation for the two hyperfine transitions, F = 2 →
F ′ = 1, 2, is observed to evolve out of phase due to a
sign difference between their respective Clebsch-Gordan
coefficients (cf. Appendix B).

The pump laser is red detuned 175 MHz from the center
of the Doppler profile of the F = 2 → F ′ = 1 transition
and hence can only polarize atoms within a narrow veloc-
ity class. However, as described earlier, the line shape of
the optical rotation spectrum (cf. Fig. 3(b) for detailed
cross sections) is much broader than the spectral width
of the pump and exhibits predominantly a Gaussian line
shape, particularly for measurements greater than 20 μs
after the pump beam is switched off. As described earlier,
the Gaussian line shape arises due to the atomic velocities
of the polarized atoms that have been thermalized by one
or more wall collisions prior to entering the probe region
[33]. This is in line with previous experiments, which show
that only a small number of collisions with the cell walls
is sufficient to reproduce the full Doppler profile for a
gas [34].

A closer examination of the initial time steps in Fig. 3(b)
reveals a peaked structure that differs from the Gaussian
line shape but decays within approximately 20 μs. We
postulate that this anomaly is associated with a small num-
ber of atoms that are optically polarized by the pump and
then travel directly into the probe beam without interacting
with the cell walls [35]. The timescale for the rapid decay
is consistent with the typical time for an atom to transit
from the pump to the probe beam (τtr ∼ 33 ± 14 μs, where
the errors are from the uncertainty in the pump and probe
separation). To analyze this feature in more detail, we gen-
erate a significantly enhanced atomic polarization using a
synchronous-optical-pumping technique.

B. Synchronously pumped optical rotation

The synchronous-optical-pumping technique achieves a
large steady-state atomic polarization by modulating the
pump amplitude at the second harmonic of the Larmor
frequency, 	m = 2	L. In this experiment, we generate
a 100% amplitude modulation of the pump with a 25%
duty cycle at a rate of 	m/2π = 10 kHz. The atomic
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FIG. 3. (a) Three-dimensional surface plot of the optical rotation of the electro-optic frequency comb using the free-induction decay
technique for the 87Rb F = 2 → F ′ = 1, 2 transitions at a relative detuning of −0.82 and 0.0 GHz, respectively. The temporal and
spectral resolutions are �t = 9.78 μs and �ν = 39.37 MHz, respectively. The data are averaged 400 times, with the atomic-linear-
polarization response removed in postprocessing. (b) Spectra for the first five time steps indicated by the dashed lines on the surface
plot. Each spectrum is fit using Eq. (10), where the fitting parameters have been held fixed using those obtained from fitting Eq. (3) to
Fig. 2.

response in the temporal and spectral domains (cf. Fig. 4)
exhibits similar features to the FID data; however, the
synchronous optical pumping allows us to average over
multiple pumping cycles.

The time-domain optical rotation φexp(t) for the central
comb modes of the two hyperfine transitions is displayed
in Fig. 4(b). A relatively nonsinusoidal optical rotation
is observed in these data due to a combination of inad-
vertently detuning from the resonance condition (	m =
2	L) by one resonance width (approximately 1.5 kHz)

and ground-state relaxation between pumping pulses. As a
result, each comb mode’s optical rotation is only fitted dur-
ing the period in which the pump beam is switched off. In
this case, the optical rotation signals exhibit the following
form:

φfit (t) = a sin (ωt + ϕ) exp
(

− t
τ

)
+ c, (9)

where ω is the angular frequency; a is the optical rotation
amplitude; ϕ is the phase; τ is the spin-relaxation time,
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FIG. 4. (a) Three-dimensional surface plot of the optical rotation of the electro-optic frequency comb using the synchronous-optical-
pumping technique for the 87Rb F = 2 → F ′ = 1, 2 transitions at a relative detuning of −0.86 and 0.0 GHz, respectively. Dashed lines
indicate the central comb mode for each hyperfine transition. The temporal and spectral resolutions are �t = 9.78 μs and �ν = 39.37
MHz, respectively. The data are averaged 400 times with the atomic-linear-polarization response removed in postprocessing. (b)
Optical rotation measured by the center comb modes of the hyperfine transitions (dashed lines on the surface plot) when pumped at
a modulation frequency of 	m ∼ 2	L. Blue markers (crosses) correspond to the F = 2 → F ′ = 1 hyperfine transition, while the red
markers (circles) correspond to the F = 2 → F ′ = 2 transition. A sinusoidal fitting function, Eq. (9), is applied to the comb data, with
the pump-beam modulation shaded in gray.
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which is held fixed at τ = 100 μs, obtained from fitting the
FID data presented in Fig. 3; and c is an offset that accounts
for the nonuniform optical rotation due to the optics over
the span of the broadband comb.

We plot the optical rotation amplitude a for each of the
comb modes in Fig. 5, which shows an improved signal-
to-noise ratio when compared to the FID data presented in
Fig. 3(b). The optical rotation spectrum φ(ω) is modeled as

φfit (ω) =
∑

i

Li
(
ω − ωi − ωp

)+ Gi (ω − ωi) , (10)

where ω is angular frequency; ωi is detuning relative to
the F = 2 → F ′ = 2 transition; ωp is the pump detun-
ing from resonance; and the sum is performed over the
F = 2 → F ′ = 1, 2 hyperfine transitions. As described in
Sec. III, atoms that travel directly from the pump to the
probe region should reflect the velocity-selective nature of
the atom-light interaction and should therefore give rise to
a Lorentzian spectral signature, Li(ω − ωi − ωp). A sec-
ond group of atoms enters the probe region following one
or more wall collisions and produces a Gaussian spectral
profile Gi(ω − ωi) due to the thermalization of the atoms’
velocity along the probe-beam propagation vector.

The optical rotation spectrum presented in Fig. 5 has
been fit using Eq. (10), with the Doppler width fixed at
the value extracted from the transmission spectrum (cf.
Fig. 2). Only three free parameters are allowed in the fitting
algorithm: the amplitude of the two Gaussian components
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FIG. 5. Spectral dependence of the optical rotation amplitude
a (blue markers) and average optical depth of the two polariza-
tion components (red dots) of each comb mode. The red line is
a fit to the red dots using Eq. (3), while the blue line is a fit to
the blue markers using Eq. (10). Also presented are the spectral
contributions to the optical depth from each hyperfine transition
(gray lines), along with Lorentzian contributions to the opti-
cal rotation amplitude (dashed gray line) that have been scaled
by a factor of 2 for visibility. Two 85Rb hyperfine transitions
(F = 3 → F ′ = 2, 3) extend off the graph at positive detuning.

and the amplitude and width of the two Lorentzian features
(which are assumed to be the same for the two resonances).
The Lorentzian detuning ωp is found to be consistent
with the known pump frequency, while the fitted width
of approximately 100 MHz is consistent with the power
broadening expected from a pump beam with an input
intensity that is around 200 times above the saturation
intensity.

The extracted amplitude of the Gaussian component of
the rotation spectrum in Fig. 5 is φ = 3.06 mrad, while the
optical depth in Fig. 2 is α = 0.11. As outlined in Sec. III,
these two values, along with Eq. (8), can be used to esti-
mate that the fraction of polarized atoms within the vapor
is approximately 4.4%. An approximate estimate of the
expected number of polarized atoms can be derived from
the knowledge that the pump can only interact with about
20% of the atoms in the thermal distribution (as shown
in Fig. 5), that the pump has an effective pumping vol-
ume of around 36% of the cell (2-cm diameter) in a single
pump interaction of 25 μs duration with a typical thermal
velocity of rubidium (245 ms−1 at 42 ◦C), and that the spin-
relaxation time is approximately 100 μs. This combination
of effects leads to an expected polarized population aver-
aged over the pump cycle of around 5%, which is in good
agreement with the experimental observation.

The comb also allows an estimate of the quality of
the antirelaxation coating by considering the relative frac-
tion of optically polarized atoms that enter the probe via
the two possible routes: either directly from the pump to
the probe regions or through one or more wall collisions.
The amplitude of the Lorentzian component shown in Fig.
5 is about 30% of the Gaussian component, which indi-
cates the relative density of atoms arriving via the two
pathways. On the other hand, Monte Carlo modeling using
the size of the two beams (1.5- and 3.5-mm 1/e2 diam-
eter) and their separation (6–10 mm) suggests that only
about 3%–9% of the atoms leaving the pump beam should
directly pass through the probe region. This result suggests
that about 75% of atoms bouncing from the cell wall main-
tain their ground-state coherence, which is consistent with
the spin-relaxation time of this cell (approximately 100 μs,
corresponding to a few bounces before relaxation).

C. Noise comparison between EOFC and CW probing

A key determination is whether the additional informa-
tion that is extracted by the EOFC comes at the cost of a
noise penalty. For these purposes, we made a careful com-
parison to a conventional single-frequency probe beam on
the same experiment.

A total comb power of 500 μW is incident on the vapor
cell, which corresponded to around 4 μW of optical power
per mode for modes near the center of the comb. The cell
transmission, polarization splitting at the Wollaston prism,
and coupling to the photodetectors reduces the detected
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power per mode to around 0.3 μW. The signals from each
comb mode are detected using a heterodyne read-out with
a local oscillator of much higher power, in which case
the shot noise of each comb mode is the dominant noise
source [36]. The calculated shot-noise-limited sensitivity
for a single comb mode is approximately 26 μrad (cf.
Appendix C). The fit residuals presented in Fig. 4(b) have
a standard deviation of approximately 150 μrad, around a
factor of 6 above the shot-noise limit. The current perfor-
mance limit is set by electronic noise of the photodetectors
as confirmed by a dark-current measurement.

We compare the EOFC measurements with a CW probe
measurement. In this case, the magnetic field and cor-
responding pump modulation frequency are 2.9 μT and
	m/2π = 40 kHz, respectively. The probe beam had an
optical power of 100 μW and is tuned to the center of the
F = 2 → F ′ = 1 hyperfine transition of the 87Rb D1 man-
ifold. The optical rotation signal measured by this probe
beam is presented in Fig. 6, along with a fit using Eq. (9).
The fit residuals have a standard deviation of 3 μrad.
Using a similar approach to that detailed in Appendix C,
the shot-noise-limited optical rotation is readily calculated
from the power on the photodetector along with Eq. (2)
to be 0.5 μrad in the measurement bandwidth. This mea-
surement is therefore a factor of 6 from the shot-noise
limit and is consistent with the electronic noise of the
photodetectors.

In the particular conditions here, photodetector noise set
the limit because we chose to use relatively low probe
powers to minimize the perturbation of the ground-state
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FIG. 6. Optical rotation measurements using a conventional
CW laser tuned to the center of the F = 2 → F ′ = 1 hyperfine
transition of the 87Rb D1 manifold. The data presented (blue
markers) are averaged 2048 times and fitted (blue line) using
Eq. (9). The pump-beam modulation is shaded in gray. An off-
set due to misbalancing the polarimeter has been removed in
postprocessing.

atomic coherence. A change in experimental conditions
is likely to yield shot-noise-limited EOFC measurements.
The perhaps surprising observation here is that there is no
significant introduction of noise arising from the use of a
comb-based probe despite the additional information that
is acquired from the atomic system.

V. CONCLUSION

We demonstrate the ability of an electro-optic frequency
comb to simultaneously observe the Larmor precession
of rubidium atoms in the temporal and spectral domains.
The free-induction decay of the atomic vapor is observed
on both the F = 2 → F ′ = 1, 2 transitions, which shows
the optical rotation of the two manifolds oscillating out
of phase due to sign differences of the Clebsch-Gordan
coefficients between the two transitions. We also observe
the exponential decay of the atomic polarization due to
collisions with the cell walls. The comb observations
allow us to distinguish two groups of polarized atoms:
those that have undergone one or more wall collisions,
which exhibit a Doppler-broadened spectral profile, and
those that have followed a direct path between the pump
and probe regions, which show a much narrower spectral
feature that rapidly relaxes.

We compare the rotational sensitivity performance of
the comb measurement with that of a continuous-wave
measurement and show that both techniques can approach
the shot-noise limit. The comb technique thus allows rapid
temporally and spectrally resolved measurements to be
performed without introducing a significant amount of
noise with respect to a continuous-wave measurement.
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APPENDIX A: DENSITY MATRIX THEORY

The dynamics of the 87Rb atoms in the pump and probe
beams are independent as there is no cross-sectional over-
lap between the two beams. The interaction between the
pump and probe is therefore mediated by atoms traversing
these two beams. In order to model the observed opti-
cal rotation signals, it is necessary to incorporate both the
pumping and probing processes, as well as the kinetics
that lead to atoms traversing through two separate optical
fields.

The 87Rb atoms are initially optically pumped by the
pump beam, which is tuned to the F = 2 → F ′ = 1
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hyperfine transition with a Rabi frequency of 	 ≈ 56
MHz—much larger than the decay rate of the excited state,
� = 5.75 MHz. A strongly driven optical transition such
as this, 	 � �, results in the F = 2 ground state being
rapidly optically pumped into a population distribution,
which forms a dark state, established on a timescale of
�−1. This dark state exhibits negligible absorption and
thus slows the optical pumping of atoms into the uncou-
pled F = 1 ground state. Since the atomic population is
“trapped” in the F = 2 ground state during the pumping
process, with little population dynamics, this enables the
system to be simplified into a three-level model to better
understand the pumping and probing processes.

The simplified energy-level diagram used in these cal-
culations is shown as red arrows in the inset of Fig. 2. The
quantization axis is defined to be in the direction of the
magnetic field, which is parallel to the pump and probe
beams. The linearly polarized pump and probe beams can
be decomposed into two circularly polarized components,
leading to our simple model using only three energy lev-
els: two ground states |m1〉 and |m−1〉 and a single excited
state |e〉. The excited-state decay rate is given by �, while
the relaxation of the ground states due to dephasing colli-
sions is given by γ . A first-order approximation to the full
model of the 87Rb atoms can be reproduced by summing a
number of these simplified models together that cover all
of the ground and excited states.

The temporal evolution of the density matrix ρ, repre-
senting the simple model in both beams, is governed by the
Liouville equations [37]. The Liouville equations govern-
ing the dynamics of the simple model atom take the general
form

dρ

dt
= − i

�
[Hatom + Hint, ρ] + �(ρ), (A1)

where the atomic and light-atom interaction Hamiltonians
under the rotating wave approximation are given by

Hatom + Hint = �

⎛
⎝ 	L 0 	/2

0 −	L −	/2
	/2 −	/2 −�

⎞
⎠ , (A2)

where 	L is the Zeeman splitting of the ground states rel-
ative to the |m0〉 ground state, � is the optical detuning of
the laser field from the atomic transition frequency, and 	

is the Rabi frequency of the atom-light interaction given
by

	 = μE0

�
, (A3)

where E0 is the amplitude of the driving electric field and μ

is the electric dipole moment for the |m±1〉→|e〉 transition.

Relaxation is included via the � term which takes the form

�(ρ) = �

2

⎛
⎝ ρe,e 0 −ρm1,e

0 ρe,e −ρm−1,e
−ρe,m1 −ρe,m−1 −2ρe,e

⎞
⎠

+ γ

2

⎛
⎝ 1 0 0

0 1 0
0 0 0

⎞
⎠− γρ. (A4)

The first line is the contribution from spontaneous decay,
while the second line contains the contributions from
ground-state repopulation and relaxation, respectively.

The atomic system approaches a steady state on a
timescale of �−1, which is much shorter than both the time
taken for the atoms to cross the pump beam and the time
in which the pump beam is switched on. As a result, the
simplified atomic system leaves the pump beam having
been optically pumped to a steady state, with a population
distribution and coherences given by

ρm1,m1 = ρm−1,m−1 = 1/2, (A5)

ρm1,m−1 = ρm−1,m1 = −1/2, (A6)

with all other terms equal to zero when 	m±1,e � 	L, �, γ .
After the pump light is switched off, the atomic system
undergoes free evolution, which results in an oscillatory
response of the ground-state coherences given by

ρm1,m−1 = ρ∗
m−1,m1

= 1
2

e−γ tei2	Lt. (A7)

It can be seen that the coherences evolve at a frequency of
2	L, which is the frequency separation between the two
ground-state Zeeman sublevels, |m1〉 and |m−1〉, and decay
at a rate of γ due to ground-state relaxation.

The atomic interaction with the probe beam can be
greatly simplified under the assumption that the probe does
not significantly perturb the atomic populations. This is a
valid assumption given the relatively low optical power
of the probe beam. When the steady-state populations and
the freely evolving ground state coherences are substituted
into Eq. (A1), the resulting time-dependent coherences
between states |m±1〉 and |e〉 are given by

dρm±1,e

dt
= ± i	

4
(
1 − e−γ te∓2it	L

)

−
[
γ + �

2
+ i (� ± 	L)

]
ρm±1,e, (A8)

where 	 is the Rabi frequency of the probe light. Solving
this equation for t � �−1 yields the solution:

ρ±1,e ≈ A± + B±e−γ te∓i(2	Lt+θ±). (A9)

The first term, A, represents the dc atomic response, which
is present even when the pump beam is switched off, and
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corresponds to the typical two-level absorption. The sec-
ond term, which oscillates at a frequency of 2	L, is the
nonlinear magneto-optical rotation. This term is induced
by the pump beam generating coherence between the two
ground-state Zeeman sublevels and is observed experi-
mentally. The coefficients A± and B± and the phase of the
coherences θ± are given by

A± = ±	m±1,e

2
i (� + 2γ ) + 2 (� ± 	L)

(� + 2γ )2 + 4 (� ± 	L)
2 , (A10)

B± = 	m±1,e

2
1√

�2 + 4 (� ∓ 	L)
2

, (A11)

θ± = arctan [∓2 (� ∓ 	L) , �] , (A12)

The optical depth and optical rotation for an optically thin
media can be calculated from [37]

α = Nω�l√
2

	

I
Im
(
ρm−1,e − ρm1,e

)
, (A13)

φ = −Nφω�l√
2

	

I
Re
(
ρm−1,e + ρm1,e

)
, (A14)

where Nφ is the density of optically pumped atoms that
generate optical rotation; N is the total atomic number den-
sity; l is the optical path length through the 87Rb vapor; and
I is the optical intensity, which is given by

I = cε0|E0|2
2

, (A15)

where ε0 is the vacuum permittivity and c is the speed of
light. Taking the ratio of the oscillating optical rotation
to the steady-state optical depth when on resonance (i.e.,
� = 0) using the solution to the density matrix, Eq. (A9),
and noting that 	L 
 � leads to

φ

α
= Nφ

N
Re
(
ρm−1,e + ρm1,e

)
Im
(
ρm−1,e − ρm1,e

) ,

= Nφ

N
Re (B− + B+)

Im (A− − A+)
,

= Nφ

N
(2γ + �)2 + 4	2

L

(2γ + �)

√
�2 + 4	2

L

e−γ t,

≈ Nφ

N
e−γ t. (A16)

The second line follows from the fact that we are con-
sidering the amplitude of the oscillating optical rotation

at the resonant frequency, 2	L, while the measured opti-
cal depth is the dc component. The final line follows from
the excited-state decay rate being much faster than both
the Larmor frequency and the ground-state relaxation rate,
i.e., � � 	L, γ . As the optical rotation φ(t) decays due
to ground-state relaxation, the ratio between the optical
rotation and optical depth also exponentially decays with
time.

Atoms that contribute to the optical rotation signal are
those that possess coherence between the ground-state
Zeeman sublevels upon being probed. On the other hand,
all available atoms contribute to the optical depth mea-
sured by the probe beam. Thus, the relative density of
polarized atoms, ε = Nφ/N , can be directly related to the
ratio of the optical rotation to the optical depth using
Eq. (A16). For the experimental parameters used here, i.e.,
a ground-state relaxation rate of γ ≈ 104 Hz and a pump-
ing period of t0 = 100 μs, the fraction of polarized atoms
is given by

φ

α
= 1

t0

∫ t0

0

Nφ

N
e−γ tdt,

= 0.63ε, (A17)

which is in good agreement with experimental observa-
tions. The validity of this simplified model is checked
against a numerical model that incorporated the full 87Rb
energy-level structure, with both models predicting a sim-
ilar result to Eq. (A17).

APPENDIX B: HYPERFINE PHASE SHIFT

The π phase shift between the two hyperfine transi-
tions observed in Fig. 4 is the result of a sign difference
of the Clebsch-Gordan coefficients between right- and
left-circularly polarized light for the two transitions. This
can clearly be seen when evaluating the simplified model
shown in Fig. 2. In order to model the F = 2 → F ′ =
1 hyperfine transition of the 87Rb D1 manifold, two of
the five ground states, |m±〉 = |F = 1, mf = ±1〉, and
one of the three excited states, |e〉 = |F ′ = 1, mf = 0〉,
are considered (cf. Appendix A). After implementing the
rotating-wave approximation, the light-atom interaction
Hamiltonian for this transition is given by

H2,1 = �	2,1

2

⎛
⎝ 0 0 1

0 0 1
−1 −1 0

⎞
⎠ , (B1)

where 	2,1 is the Rabi frequency for the F = 2 → F ′ = 1
transition. However, using the same approximations, the
interaction Hamiltonian for the F = 2 → F ′ = 2 hyperfine
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transition exhibits a sign change of two of the elements:

H2,2 = �	2,2

2

⎛
⎝ 0 0 1

0 0 −1
−1 1 0

⎞
⎠ . (B2)

The elements in question correspond to one of the cir-
cular components of the linearly polarized light. Chang-
ing the sign of these elements produces a π phase shift
between the observed optical rotation in the two hyperfine
transitions.

APPENDIX C: SHOT-NOISE CALCULATION FOR
THE EOFC

Provided that the power of the local oscillator (LO) is
significantly greater than the comb power (as is the case
here), the effective shot noise for each mode is independent
of the LO and is instead proportional to the power in the
mode [36,38]. To calculate the resulting shot-noise-limited
rotation noise, we substitute the shot noise of each of the
photodetectors into Eq. (2):

σφ =
√(

∂φ

∂P1
σP1

)2

+
(

∂φ

∂P2
σP2

)2

, (C1)

where P1 and P2 are the optical powers measured at the
two photodetectors, σP1 and σP2 are the shot-noise-induced
power fluctuations of the two photodetectors, and σφ is the
optical rotation noise. For a balanced polarimeter, the opti-
cal power on each photodetector is approximately equal
(P1 ≈ P2) and hence so is the shot noise σP1 ≈ σP2 . This
simplifies Eq. (C1) to

σφ =
√

2
∂φ

∂P1
σP1 . (C2)

Calculation of the partial derivative and subsequent sim-
plification yields

σφ = 1

2
√

2

σP1

P1
. (C3)

Since the optical power on the photodetector is linearly
proportional to the photocurrent I , Eq. (C3) can be rewrit-
ten in terms of current as

σφ = 1

2
√

2

σI1

I1
, (C4)

where I1 is the photocurrent of one of the photodetectors
and σI1 is the root-mean-square current due to shot noise.

The current shot noise can be calculated from

σI =
√

2eI
�tN

, (C5)

where e is the charge of an electron, I is the photocur-
rent, �t is the measurement time, and N is the number

of averages. For a detected power per mode of around
0.3 μW, we calculate that the photocurrent produced by
the photodetector (responsivity of 0.1 A/W at 795 nm) is
I1 = 0.03 μA. The total measurement time for a single
comb mode shown in Fig. 4 is 400 averages of a 9.78-μs
measurement, yielding an estimated rotational shot noise
of 20 μrad. In addition, we use a calibration spectrum that
increases this noise by a factor of

√
2, giving rise to a root-

mean-square rotation of σφ = 26.1 μrad on each comb
mode.
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Chapter 10

Ultrastable Optical Magnetometry

This chapter is based on the published article:

Nathanial Wilson, Philip Light, André Luiten, and Christopher Perrella, Ultrastable Optical
Magnetometry, Phys. Rev. Appl. 11, 044034 (2019).

10.1 Overview and Motivation

Optical magnetometers have demonstrated exceptional performance, with absolute sensi-

tivities which rival, or even surpass that of superconducting quantum interference devices.

One of the major limitations of these devices, however, is their relatively poor performance

over long timescales. This reduction in performance is typically the result of contributions

from a myriad of technical noise sources, rather than due to fundamental limitations of the

device itself. However, regardless of the origin, reduced performance over long timescales

prohibits the applicability of these devices in situations where small, slowly varying mag-

netic fields must be measured. Examples of such applications include magnetic anomaly

detection, earthquake monitoring, and the search for plant biomagnetism.

This chapter describes experimental work in which an optical magnetometer — based

on nonlinear magneto-optical rotation — was used to perform sensitive magnetometry over

a 26-h period. This was achieved through optimisation of a number of experimental param-

eters, and active stabilisation of these parameters at their optimal values. Additionally, a

multitude of noise sources — both fundamental and technical — were identified, and their

relative contributions to the noise floor of the device were characterised and subsequently

minimised where possible.

To the best of our knowledge, and at the time of publishing, the demonstrated perfor-

mance of the device was the highest absolute sensitivity of a nonlinear magneto-optical ro-

tation based magnetometer across 8 orders of magnitude in Fourier frequency, as well as the

highest dynamic-range magnetic-field measurement performed by an optical magnetome-

ter of any kind. The observed low-frequency performance was vastly superior to previously

demonstrated work, and paves the way for the use of optical magnetometers in applications

which demand high sensitivity over long timescales.
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We report on an ultrastable optical magnetometer based on nonlinear magneto-optical rotation in 87Rb
vapor. The atomic vapor is both optically pumped and probed on the F = 2 → F ′ = 1 hyperfine tran-
sition of the D1 manifold. A measurement over 26 h quantifies the magnetometer’s performance across
8 orders of magnitude in the Fourier-frequency domain, allowing us to measure the magnetic response
into the microhertz domain. We demonstrate a room-temperature sensitivity floor of 15 fTrms/

√
Hz at a

magnetic-field strength of 2.5 μT, which corresponds to a record 9 ppb/
√

Hz fractional sensitivity. The
magnetometer’s performance is photon shot-noise limited from 40 Hz to 10 kHz, while below 40 Hz it
slowly degrades as approximately f −1/4. At 1 mHz the performance is still better than 1 pTrms/

√
Hz. We

show that this worsening performance is not a characteristic of the sensor, but instead associated with
minute fluctuations of the magnetic field at the sensor from various identified sources.

DOI: 10.1103/PhysRevApplied.11.044034

I. INTRODUCTION

Optical magnetometers are presently among the most
sensitive devices for measuring magnetic fields; their sen-
sitivities can rival [1] or even surpass [2–4] that of super-
conducting quantum interference devices (SQUIDs). With
their intrinsic accuracy, room-temperature operability, and
portability, these devices are finding applications in numer-
ous fields ranging from medical diagnostics and imag-
ing [5–15], to geomagnetism [4], and fundamental physics
research [16–19].

Optical magnetometers come in a number of fla-
vors, each with characteristic advantages and disadvan-
tages. Perhaps the two most frequently encountered fla-
vors make use of the nonlinear magneto-optical rota-
tion (NMOR) [20] or spin-exchange relaxation-free
(SERF) [21] techniques. SERF magnetometers have
demonstrated magnetic sensitivities below 1 fTrms/

√
Hz

[2–4]; however, they can only operate in near-zero mag-
netic field (� 1 nT) and have a relatively low bandwidth.
These aspects limit their practicality in many real-world
applications. In contrast, NMOR magnetometers, utilizing
frequency [22,23], amplitude [1,24], or polarization [25]
modulated-pumping techniques, can operate in magnetic
fields higher than that of Earth [22,26]. The absolute
sensitivity of NMOR magnetometers is generally 1 to
2 orders of magnitude worse than that of their SERF
counterparts.

The sensitivity of an optical magnetometer is subject
to two fundamental limits [27–29]: spin-projection noise

*nathanial.wilson@adelaide.edu.au

and photon shot noise. For NMOR magnetometers, photon
shot noise always dominates over spin-projection noise,
and sets the performance limit of a well-designed magne-
tometer at relatively high frequencies (� 10 Hz). However,
at low frequencies a number of technical-noise sources
typically limit the magnetometer’s performance, or the
ability to measure that performance, such that one can-
not achieve this fundamental limit. These technical-noise
sources include fluctuations in optical power (both pump
and probe), optical-polarization drift, ambient-field fluctu-
ations, electronic noise in the detection, magnetic-shield
noise etc. This can prevent the application of a magne-
tometer in circumstances that demand high performance
at low frequencies. Examples would include magnetic
anomaly detection [30], earthquake monitoring [31–33],
and the search for plant biomagnetism [34].

In this work, we demonstrate an optical magnetome-
ter, which operates at room temperature and exhibits high
sensitivity over a broad range of Fourier frequencies.
We generate a magnetic field of 2.5 μT within a mag-
netic shield and subsequently measure that field with a
shot-noise-limited sensitivity of 15 fTrms/

√
Hz. This cor-

responds to a record fractional sensitivity of 9 ppb/
√

Hz.
Over a 26-h measurement, the measured magnetic field
drifts by only 100 ppm, and this instability arises in the
applied field rather than from the sensor itself. The result
presented here is, to the best of our knowledge, the most
sensitive magnetic-field measurement performed by an
NMOR magnetometer over an exceptionally broad range
of Fourier frequencies from 100 μHz to 10 kHz [1,35], as
well as the highest dynamic-range measurement performed
by an optical magnetometer of any kind. The fractional

2331-7019/19/11(4)/044034(9) 044034-1 © 2019 American Physical Society
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sensitivity reported here is around 2 orders of magnitude
superior to the best reported measurements with a SERF
magnetometer [2–4].

When compared to state-of-the-art superconducting
quantum-interference devices, the reported performance is
only a factor of 40 inferior to the best-ever reported result
at high frequencies [36], and less than 2 orders of magni-
tude worse at ultralow frequencies around 100 μHz [37].
However, the optical approach reported here benefits from
avoiding cryogenics and giving an intrinsically accurate
measurement. This demonstration of low-frequency per-
formance of an optical magnetometer opens the potential
for many new applications, which are currently dominated
by the use of SQUIDs.

II. MAGNETOMETER CONCEPT

The magnetometer utilizes amplitude-modulated non-
linear magneto-optical rotation (AMOR) [20,24], in which
resonant, linearly polarized light produces spin coher-
ence in an alkali vapor through periodic optical pumping.
Pumping with linearly polarized light generates atomic
alignment (a rank-two polarization moment) [38]. Using
an atomic description in which the quantization axis is
aligned with the applied magnetic field, this corresponds
to a symmetric distribution of population between Zee-
man sublevels with respect to the |mF = 0〉 state, and
coherences between ground-state Zeeman sublevels of
�mF = 2 [22].

When exposed to a weak longitudinal magnetic field,
the energy levels of the Zeeman states are shifted by the
Larmor frequency, �L = μBgFB/�, where μB is the Bohr
magneton, gF is the hyperfine Landé g-factor, B is the
magnetic-field strength and � is the reduced Planck con-
stant. This energy splitting induces temporal evolution
of the �mF = 2 coherences at a frequency of 2�L [39],
yielding a modulation of the complex refractive indices
for the two polarization eigenmodes [28] (circular bire-
fringence). This consequently modulates the polarization
plane of a linearly polarized probe beam at the same
frequency [27,40]. One finds a strong resonant pumping
condition, which maximizes the atomic alignment within
the vapor, if the pump beam is modulated at a frequency
�m = 2�L. A measurement of the frequency of this res-
onant condition allows accurate estimation of the local
magnetic-field strength.

III. EXPERIMENTAL SETUP

The experimental setup is presented in Fig. 1. Isotopi-
cally pure 87Rb is contained in a cylindrical vapor cell with
a 40-mm diameter and 40-mm length. The walls of the cell
are coated with paraffin in order to preserve coherences
between ground-state Zeeman sublevels, with a measured
transverse spin-relaxation time of T2 = 36.5 ms. The cell
remains at room temperature (23.10 ± 0.04 ◦C), and is

μ-metal shield
B
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PD PD
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AOM
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AOM
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FIG. 1. Simplified experimental setup, showing the external
cavity diode laser (ECDL), acousto-optic modulator (AOM),
Glan-Thompson prism (GT), Wollaston prism (WP), photode-
tector (PD), lock-in amplifier (LIA), servo controller (SC), and
frequency counter (CNT). The probe beam is shown in blue,
while the pump beam is shown in red. All relevant electronic
components are referenced to the 10-MHz output of a cesium
atomic clock. The AM and FM labels denote amplitude and
frequency modulation, respectively.

housed within a six-layer cylindrical μ-metal magnetic
shield that has a calculated shielding factor of 2 × 105 [41].
A constant-bias magnetic field of 2.5 μT is generated along
the longitudinal axis of the cell using a solenoid installed
within the innermost shield. This value is chosen as it is
the strongest magnetic field that could be applied without
deteriorating the magnetometer’s performance via gradi-
ent broadening [42] due to the inhomogeneity of the field
generated by the solenoid.

The solenoid is driven by an ultralow-noise power sup-
ply, which produces a fixed voltage with a square-root
Allan variance [43] of 3 × 10−8 at 1 s, slowly degrad-
ing to 10−6 for integration times of 104 s. In order to
obtain fractional current fluctuations in the part-per-billion
range at high Fourier frequencies, the output voltage of
the power supply is filtered prior to driving the solenoid
using a first-order Butterworth filter with a cut-off fre-
quency of 0.3 mHz. The solenoid current is set by series
resistors with an ultralow temperature coefficient of 200
ppb/◦C. The current noise after the filter is below the level
that can be measured by any conventional instrumentation
and is seen not to limit the magnetometer performance
above 10 mHz. Below this frequency, we observe a tem-
perature dependence in the Butterworth filter that causes
unwanted current fluctuations that can be observed by the
magnetometer.
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The atomic vapor is optically pumped and probed on
the 52S1/2 → 52P1/2 (D1) transition of 87Rb by an exter-
nal cavity diode laser tuned near 795 nm. The laser is
frequency locked to the F = 2 → F ′ = 1 hyperfine transi-
tion using saturated absorption spectroscopy in a reference
cell. Both pump and probe beams pass through acousto-
optic modulators (AOMs) that downshift their frequencies
by 80 MHz, and are also used to control the optical
power incident on the vapor cell. The AOM for the pump
beam also applies a square-wave amplitude modulation at
�m/2π ≈ 34.7 kHz, with a modulation depth of 100% and
a duty cycle of 20%. This amplitude modulation resonantly
drives the polarization of the medium.

Prior to the vapor cell, a small fraction of the pump and
probe beams is detected by two separate photodetectors.
These signals are used to keep the power of each beam
stabilized by actively controlling the rf driving power of
the AOMs. As the pump beam is amplitude modulated,
the photodetector signal is demodulated at �m/2π using
a lock-in amplifier referenced to the pump modulation
frequency prior to being fed into the power servo. Fol-
lowing stabilization, the square-root Allan variance of the
pump and probe powers is relatively flat (i.e., independent
of integration time) and below 10−4 for integration times
ranging between 0.2 and 400 s.

We note that optical-power fluctuations can result in
small changes in the observed Larmor frequency through
optical saturation and other nonlinear optical effects. With-
out sufficient power stabilization, this has the effect of
giving rise to a fictitious magnetic field. We measure
the sensitivity of the magnetometer to these effects by
intentionally inducing a large power modulation, and mea-
suring the magnetometer response. Using this sensitivity,
we calculate that the stabilized pump and probe beams
induce fictitious magnetic fluctuations with a flicker-noise
characteristic, the magnitude of which is 1 fTrms/

√
Hz

and 100 fTrms/
√

Hz at 1 mHz for the pump and probe
beams, respectively. These unwanted fluctuations are not
a dominant limitation of the magnetometer presented here.

Immediately prior to entering the cell, the pump beam is
vertically polarized by a Glan-Thompson (GT) prism and
set to propagate parallel to the magnetic field. The probe
beam is linearly polarized at 45◦ from the vertical by a GT
prism, and propagates antiparallel to the magnetic field.
Both pump and probe beams have a 1/e2 diameter of 1.5
mm, and are horizontally displaced by approximately 10
mm relative to each other.

The stability of the polarization of the probe beam is
an important quantity, as fluctuations in the polarization of
the probe can give rise to asymmetry in the resonance sig-
nals, which is indistinguishable from real magnetic noise.
The stability of the polarization of the probe beam, as mea-
sured after the cell, has a flicker-noise characteristic with a
magnitude of 700 μradrms/

√
Hz at 1 mHz. By intentionally

inducing a large polarization change in the probe beam and

subsequently measuring the magnetometer response, we
conclude that the effective magnetic noise associated with
probe polarization drift is about 100 fTrms/

√
Hz at 1 mHz.

As with the optical-power fluctuations described previ-
ously, the polarization instability of the probe beam is not a
dominant limitation for the magnetometer presented here.

After traversing the vapor cell, the probe beam passes
through a Wollaston prism, which separates the beam into
its orthogonal polarization components. These orthogo-
nal components are measured on separate photodetectors,
forming a balanced polarimeter. The optical power on each
photodetector can be converted into a polarization-rotation
angle via [27,40]

φ = 1
2

arcsin
(

P1 − P2

P1 + P2

)
, (1)

where P1 and P2 are the optical powers on the two
photodetectors and φ is the polarization-rotation angle.
The optical-rotation signal is measured in the frequency
domain by demodulating the balanced polarimeter output
at �m/2π .

IV. OPTIMIZATION

The magnetic-detection limit of the magnetometer is
determined by its signal-to-noise ratio; thus, for ultimate
performance, one needs to understand the dependence of
both signal and noise on key operational settings.

The two-channel demodulated polarimeter signal, con-
taining the AMOR resonance (cf. Fig. 2), has in-phase,
φP (v), and quadrature, φQ (v), components. These com-
ponents are well approximated as the real and imaginary
components of a complex Lorentzian lineshape defined by

L (v) = A
[ (

�
2

)2

(v − v0)
2 + (

�
2

)2 + i
�
2 (v − v0)

(v − v0)
2 + (

�
2

)2

]
,

(2)

where A is the amplitude, � is the full width at half max-
imum, and v0 is the resonant frequency. The maximum
slope S of the quadrature component, φQ, is given by

S = lim
v→v0

dφQ

dv
= 2A

�
. (3)

Equation (3) is effectively the sensitivity of the magne-
tometer. This sensitivity is seen to vary as certain oper-
ational parameters are changed. Here, we explore how
this sensitivity varies with the time-averaged pump and
probe power. To understand the origin of this sensitivity
variation, we measure the resonant response in each oper-
ational setting (cf. Fig. 2) and fit to it an equation of the
form of Eq. (2). This allows us to obtain the optical-power
dependence of the resonant amplitude A, resonant width
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FIG. 2. In-phase and quadrature components of the AMOR
resonance measured using time-averaged pump and probe pow-
ers of Ppump = 15 μW and Pprobe = 5 μW respectively, with a
complex Lorentzian fit using Eq. (2). The quadrature compo-
nent has an amplitude of A = 7.57 mrad, a width of � =
13.4 Hz = 0.96 nT, and a calculated slope of S = 1.13 mrad/Hz
using Eq. (3). The resonance is centered around a modula-
tion frequency of �m/2π = 34.672 kHz, corresponding to a
magnetic-field strength of B = 2.4781 μT.

�, and consequently S through Eq. (3). These outcomes
are shown across the first three panels of Fig. 3.

Figure 3(a) demonstrates that for low pump power
there is a monotonic increase in resonance amplitude, A,
as the pump power is increased. This is reasonable as
in this limit the pump power determines the maximum
achievable spin polarization. However, for the highest
pump powers shown, the atomic response is saturated
and we observe a plateau and subsequent decrease of
the resonance amplitude [44]. On the other hand, as the
probe power increases we observe a monotonic decrease
in the resonance amplitude, which is associated with
the destruction of ground-state coherence via unwanted
optical pumping by the probe [27]. An optimum ampli-
tude is observed at (Ppump, Pprobe) = (30 μW, 3 μW).
By contrast, the resonance width, �, presented in

Fig. 3(b), shows a broadening that scales approximately as
� ∝

√
P2

pump + 3P2
probe. Figure 3(c) gives the resulting

slope of the resonance in magnetic units, Sγ /π , calcu-
lated via Eq. (3). The steepest slope (and hence maximum
sensitivity) is found at (Ppump, Pprobe) = (7 μW, 3 μW).

We now turn our attention to the noise of the detection
process, which determines the minimum detectable opti-
cal rotation per unit bandwidth, δφ. Combining this with
the slope, S , we obtain the minimum detectable magnetic
signal per unit bandwidth, δB:

δB = πδφ

Sγ
, (4)

where γ is the gyromagnetic ratio of the ground state. For
the F = 2 ground state of 87Rb, the gyromagnetic ratio is
γ /2π = 6.9958 GHz/T [45].

For all measurements presented here the photodetec-
tors are shot-noise limited. In this case, a beam of light
with time-averaged power, P, has a power spectral density
as measured at the photodetector of S (ν) = 2hνPη (ν),
where hν is the energy per photon and η (ν) is the
quantum efficiency of the photodiode. Therefore, given
approximately equal detected powers, P, on the two pho-
todetectors in the polarimeter, the minimum detectable
optical rotation per unit bandwidth in the case of shot
noise can be calculated from Eq. (1) as δφ ≈ 1

2

√
hν

η(ν)P .
In Fig. 3(d) we combine the signal and noise results to
estimate the magnetic-noise floor of the instrument. This
indicates an optimum operation point, (Ppump, Pprobe) =
(15 μW, 5 μW), that is not identical to the optimal sensi-
tivity (slope) point seen in Fig. 3(c). The atomic response
around the magnetic resonance is shown under these opti-
mal conditions in Fig. 2.

V. PERFORMANCE

The magnetometer performance is examined over a
wide range of Fourier frequencies in Fig. 4. For fast fluc-
tuations (> 0.5 Hz) we characterize this performance by

(a) (b) (c) (d)

FIG. 3. Optical-power-optimization contour plots for the magnetometer, showing the resonance amplitude A (a), resonance width �

(b), resonance slope in magnetic units Sγ /π (c) and the shot-noise-limited sensitivity δB (d). The optimum operating point occurs for
time-averaged pump and probe powers of Ppump = 15 μW and Pprobe = 5 μW, respectively. Using this combination of optical powers
results in a shot-noise-limited sensitivity of 15 fTrms/

√
Hz.
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FIG. 4. Amplitude spectral density of the magnetometer noise
floor (blue trace) calculated via Welch’s method [46], using a
26-h measurement. The noise floor is shot-noise limited (red
trace) above 40 Hz, but exhibits excess noise at low Fourier
frequencies arising from unwanted fluctuations in the magnetic
field at the sensor. In the intermediate frequency range (30 mHz
to 40 Hz), Johnson current noise in the solenoid generates mag-
netic noise (solid purple trace, with a 5-Hz-filtered version shown
in the dashed purple trace). Between 1 and 30 mHz, magnetic
noise arising from the innermost shield dominates [47] (black
trace), while at the lowest frequencies, temperature sensitivity of
the solenoid current modulates the magnetic field (green trace).
The measured temperature fluctuations of the current source are
scaled by an experimentally-determined factor of 100 pT/◦C.

directly measuring φQ with a spectrum analyzer when the
pump modulation frequency is tuned to the resonance con-
dition �m = 2�L. We subsequently convert this signal to
an equivalent magnetic fluctuation using Eq. (4). Slow
fluctuations (< 0.5 Hz) are measured by actively locking
the pump modulation frequency to the magnetic resonance,
and then using a frequency counter to measure the varia-
tions in pump modulation frequency. Both approaches are
shown in Fig. 4 and are in excellent agreement where they
overlap.

The key determinant of the read-out system noise is
photodetection noise. The bespoke photodetectors used
here implement a transimpedance amplifier with a gain
of 106 �, and show an effective magnetic noise of about
2 fTrms/

√
Hz due to the combined dark-current noise of

both photodetectors.
The photodetector output signals are then sent to a com-

mercial lock-in amplifier with a measured input noise of
6 nVrms/

√
Hz. Using the experimental parameters reported

here, the input noise of the lock-in amplifier gives rise
to an effective magnetic noise of 0.4 fTrms/

√
Hz. We

note that changes in the phase of the lock-in amplifier
can give rise to an asymmetry in the resonance signals,
which is indistinguishable from real magnetic fluctua-
tions. The specified phase noise of the lock-in amplifier is
about 60 nradrms/

√
Hz, which corresponds to an effective

magnetic noise of about 90 aTrms/
√

Hz.
When measuring high-frequency magnetic-field noise

using a spectrum analyzer, the input noise of the spectrum
analyzer will give rise to an effective magnetic noise. For

the measurements performed here, this effective noise is
consistently below 1 fTrms/

√
Hz at 1 Hz, dropping as low

as 150 aTrms/
√

Hz at high Fourier frequencies (i.e., above
100 Hz).

When measuring low-frequency magnetic-field noise by
actively locking the pump modulation frequency to the
magnetic resonance and subsequently observing variations
in the modulation frequency, the effective magnetic noise
introduced by the frequency counter must also be con-
sidered. The noise of the frequency counter is dependent
upon both the signal-to-noise ratio of the signal, which it is
counting, as well as the gate time. Under the experimental
conditions presented here, the measured effective magnetic
noise due to the frequency counter is about 2 fTrms/

√
Hz.

The bandwidth of the magnetometer is determined by
introducing a small sinusoidal modulation to the applied
magnetic field using a high-bandwidth (> 100 kHz) coil
wrapped around the center of the solenoid. The mag-
netometer’s response to this modulation is observed by
performing a free-induction decay measurement [48], in
which the spin-polarized atomic vapor is allowed to relax
in the presence of the modulated magnetic field. An exam-
ple free-induction decay time trace and its corresponding
Fourier transform is shown in Fig. 5, for an applied ac
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FIG. 5. (a) Free-induction decay measurement performed in the
temporal domain, with a carrier frequency of �L/π = 29.567
kHz and a small sinusoidal frequency modulation at 500 Hz.
Dashed black lines highlight the damped exponential envelope,
which has a time constant of 14.5 ms. (b) Fourier transform of
the free-induction decay data presented in (a), showing a peak
at the carrier frequency of 29.567 kHz (indicated by the dashed
vertical line), and both first- and second-order sidebands arising
from the sinusoidal modulation at 500 Hz.
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magnetic-field strength of 10 nT at a frequency of 500 Hz.
The measured transfer function shows that the bandwidth
of the magnetometer is greater than 10 kHz.

The photon shot noise, calculated from the measured
current from the photodetectors, corresponds to a magnetic
noise of 15 fTrms/

√
Hz, and is shown in red in Fig. 4.

We see that the measured magnetometer performance is
limited by this noise source over a frequency range of
40 Hz to 10 kHz. This corresponds to a dynamic range
of the instrument of over 108/

√
Hz, which, to the best of

our knowledge, is the highest ever reported for an optical
magnetometer of any kind.

Evident in the high-frequency region of Fig. 4 is a peak
in the noise at 50 Hz and harmonics thereof. The amplitude
of this noise component is observed to be largely inde-
pendent of the number of layers of shielding. Since the
high-permeability shields are appropriate for the attenua-
tion of low-frequency magnetic fields via flux shunting, the
noise must be originating from within the shields. Given
that the measured transfer function of the Butterworth filter
is around −100 dB at 50 Hz, the electronics, which drive
the solenoid, cannot be the source. We therefore believe
that these peaks originate from electromagnetic coupling
of ambient magnetic fields through the conductors that
connect the solenoid to the driving electronics.

In the intermediate region between 30 mHz and 40 Hz,
the performance is limited by Johnson current noise aris-
ing in the finite impedance of the solenoid. A SPICE model
including the voltage reference, current-setting resistors,
and the solenoid (both inductance and resistance) pre-
dicts a current noise of 53 pArms/

√
Hz, corresponding to

92 fTrms/
√

Hz of magnetic noise (cf. solid purple trace in
Fig. 4). The SPICE model also predicts that this Johnson
noise should have a low-pass-filter characteristic with a
cut-off frequency of 170 Hz. We see excellent agree-
ment between the observed magnetic noise and the model
prediction at low frequency; however, the experiment
suggests a cut-off frequency close to 5 Hz. The dashed
purple trace in Fig. 4 shows the Johnson noise filtered
using a 5-Hz low-pass filter. The origin of this difference
is unknown; however, we speculate that the distributed
nature of the solenoid noise may lead to some additional
filtering over that predicted by the lumped-element SPICE
model.

For frequencies below 30 mHz, the performance is lim-
ited by a combination of two factors: thermal fluctuations
of the magnetization of the innermost layer of magnetic
shielding [47] (shown by the black trace in Fig. 4), and
a temperature sensitivity of the current source that drives
the solenoid. We noted a strong correlation between the
observed magnetic field and the temperature of both the
Butterworth filter and voltage reference. The measured
temperature fluctuations are shown in the green trace in
Fig. 4, after conversion to magnetic-field units using an
experimentally-determined scaling factor of 100 pT/◦C

(≡ 57 nA/◦C), that was measured independently by delib-
erately heating the Butterworth filter.

We note that in the region of elevated noise (i.e.,
below 40 Hz), the observed fluctuations arise not from the
sensor itself, but rather from low-level residual fluctuations
in the magnetic field generated inside the magnetic
shields.

VI. DISCUSSION

A. Measurement limitations

As discussed in Sec. V of the manuscript, the sensi-
tivity across the majority of the Fourier-frequency range
presented here is limited by the stability of the measured
magnetic field, rather than by the magnetometer itself. All
of the present limitations have been identified, and there
are a number of avenues remaining to be explored, which
may yield increased performance in these areas.

At high Fourier frequencies (i.e., � 40 Hz), the shield
noise is only a factor of 2 below the shot-noise limit and
hence an improvement in sensitivity of the magnetometer
by only a small factor would result in the shield noise lim-
iting the measurement. In this frequency region, the shield
noise is associated with Johnson currents arising from the
relatively low resistivity of μ-metal. The magnitude of this
noise contribution can be reduced through the use of fer-
rite as the inner layer of shielding, as ferrite shields have
been demonstrated to generate up to 25 times less John-
son magnetic noise than that of μ-metal shields of similar
dimensions, owing to an electrical resistivity that is as
much as 6 orders of magnitude larger than μ-metal [49].
Furthermore, ferrite shields also generate less than half the
thermal magnetization noise than their μ-metal counter-
parts [49], which would reduce the noise that is presently
limiting the measurement in the 1 to 30 mHz range.

In the intermediate range between 30 mHz and 40 Hz,
the measurement is limited by Johnson current noise aris-
ing from the solenoid. SPICE modeling indicates that this
noise could be reduced by using a higher-impedance con-
ductor, which would improve the performance over this
frequency range.

In the ultralow-frequency range below 1 mHz, the mea-
surement is limited by magnetic noise associated with tem-
perature drift of the coil-driving electronics, as determined
by a strong correlation between the observed magnetic
field and the temperature of the Butterworth filter and volt-
age reference. The noise in this region can be effectively
suppressed via active temperature stabilization of these
components.

B. Magnetometer limitations

The ultimate performance limit of the magnetometer is
determined by various noise sources, which are intrinsic to
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the device. Many of these sources have been identified and
have immediate pathways for improvement.

At high Fourier frequencies (i.e., � 40 Hz), the mag-
netometer is limited by photon shot noise. There are two
ways in which to improve the performance in this fre-
quency region: by increasing the sensitivity of the mag-
netometer to changes in magnetic-field strength, and by
reducing the effect of shot noise.

The optical rotation experienced by the probe beam may
be improved by increasing the optical depth of the vapor
via heating the cell. Due to the tradeoff between increas-
ing vapor density, spin-exchange collisions [50], and shot
noise, the optimal optical depth is around unity [24].
This optical depth could be achieved with a tempera-
ture increase of about 30 ◦C [45], which would yield
approximately an order of magnitude increased magnetic
sensitivity.

The shot-noise limit could be improved through the use
of polarization-squeezed light, which has previously been
shown to improve the sensitivity of NMOR magnetometers
by 2–3 dB [51,52].

At low frequencies, i.e., below 1 Hz, the two main limi-
tations intrinsic to the magnetometer are the optical-power
stability and polarization stability of the probe beam.

The fractional optical-power stability of the probe beam
is presently about 100 ppm, which corresponds to an effec-
tive magnetic noise of 100 fTrms/

√
Hz at 1 mHz. Fractional

power stabilities on the order of 1 ppm have previously
been demonstrated [53], which would reduce the effective
magnetic noise due to optical power instability by 2 orders
of magnitude if implemented here.

The polarization drift of the probe beam also introduces
an effective noise of 100 fTrms/

√
Hz at 1 mHz, as dis-

cussed in Sec. V. This polarization drift is associated with
mechanical or thermal alignment drift of the polarization
optics with respect to the incident beam. This can, in prin-
ciple, be improved through the use of mounting materials
with low thermal-expansion coefficients [54].

C. Applications

The measurements presented here are performed in a
2.5-μT bias field due to gradient-broadening limitations
described in Sec. III. In principle, if the field variations
across the cell volume can be minimized, this demon-
strated performance can be achieved at geophysical mag-
netic fields [22].

As it stands, the demonstrated performance of the mag-
netometer is sufficient for high-sensitivity, high-bandwidth
applications such as magnetocardiography [13,55] and
magnetoencephalography [55]. These two applications
require the measurement of small magnetic fields of around
100 pT and 100 fT, respectively, within a bandwidth of
up to 1 kHz [55]. Furthermore, due to the large dynamic

range of this device, these applications may also be pos-
sible within Earth’s field, thereby removing the need for
magnetically shielded rooms. The demonstrated sensitivity
on long timescales is also highly suited for low-frequency
applications such as the search for plant biomagnetism,
which requires resolution of fields less than 60 pT at
frequencies around 1 mHz [34].

We envisage that future work will involve measuring
small magnetic samples within the shielded environment.
For larger samples, the techniques presented here can be
readily transferred to an unshielded environment in a sim-
ilar fashion to a previous demonstration using a SERF
magnetometer [56]. However, depending on the magnitude
and inhomogeneity of the ambient field, there may be some
reduction in sensitivity arising from the nonlinear Zeeman
effect [22] and gradient broadening [42], respectively.

VII. CONCLUSION

We develop a magnetometer based on amplitude-
modulated nonlinear magneto-optical rotation in 87Rb
vapor. Through careful optimization and stabilization
of experimental parameters, a 2.5-μT magnetic field
is measured with a shot-noise-limited noise floor of
15 fTrms/

√
Hz, corresponding to a fractional sensitivity of

9 ppb/
√

Hz. We observe the performance of the magne-
tometer over 8 orders of magnitude in Fourier frequency,
and note that the low-frequency performance is limited
by the ability to produce a sufficiently quiet magnetic
environment, rather than a limitation of the sensor itself.
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Chapter 11

Quantum Sensing of Rapidly Varying
Magnetic Fields

This chapter is based on the published article:

Nathanial Wilson, Christopher Perrella, Russell Anderson, André Luiten, and Philip Light,

Wide-bandwidth atomic magnetometry via instantaneous-phase retrieval, Phys. Rev. Res. 2,

013213 (2020).

11.1 Overview and Motivation

Although recent developments in optical magnetometry have seen these devices reign

supreme as exquisitely sensitive detectors of quasi-static magnetic fields — with sensitiv-

ities which rival, or even surpass that of superconducting quantum interference devices —

they suffer from two major drawbacks: their relatively low amplitude and frequency re-

sponse. This is, in part, due to the conventional phase-sensitive detection method most of

them employ, which relies on synchronous optical pumping of a magneto-optical resonance.

This chapter describes experimental work in which a novel, temporal-domain measure-

ment technique is developed and demonstrated to extend the amplitude and frequency re-

sponse of an optical magnetometer by many orders of magnitude in comparison with con-

ventional techniques. This is achieved by measuring the free-induction decay of a transverse

atomic polarisation, during which an oscillating magnetic field is applied to the vapour cell.

The instantaneous phase of the free-induction decay is extracted and analysed, yielding ac-

curate and precise calibration-free measurements of both the dc magnetic-field strength, as

well as any present ac field components. It is demonstrated that both the amplitude and

frequency response are increased by over two and three orders of magnitude respectively,

in comparison to the traditional phase-sensitive detection method.

This new measurement technique paves the way for optical magnetometers to be used

in applications which require measurements of large-amplitude, high-frequency magnetic

fields — a regime which was previously inaccessible for optical magnetometers due to pro-

hibition by conventional measurement techniques.
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Wide-bandwidth atomic magnetometry via instantaneous-phase retrieval
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We develop and demonstrate a new protocol that allows sensing of magnetic fields in an extra-ordinary
regime for atomic magnetometry. Until now, the demonstrated bandwidth for atomic magnetometry has been
constrained to be slower than the natural precession of atomic spins in a magnetic field—the Larmor frequency.
We demonstrate an approach that tracks the instantaneous phase of atomic spins to measure arbitrarily modulated
magnetic fields with frequencies up to 50 times higher than the Larmor frequency. By accessing this regime, we
demonstrate magnetic-field measurements across four decades in frequency up to 400 kHz, over three orders
of magnitude wider than conventional atomic magnetometers. Furthermore, we demonstrate that our protocol
can linearly detect transient fields 100-fold higher in amplitude than conventional methods. We highlight the
bandwidth and dynamic range of the technique by measuring a magnetic field with a broad and dynamical
spectrum.

DOI: 10.1103/PhysRevResearch.2.013213

I. INTRODUCTION

Measuring magnetic fields with high accuracy and pre-
cision is paramount in myriad applications including med-
ical diagnostics and imaging [1–11], geomagnetism [12],
and fundamental physics [13–16]. Superconducting quantum
interference devices (SQUIDs) [17,18] and optical atomic
magnetometers (OAMs) [12,19,20] reign as exquisitely sen-
sitive detectors of static and slowly changing magnetic fields
with fT/

√
Hz precision. However, there are many applica-

tions, e.g., biomagnetic signals [21], magnetic communica-
tions [22], and improvised threat detection [23] where there
is a desire to detect time-varying magnetic fields.

One pathway to high-speed magnetometry is so-called
resonantly tuned magnetometers, whose Larmor frequency is
proximate to an oscillating magnetic field of interest [24–29].
These devices are suitable when the signal is relatively nar-
row band, about a frequency that is known a priori, and
provided that the dc field strength can be tuned accordingly.
The bandwidth of these magnetometers is set by the spin
resonance linewidth � ∝ 1/T2, of order 3 to 400 Hz [24].
This approach to ac magnetic sensing surrenders two key
benefits of dc atomic magnetometry: (a) the output signal is
an indirect measure of the oscillating field amplitude and is no
longer calibration free [30], while (b) the sensor only responds

*chris.perrella@adelaide.edu.au
†andre.luiten@adelaide.edu.au

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

linearly to magnetic field fluctuations that have a magnitude
much less than the resonance width [25]—typically of order
1 nT and less. Although it is possible to enhance the amplitude
range and bandwidth of this type of magnetometer through
intentionally decreasing the effective spin relaxation time, this
necessarily comes at the expense of sensitivity [31–36].

As an alternative, quantum metrology protocols such as
dynamical decoupling [37–39], compressive sensing [40,41],
or Hamiltonian estimation [42] can provide retrospective in-
sight into magnetic waveforms. The recent demonstrations of
quantum lock-in detection measure the frequency of contin-
uously oscillating fields with superb submillihertz precision
[43–45]. Contemporary approaches have used entanglement
to enhance rf field detection [46], and predictive filters to
track time-dependent signals [47]. However, the challenge
with these protocols is the need to have prior information
about the waveform or a requirement that its spectrum be
single frequency.

None of these aforementioned approaches fulfills an urgent
need for real-time and accurate detection of broadband mag-
netic signals with a mixture of frequencies and amplitudes.
We present a protocol for time-dependent magnetometry that
retrieves the instantaneous spin-precession frequency. This
permits the observation of magnetic fields that are varying
much faster than the spin-precession frequency itself. This
regime of supra-Larmor-frequency modulation has been hith-
erto unexplored and perhaps surprisingly lies outside the
realm of conventional FM signal processing.

Our approach exploits the technique of free-induction de-
cay (FID) in a fundamentally original way. The standard
approach is to (a) observe the FID of an ensemble of spins
[48–53], (b) sinusoidal regression to the observed signal to
obtain a single estimate of the Larmor frequency, and then
(c) repeat this process in a train of optical pumping and

2643-1564/2020/2(1)/013213(9) 013213-1 Published by the American Physical Society
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free-induction decay cycles [50]. This naturally imposes a
maximum bandwidth on the order of the reciprocal of the
repetition rate; e.g., an FID train with a repetition rate of
1 kHz could track magnetic fields oscillating orthogonal to the
dc field up to 100 Hz [54] and parallel to the dc field with a
bandwidth up to 1 kHz [50].

We instead use an innovative protocol to measure the
instantaneous phase of precessing spins, rather than their
average frequency. In this way, we obtain an instantaneous
measure of the time-dependent Larmor frequency, in direct
proportion to the time-dependent magnetic-field strength.
Our approach can thus deliver the key benefits of a low-
frequency atomic magnetometer, i.e., calibration-free and lin-
ear [12,19,20,55]. Moreover, as spin precession has no inertia
[31,33], the Larmor frequency will respond instantaneously to
a change in the external magnetic field. Here we demonstrate
this by way of measurement of single-tone modulations up to
50 times higher than the Larmor frequency and by measuring
arbitrarily modulated magnetic signals with significant spec-
tral content above the Larmor frequency. We note that, to our
knowledge, no one has yet demonstrated a protocol that has
allowed access to this extraordinary regime.

II. INSTANTANEOUS PHASE RETRIEVAL

We induce transverse magnetization in an atomic vapor by
amplitude modulating an optical pumping beam near twice
the Larmor frequency [56]. Upon extinction of the pump
beam, Faraday polarimetry of an off-resonant optical probe
constitutes a weak measurement of the freely precessing
atomic spins [33,57]. For a dc magnetic-field strength Bdc,
the polarization rotation of the probe beam φ(t ) ∝ sin (2π fct )
has a “carrier” frequency fc = 2 fL, where 2π fL = γ Bdc is
the Larmor frequency and γ is the gyromagnetic ratio of
the ground-state hyperfine level. In our configuration, the
polarization-rotation oscillates at twice the Larmor frequency,
owing to |�mF | = 2 ground-state coherences [58]. For a time-
varying magnetic field, we will see a polarization rotation:

φ(t ) = ac cos

(
2π

∫ t

0
fI(τ )dτ + ϕc

)
, (1)

where ac is the carrier amplitude and ϕc is the arbitrary phase
of the carrier. The instantaneous frequency fI(t ) provides a
direct measure of the instantaneous magnetic-field strength
B(t ) via

B(t ) = π fI(t )

γ
. (2)

To calculate the instantaneous frequency, we retrieve the
instantaneous phase of the measured polarization rotation
using the analytic representation φa(t ) = φ(t ) + iH {φ(t )},
where H is the Hilbert transform [59]

H {φ(t )} = 1

π
P
∫ ∞

−∞

φ(τ )

t − τ
dτ . (3)

In the above, P denotes the Cauchy principal value, and the
Hilbert transform imparts a 90◦ phase shift to every Fourier
component of φ(t ). The instantaneous phase of φ(t ) is then

estimated via

ϕI(t ) = arg{φa(t )} . (4)

Upon unwrapping ϕI(t ) we obtain a continuous function of t
and compute the instantaneous frequency via [60]

fI(t ) = 1

2π

dϕI(t )

dt
. (5)

When the magnetic field is sinusoidally modulated, B(t ) =
Bdc + �B cos (2π fmt + ϕm), and the instantaneous frequency
is given by fI(t ) = fc + � f cos (2π fmt + ϕm), where � f =
γ�B/π is the frequency deviation, fm is the modulation
frequency, and ϕm is the arbitrary modulation phase offset.
The polarization rotation is then

φ(t ) = ac cos(2π fct + β sin[2π fmt + ϕm] + ϕc), (6)

where β = � f / fm is the modulation index. Equation (6)
makes plain the means to obtain the parameters of an applied
magnetic field from the observed frequency-modulated polar-
ization rotation. For single-tone modulation, the oscillating
field amplitude can be determined directly from the oscilla-
tion amplitude of either the instantaneous-frequency (�B =
π� f /γ ) or the instantaneous phase (�B = πβ fm/γ ). This
can be extended to more general time-dependent magnetic
fields that admit a Fourier series, by multiplying the modu-
lation index of each Fourier component by its corresponding
frequency (see Sec. V).

The approach we have described above is one that appears
to be unorthodox in signal processing since we have not
imposed any restriction on the modulation frequency being
below the carrier frequency. Below we show that we can suc-
cessfully extract magnetic field modulation signals at higher
frequency than the carrier.

III. EXPERIMENTAL SETUP

The experimental setup is presented in Fig. 1. Isotopically
pure 87Rb is contained in a cylindrical vapor cell with 40 mm
diameter and 40 mm length. The walls are anti-relaxation-
coated to extend the coherences between ground-state Zee-
man sublevels, with a measured transverse spin-relaxation
time of T2 = 45 ms (cf. Fig. 2). The cell remains at room
temperature and is housed within a three-layer cylindrical
μ-metal magnetic shield that has a measured shielding factor
of approximately 2 × 103. A constant-bias magnetic field of
Bdc ≈ 2 μT is generated along the longitudinal axis of the
cell using a solenoid installed within the innermost shield. An
oscillatory component of the magnetic field is generated using
a separate high-bandwidth coil wrapped around the center of
the solenoid.

The atomic vapor is optically pumped and probed using
light from an external cavity diode laser tuned to 795 nm,
near the 52S1/2 → 52P1/2 (D1) transition of 87Rb. The laser is
frequency-locked 80 MHz below the F = 2 → F ′ = 1 hyper-
fine transition (γ /2π = 6.9958 GHz/T [61]) using saturated
absorption spectroscopy in a separate reference cell. The
optical pumping beam is amplitude modulated with a 20%
duty-cycle square wave via an acousto-optic modulator at a
frequency near 2 fL, with a time-averaged power of Ppump ≈
25 μW.
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FIG. 1. Simplified experimental setup, showing the external cav-
ity diode laser (ECDL), acousto-optic modulator (AOM), Glan-
Thompson prism (GT), Wollaston prism (WP), photodetector (PD),
and servo controller (SC). The probe beam is shown in blue, while
the pump beam is shown in red. The modulation coil, shown in green,
is wrapped around the center of the solenoid (gray).

The pump and probe beams are linearly polarized by
Glan-Thompson (GT) prisms immediately prior to entering
opposite sides of the vapor cell and propagate (anti)parallel
to the magnetic field. Both beams have a 1/e2 diameter of
1.5 mm and are horizontally displaced from each other by
approximately 10 mm.

After traversing the vapor cell, the probe beam (Pprobe =
5 μW) passes through a Wollaston prism, which separates the
beam into orthogonal linear-polarization components. These
orthogonal components are measured on separate photode-
tectors, forming a balanced polarimeter. The optical power
on each photodetector can be converted into a polarization-

FIG. 2. Polarization rotation φ(t ) (blue trace) during free-
induction decay of an atomic vapor, measured in a single shot.
During the free evolution of the atomic spins, a transient, oscillating
magnetic field with fm = 500 Hz was applied (black trace).

FIG. 3. Instantaneous phase ϕI (t ) retrieved from the free-
induction decay in Fig. 2. Linear regression to ϕI (t ) yields a gra-
dient dϕI/dt = 192.49 rad/ms, corresponding to a carrier frequency
fc = 2 fL = 30.636 kHz, which implies a dc magnetic-field strength
Bdc = 2.1896 μT. The residual from the linear fit (top) shows the
effect of the sinusoidal magnetic modulation, from which we derive
the modulation frequency fm = 500 Hz, and modulation index β =
1.73 rad (� f = 865 Hz) resulting from an ac magnetic-field strength
�B = 61.8 nT.

rotation angle φ(t ), via [34]

φ(t ) = 1

2
arcsin

(
P1 − P2

P1 + P2

)
, (7)

where P1 and P2 are the optical powers on the two
photodetectors.

IV. SINUSOIDAL MODULATION

Once the transverse spin coherence has been established,
the pump beam is extinguished. During the FID, we modulate
the magnetic field sinusoidally while measuring the resulting
polarization rotation. We retrieve the instantaneous phase of
that signal and—per Sec. II—are thus able to determine the
average magnetic-field strength, as well as the frequency, am-
plitude, and phase of the magnetic-field modulation. An ex-
ample of the recorded polarization rotation signal is presented
in Fig. 2, with the process leading to the corresponding instan-
taneous phase retrieval shown in Fig. 3. The average gradient
of the instantaneous phase can be used to calculate the carrier
frequency of the signal using Eq. (5), thus delivering the
Larmor frequency and hence the dc magnetic-field strength.
The oscillating component of the instantaneous phase has an
amplitude β, proportional to the ac magnetic-field amplitude.

Our protocol shows an outstanding amplitude linearity
and dynamic range to transient fields when compared to
traditional rf atomic magnetometers. In Fig. 4, we present the
response of the new device to ac magnetic fields of different
amplitudes at a fixed modulation frequency of fm = 522 Hz.
The measured field amplitude �B across a ≈140 nT range
was within about 3% of the value that was independently
measured using a fluxgate magnetometer. This discrepancy
can be accounted for by the slight difference in measurement
volumes between the fluxgate magnetometer and the vapor
cell, resulting in a different volume-averaged magnetic-field
strength. Linear regression to the data in Fig. 4, with a fixed
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FIG. 4. Linear amplitude response of the magnetometer to a si-
nusoidal modulation at a frequency of fm = 522 Hz—measured am-
plitude �B compared with an independent measurement (�B)induction

using a fluxgate magnetometer. Bottom: Linear-regression (red, solid
line) to the data (blue) with a fixed intercept of zero yielded a gradient
of 0.9684(1), i.e., a ≈ 3% deviation from the 1:1 line (gray, dashed).
Single standard deviation error bars are indiscernible from the data
points here. Top: Fractional residuals from linear regression to the
data with a fixed, zero intercept. Shaded in gray is the typical linear
amplitude response of conventional radio-frequency magnetometers.
The maximum permissible modulation index under these conditions
is βmax ≈ 57 rad (cf. Appendix A).

offset of zero, yields a gradient of 0.9684(1), corresponding
to a linearity of 126 ppm. The enhanced linearity and wide,
calibration-free amplitude response augurs well for range
tracking remote sensing targets of known characteristic size.
A detailed estimation of the maximum permissible oscillating
field amplitude is described in Appendix A.

By retrieving the instantaneous Larmor phase, it is possible
to detect, in real time, magnetic field oscillations that are
much faster than the Larmor frequency itself. Furthermore,
the bandwidth of the sensor is also larger than the Larmor
frequency. To demonstrate how our protocol allows access
to this experimentally unprecedented regime, we detect fm �
50 fL, over three orders of magnitude greater than the typical
bandwidth of rf atomic magnetometers.

We characterized the frequency response and accuracy of
the protocol by comparing the oscillating field amplitude �B
imputed using our new instantaneous-phase retrieval to the
value (�B)induction determined from either a fluxgate ( fm �
1 kHz) or an induction-coil sensor ( fm > 1 kHz). The ratio
of these independent measurements across four decades of
modulation frequency is shown in Fig. 5 for two differ-
ent Larmor/carrier frequencies, corresponding to dc fields
2.17 μT and 128 nT. This cross calibration of our FID mag-
netometer against inductive measurements demonstrates the
ability to detect fields modulated well above the Larmor
frequency using instantaneous phase retrieval. We attribute the
small deviations from unity (≈2 dB) in the high frequency
parts ( fm > fc) of the cross calibration to mutual inductance
between the modulation and induction coils, rather than any
errant atomic response.

FIG. 5. Comparison of the ac field amplitude measured using
instantaneous-phase retrieval to an independent inductive measure-
ment vs modulation frequency. The ratio �B/(�B)induction is shown
for two different carrier frequencies (dashed, vertical lines), fc =
2 fL = 1.8 kHz (red) and 30.5 kHz (blue). Error bars correspond to
the combined fractional uncertainty of the induction sensors (spec-
ified calibration accuracy of 5–25%, mauve) and the measurement
uncertainty in �B (one standard error). The gray shaded region
denotes the typical frequency response of conventional rf OAMs.
Each datum was measured in a single shot, though averaging permits
resolution of higher modulation frequencies; e.g., we observe up to
fm = 400 kHz for 20 shots. For these data, the modulation index
spanned the range β ∈ [0.003, 92] rad.

V. NONTRIVIAL MODULATION

To highlight the wide bandwidth and large dynamic range
of the technique, we synthesized a magnetic field with a broad
and dynamical spectrum that encodes the acronym NMOR
(nonlinear magneto-optical resonance). We drove the modula-
tion coil with a wide-band modulated current [see Fig. 6(a)],
proportional to the resulting time-dependent field:

B(t ) = Bdc +
N∑

j=1

�Bj (t ) cos(2π f jt + ϕ j ) . (8)

Here, we used the same dc magnetic field as displayed in
Fig. 3 and N = 9 Fourier components, each spaced by f j+1 −
f j = 1 kHz, where f j ∈ [8, 16] kHz. The field amplitudes
�Bj (t ) were piecewise constant, varying abruptly at 1 ms
intervals to encode the acronym in the time-frequency domain.
The resulting polarization rotation was of the form

φ(t ) = ac cos

⎡
⎣2π fct +

N∑
j=1

β j (t ) sin(2π f jt + ϕ j ) + ϕc

⎤
⎦.

(9)

We retrieved the instantaneous phase from this measurand
(Sec. II), and subtracted a linear fit (Sec. IV) to impute
ϕI(t ) − 2π fct − ϕc. The resulting oscillatory component of
the instantaneous phase was analyzed in the time-frequency
domain using the short-time Fourier transform (STFT). When
the frequency binning is chosen to match f j+1 − f j , the STFT
amplitudes are the time-dependent modulation indices β j (t ) ∈
[11.7, 36.2] mrad. The STFT amplitude was converted to
magnetic field amplitudes �Bj = πβ j f j/γ and is displayed
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FIG. 6. Magnetometer response to a spectrally broad and dy-
namical magnetic-field modulation. (a) Real-time magnetic field
measured using instantaneous phase retrieval (red) compared to the
field predicted from the current used to drive the modulation coil
(blue). Traces are vertically offset by ±50 nT for clarity. Spectro-
grams of this prediction (b) and the measured magnetometer output
(c) show the dynamical spectral components [�Bj in Eq. (8)] in close
agreement.

as a spectrogram in Fig. 6(c). We compare this to the spectro-
gram of the intentionally applied field we predict at the sensor
[Fig. 6(b)], based on the measured electrical current in the
modulation coil and the Biot-Savart law. The two plots are in
excellent agreement with only a small degradation in signal-
to-noise ratio of the atomic magnetometer as t approaches
T2 = 45 ms.

VI. DISCUSSION

Under the experimental conditions detailed here, the
instantaneous phase of the polarization rotation has an
observed noise floor of 68 μradrms/

√
Hz at frequencies

above 100 Hz—within 60% of the shot-noise limit of
44 μradrms/

√
Hz (cf. Appendix C). This level of phase

noise corresponds to a magnetic-field noise of approximately
5( f /Hz) fT/

√
Hz. All estimates of the modulation amplitude

�B, modulation frequency fm, and carrier frequency fc pre-

sented here are within 15% of the Cramér-Rao lower bounds
associated with this level of white phase noise [62].

For modulation frequencies below the carrier ( fm < fc),
there is a single frequency component present in the retrieved
instantaneous phase, at fm. However, when fm > fc (supra-
carrier modulation), the oscillating component of the instan-
taneous phase retrieved using Eq. (4) contains two tones (cf.
Appendix B), at fm and 2 fc − fm, with equal amplitudes β/2.
The frequency and amplitude of ac magnetic fields can still be
imputed in the supra-carrier regime, provided we have knowl-
edge of fc. This is guaranteed by the self-certifying estimate of
fc, which is naturally obtained during linear regression to ϕI(t )
(Fig. 3). This is equally valid whether fm > fc or fm < fc.

The ability to measure high-frequency magnetic-field fluc-
tuations will, in practice, depend upon the signal-to-noise ratio
of the measurement. This can be thought of in two equiva-
lent ways: the measured instantaneous-phase noise is white
(independent of frequency); however, the signal amplitude,
when measured in rotation of the polarization, is given by
the modulation index β = � f / fm, which scales as f −1

m . This
results in a magnetic signal-to-noise ratio which also scales
as f −1

m . Alternatively, if we consider the signal amplitude in
terms of the instantaneous frequency, then it is a constant
value of � f ; however, the white instantaneous phase noise
considered in terms of frequency will be violet (differentiated
white noise). Once again, we see that the signal-to-noise ratio
of an ac magnetic field measurement scales as f −1

m .
The low-frequency response of this technique is limited

to fm � T −1
2 , below which the polarization-rotation signal

will decay before a full modulation cycle has been observed.
Of course, it would be possible to augment our technique
with the traditional approach in which one uses repeated
FID measurements: In this case, slow changes in fL can be
tracked [50].

We note that typical rf atomic magnetometers detect weak
oscillating fields oriented transverse to the static background
field [24–29], whereas our magnetometer senses longitudi-
nally oscillating fields. For arbitrarily oriented rf fields, there
will be a dead band of � f⊥ = γ�B⊥/2π about the Lar-
mor frequency, where a transverse component of the oscil-
lating field with amplitude �B⊥ can drive Zeeman transi-
tions, resulting in amplitude modulation of the polarization
rotation [39].

VII. CONCLUSION

We have developed a phase-retrieval technique that can
extend the accuracy and applicability of dc optical atomic
magnetometers so that they are now suitable for measuring ac
magnetic fields. We explore a regime that was previously ex-
perimentally inaccessible, where the bandwidth of the sensor
exceeds that of the Larmor frequency itself. We have demon-
strated calibration-free measurement of oscillating fields in
real time with amplitudes up to 150 nT and frequencies up to
400 kHz, an increase in the amplitude and frequency response
of two and three orders of magnitude over conventional rf
atomic magnetometers respectively. The instantaneous-phase
retrieval can be applied more broadly to quantum sensors
that employ weak continuous measurement of spin preces-
sion, including those exploiting synchronous detection and
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feedback [63]. This capability augurs well for robust field-
deployable magnetometers which, unlike laboratory-based
apparatus, face inherently unpredictable operational environ-
ments and transient signals of interest.
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APPENDIX A: MAXIMUM PERMISSIBLE
MODULATION INDEX

The frequency-modulated polarization rotation deriving
from an oscillating magnetic field [Eq. (6)] can be rewritten
using the Jacobi-Anger expansion [64]:

φ(t ) = ac

∞∑
n=−∞

Jn(β ) cos(2π [ fc + n fm]t + ϕc + nϕm) ,

(A1)
where Jn is the nth-order Bessel function of the first kind.
Thus, the polarization rotation comprises an infinite series of
sidebands, distributed symmetrically about the carrier at fc,
spaced by integer multiples of the modulation frequency fm,
with amplitudes an = acJn(β ).

A conservative upper bound for the maximum permissible
modulation index, βmax, is derived by considering the frac-
tional power in sidebands about fc which extend to negative
frequencies. These sidebands are discarded when numerically
computing the analytic signal, which can compromise the
instantaneous-phase retrieval. For a given fractional modu-
lation frequency, α = fm/ fc, the largest value of n such that
fc − n fm > 0, is given by

nmax = �(α−1)� − 1 . (A2)

To calculate βmax for a given α, one must choose an acceptable
fractional power Pmax contained in the discarded sidebands.
This constraint amounts to

∞∑
n=nmax+1

Jn(βmax)2 � Pmax . (A3)

Using Bessel-function identities and symmetry relations,
Eq. (A3) simplifies to

nmax∑
n=−nmax

Jn(βmax)2 � 1 − 2Pmax . (A4)

The maximum permissible modulation index calculated using
Eq. (A4) is shown in Fig. 7, for two different power frac-
tions: Pmax = 0.01 and 0.001. Because of the nonlinearity of
Eq. (A4), an increasingly stringent bound on Pmax does not
significantly reduce βmax.

FIG. 7. Maximum permissible modulation index, βmax, calcu-
lated using Eq. (A4) for Pmax = 0.01 (blue trace) and Pmax = 0.001
(red trace). For α > 1, βmax remains constant until α ≈ (4Pmax)−1/2,
beyond which the constraint that B(t ) > 0 dominates, and then
βmax = α−1.

An additional constraint on β arises from requiring that
the instantaneous magnetic field never be zero, which could
result in nonadiabatic spin flips that compromise this mea-
surement. This limits the maximum measurable ac magnetic-
field amplitude to �B < Bdc, equivalent to � f < fc and thus
β < fc/ fm = α−1. This constraint becomes stricter than the
sideband-power considerations for α � (4Pmax)−1/2.

APPENDIX B: INSTANTANEOUS PHASE ESTIMATION
WHEN MODULATING FASTER THAN

THE CARRIER FREQUENCY

For supracarrier modulation ( fm > fc), the lower sideband
nearest the positive-frequency carrier ( f = fc) at f = fc − fm

becomes negative [n = −1 in Eq. (A1)]. When numerically
computing the analytic signal in this regime, this sideband is
discarded. However, due to the Hermitian symmetry of the
Fourier transform of a real function, there is a corresponding
upper sideband of the negative-frequency carrier ( f = − fc)
at f = − fc + fm which becomes positive. In the case of
weak modulation (i.e., β � 1, which is generally the case
when fm > fc), the majority of the modulated power of the
analytic signal is contained in the two positive frequencies
f = fc + fm and f = − fc + fm. The spacing of these tones
from the positive-frequency carrier fc is fm and |2 fc − fm|,
respectively. The asymmetry of these dominant sidebands
results in a modification of the instantaneous phase retrieved
using Eq. (4), in the form of double-sideband suppressed-
carrier amplitude modulation:

ϕI(t ) = 2π fct + β

2
sin (2π fmt + ϕm)

+ β

2
sin[2π (2 fc − fm)t − ϕm] + ϕc

= 2π fct + β cos[2π ( fm − fc)t + ϕm] sin (2π fct )+ϕc.

(B1)
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FIG. 8. Amplitude spectral density of the instantaneous phase
for a carrier frequency fc = 2 fL = 30.636 kHz, and with an applied
magnetic-field modulation of amplitude �B = 102 nT at a frequency
fm = 10 kHz.

The resulting spectrum of ϕI(t ) − 2π fct − ϕc contains
two tones, at fm and 2 fc − fm. However, as the power is

evenly distributed between these two tones, and the method
prescribed in Fig. 3 can still be used to determine fc, the
frequency and amplitude of ac magnetic fields can still be
imputed unambiguously in the supracarrier regime.

APPENDIX C: SENSITIVITY

The magnetic sensitivity of this technique is ultimately de-
termined by the ability to resolve small changes in the instan-
taneous phase. A representative amplitude spectral density
of the instantaneous-phase is presented in Fig. 8, indicating
a nearly white noise floor with magnitude 68 μradrms/

√
Hz.

Using Eqs. (2) and (5), this level of instantaneous phase noise
corresponds to a magnetic-field noise of 5.0(f/Hz) fT/

√
Hz.

A photocurrent-referenced measurement of the optical
power indicates the shot-noise limit for instantaneous-phase
is 44 μradrms/

√
Hz, or about 3.1(f/Hz) fT/

√
Hz in magnetic

units.
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Chapter 12

Conclusion and Future Work

The goal of this project was to develop an optical magnetometer for future applications

in magnetic anomaly detection and medical diagnostics and imaging. In order to be suit-

able for these applications, the system must be: reliable, intrinsically accurate, able to op-

erate at room temperature, highly sensitive over a broad range of Fourier frequencies, able

to operate over a large bandwidth (in terms of both amplitude and frequency response),

high dynamic range, absent of directional dead zones, low in heading errors, and able to

be miniaturised. Though this is a long list of demanding criteria, most of them have been

satisfied and demonstrated throughout the course of this thesis, with some necessitating the

development of a novel measurement technique in order to be achieved.

A sensitive optical magnetometer based on nonlinear magneto-optical rotation — a pro-

cess described theoretically in Sec. 3.6, Sec. 3.7 and Ch. 4 — was constructed, using experi-

mental components described in Ch. 5. Chapter 6 saw the introduction of concepts such as

noise characterisation, performance metrics, fundamental sensitivity, parameter optimisa-

tion and bandwidth. Each of these topics were used extensively in Ch. 10 to characterise and

optimise the magnetometer’s performance, resulting in a continuous measurement over 26 h

which demonstrated state-of-the-art performance. This measurement satisfied a number of

the strict requirements pertaining to the aforementioned applications, namely: reliability,

intrinsic accuracy, room-temperature operability, high dynamic range, and high sensitivity

over a broad range of Fourier frequencies. However, one of the criteria which was not met

during this measurement was the need for a large amplitude and frequency response. This

subsequently sparked further research into overcoming these limitations.

The bandwidth limitations of the device — along with their origin — were described to-

wards the end of Ch. 6. This lead to the development of a novel measurement technique in-

tended overcome these limitations, which is described in detail in Ch. 7. This new measure-

ment technique relies upon observations made in the temporal domain, rather than the fre-

quency domain. Specifically, instead of synchronous optical pumping of a magneto-optical

resonance — which is the conventional measurement technique employed in most optical

magnetometers, and that subsequently gives rise to amplitude and frequency-response limi-

tations — the instantaneous phase of freely precessing atomic spins is monitored instead. In

doing so, it is possible to enhance the amplitude and frequency response of the magnetome-

ter by many orders of magnitude. An experimental demonstration of this novel technique

is presented in Ch. 11, which shows an enhancement by two-to-three orders of magnitude

— in comparison with the conventional technique — for both the amplitude and frequency

response.
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While drastic improvements to the magnetometer have been accomplished over the

course of this endeavour, there is always additional work which can be done in order to

further refine the system. There are a myriad of improvements and future developments

which follow immediately from the research undertaken thus far, and these can be separated

into two distinct categories: performance improvements, and application of the system to

real-world scenarios. In relation to the former, there are two sub-streams: fundamental sen-

sitivity improvements, and technical noise reduction.

Despite the magnetometer currently being limited by photon shot noise at high Fourier

frequencies, and closely followed by spin-projection noise — both of which are fundamental

in origin — there are avenues to explore which may result in improvements to both of these

sources. As discussed in Sec. 6.4.2, the classical photon shot-noise limit is determined, in

part, by the slope of the magneto-optical resonance. Assuming that the resonance width
remains constant, the resonance slope can be improved by increasing the amplitude of the

resonance. This can be achieved in a number of ways, though perhaps the most obvious two

methods are: via heating the vapour cell (to increase vapour number density), and by multi-

passing the probe beam through the cell. Both of these techniques would yield increased

optical depth, and subsequently increase the resonance amplitude. Improvements via these

two methods do have an upper bound though, as too much optical depth results in reduced
performance. Furthermore, processes which give rise to increased optical depth may also

broaden the resonance and reduce performance in that way. Balance is key here, and further

exploration of parameter space will be required to find favourable operating configurations.

As discussed in Sec. 6.4.1, the magnetic-sensitivity limit due to spin-projection noise is

inversely proportional to the square root of the number of interrogated spins. Therefore,

by increasing the number of interacting spins — either by increasing the vapour number

density or by multi-passing the probe beam through the cell — the standard quantum limit

is subsequently improved. The two techniques discussed previously will therefore improve

both the classical and quantum limits of the device simultaneously. Furthermore, polarisa-

tion squeezing can also reduce the spin-projection-noise limit to below that of the standard

quantum limit [323–325].

Technical noise sources presently limiting the performance of the magnetometer over

long timescales arise due to thermal effects. Specifically, these are: thermal fluctuations in

the supply current which generates the dc magnetic field, thermal magnetisation noise of

the µ-metal shields, and Johnson noise in the power-supply circuit. None of these limita-

tions affect a real-world, field-deployed measurement (i.e. one that is performed outside of

the shields); however, for applications in which a measurement target can be introduced

within the shielded volume, these technical noise sources will place a lower bound on the

sensitivity of the device.

Thermal noise sources are, unfortunately, notoriously difficult to control. In a perfect

world, thermal fluctuations in the supply current can in principle be minimised through the

use of active temperature stabilisation — via a Peltier thermoelectric device under control

of a proportional-integral-derivative feedback loop, for example. On the other hand, ther-
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mal magnetisation noise of the µ-metal shields can be reduced by placing a layer of ferrite

between the vapour cell and the innermost layer of µ-metal [340]. Lastly, Johnson noise in

the power-supply circuit can in principle be reduced via active cooling, though this may be

prohibited by technical issues in practice.

In applications such as magnetic anomaly detection — where the device would typically

be unshielded and operating in Earth’s ambient magnetic field — none of the aforemen-

tioned technical noise sources would be present. Instead, the measurement would most

likely be dominated by the natural fluctuations in Earth’s magnetic field. In this case, it

would be beneficial to implement an array of magnetometers and measure difference sig-

nals between them (i.e. gradiometry), in order to exploit the large-scale uniformity of Earth’s

magnetic field and attenuate ambient magnetic-field noise via common-mode rejection.

Also of importance in the context of magnetic anomaly detection are directional sensitiv-

ity and heading errors. As it stands, conventional NMOR magnetometers in the Faraday ge-

ometry — such as the one described in this thesis — exhibit directional sensitivity (and dead

zones) to the dc magnetic field [259]; and, at geophysical fields where the nonlinear Zeeman

effect becomes non-negligible, they also suffer from heading errors [255,256,258–260]. These

two phenomenon were not explicitly investigated in this thesis, and further experimentation

will be required in order to find ways in which to mitigate their effects.

In both of the flagged applications, miniaturisation of the detector is paramount. Fortu-

nately, given that the ‘sensor head’ of the detector is entirely optical it is, at least in principle,

possible to significantly reduce its physical dimensions to that of a portable device. Whether

the sensor head is intended to operate at a fixed location in the field, or as a medical device

in a clinical setting, optical fibres can be used to send and retrieve optical signals to and from

the magnetometer.

Although not explicitly discussed in this thesis, a rudimentary fibre-coupled gradiome-

ter was constructed using two vapour cells. Preliminary measurements demonstrated un-

shielded gradiometry in Earth’s field with some degree of common-mode rejection. This

augurs well for the use of the magnetometer, or an array thereof, in magnetic anomaly detec-

tion or other field-based applications. Further work is currently underway which involves

the construction of a miniaturised sensor-head prototype for use in field-deployed magnetic

anomaly detection. The opportunity to develop a functional, field-deployed sensor is an

exciting prospect — albeit a challenging one.
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Appendix A

Density Matrix Derivations

The purpose of this appendix is to provide detailed mathematical derivations of the formu-

lae presented in the discussion of light-atom interactions in Ch. 4. Derivations given here

closely follow those presented in Ref. [242], though are repeated here in standard interna-

tional units.

A.1 The Liouville Equation

Just as the time-dependent Schrödinger equation calculates the temporal evolution of a

wavefunction, the temporal evolution of the density matrix can also be calculated given

knowledge of its initial conditions. The equation which governs density-matrix dynamics

is known as the Liouville equation, and is derived by considering the time derivative of Eq.

(4.5), which yields

dρ

dt
=

d
dt ∑

j
Pj
∣∣ψj
〉 〈

ψj
∣∣ . (A.1)

Using the product rule to evaluate the derivative in Eq. (A.1) yields

dρ

dt
= ∑

j
Pj

[(
d
dt
|ψk〉

) 〈
ψj
∣∣+ ∣∣ψj

〉 ( d
dt
〈
ψj
∣∣)] . (A.2)

Equation (A.2) contains temporal derivatives of the wavefunctions |ψ〉, which using Eq.

(4.1), can be evaluated using the Schrödinger equation, subsequently yielding

dρ

dt
= ∑

j
Pj

[
− i

h̄
H
∣∣ψj
〉 〈

ψj
∣∣− i

h̄
∣∣ψj
〉 〈

ψj
∣∣H ]

. (A.3)

Subsequent algebraic manipulation, and the use of Eq. (4.5), results in the Liouville equa-

tion:

dρ

dt
= − i

h̄
[H , ρ] . (A.4)

A.2 The Spherical Basis

Rather than working in the Cartesian basis, it is quite often simpler to perform calculations

in the spherical basis — especially when using circularly polarised light1. The spherical

1Given that linearly polarised light is a superposition of left- and right-circularly polarised components, it
is still far simpler to perform calculations in the spherical basis even when using linearly polarised light.
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basis vectors are defined in terms of the Cartesian basis vectors via

ε̂1 = − 1√
2
(x̂ + iŷ) , (A.5)

ε̂0 = ẑ , (A.6)

ε̂−1 =
1√
2
(x̂− iŷ) , (A.7)

where ε̂0 corresponds to linear polarisation along the ẑ direction, and ε̂1 and ε̂−1 correspond

to left- and right-circularly polarised light, respectively2. Conveniently, there is a unitary

transform which maps vectors from the Cartesian basis to the spherical basis, and vice versa,

according to ε = Utr, where ε = (ε1, ε0, ε−1) and r = (x, y, z). This unitary transformation

matrix is given by

Ut =


− 1√

2
− i√

2
0

0 0 1
1√
2
− i√

2
0

 . (A.8)

A.3 The Wigner-Eckart Theorem

The Wigner-Eckart theorem states that matrix elements of spherical-tensor operators can be

written as the product of two factors: one that is independent of angular momentum orienta-

tion, and the other a Clebsch-Gordan coefficient [224]:

〈ξ JmJ | T κ
q
∣∣ξ ′ J′m′J〉 = (−1)2κ

〈
JmJκq

∣∣J′m′J〉 〈ξ J‖T κ‖ξ ′ J′〉 , (A.9)

where T κ is a spherical tensor of rank κ,
〈

JmJκq
∣∣∣J′m′J〉 is a Clebsch-Gordan coefficient, and

〈ξ J‖T κ‖ξ ′ J′〉 is the reduced matrix element. Given that the dipole operator when evaluated

in the spherical basis is a spherical tensor, the Wigner-Eckart theorem can be used to cal-

culate its matrix elements. In doing this, however, it should be noted that reduced matrix

elements with different ordering of states are related by [224]

〈ξ ′ J′‖T κ‖ξ J〉 = (−1)J′−J

√
2J + 1
2J′ + 1

〈ξ J‖T κ‖ξ ′ J′〉∗ . (A.10)

Given the reduced dipole matrix element is real, 〈ξ J‖d‖ξ ′ J′〉∗ = 〈ξ J‖d‖ξ ′ J′〉. Since the

dipole operator is proportional to the position operator, it transforms as a tensor of rank

κ = 1. The Wigner-Eckart theorem for the dipole operator is therefore given by [224]

2This is easily remembered by considering that a left-circularly polarised photon has a spin of +h̄, while
a right-circularly polarised photon has a spin of −h̄. This is true using the convention that the light is viewed
from the frame of reference of the receiver, looking anti-parallel to the propagation vector of light.
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〈ξ JmJ | dq
∣∣ξ ′ J′m′J〉 = (−1)J′−J+m′J−mJ

√
2J + 1
2J′ + 1

〈
JmJ1 (−q)

∣∣J′m′J〉 〈ξ J‖dq‖ξ ′ J′〉 . (A.11)

A.4 The Rotating-Wave Approximation

As detailed in Sec. 4.5, the electric-field Hamiltonian (and therefore the total Hamiltonian —

cf. Sec. 4.4.4, specifically Eq. 4.22) contains temporal dependence at the optical frequency.

Solving the Liouville equation using these terms would require incredibly high temporal

resolution, resulting in significant computational expense. However, by changing the frame

of reference from the laboratory frame, to that of the light (i.e. the rotating frame), it is

possible to dispense of the high-frequency oscillatory terms. This change of reference frame

is described by a unitary transform, which for the F = 1→ F′ = 0 transition is given by the

following diagonal matrix:

Ut =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 e−iωt

 . (A.12)

Given that the reference frame is being rotated, the unitary transformation is applied to the

basis, such that its effect on a state vector is given by

∣∣ψ̃〉 = Ut
† |ψ〉 . (A.13)

Not only must the state vector be transformed, but so too must the Hamiltonian. The effective
Hamiltonian can be derived starting with the time-dependent Schrödinger equation in the

laboratory frame. In bra-ket notation, the time-dependent Schrödinger equation, Eq. (4.1),

is given by

ih̄
∂

∂t
|ψ〉 = H |ψ〉 . (A.14)

Multiplying both sides by Ut
†, and inserting the identity operator, UtUt

†, in front of the state

ket on each sides, yields

ih̄Ut
† ∂

∂t

(
UtUt

† |ψ〉
)
= Ut

†H
(

UtUt
† |ψ〉

)
. (A.15)

Acting on the state vector, |ψ〉, with the unitary matrix transforms the state vector to the

rotating reference frame,
∣∣ψ̃〉, in accordance with Eq. (A.13). By using this transformation,

Eq. (A.15) simplifies to

ih̄Ut
† ∂

∂t
(
Ut|ψ̃〉

)
= Ut

†H
(
Ut|ψ̃〉

)
. (A.16)

Evaluating the partial derivative on the left-hand side of Eq. (A.16) using the product rule,



202 Density Matrix Derivations

and re-arranging, yields the following:

ih̄
∂

∂t
|ψ̃〉 =

(
Ut

†H Ut − ih̄Ut
† ∂Ut

∂t

)
|ψ̃〉 (A.17)

= H̃ |ψ̃〉 . (A.18)

The form of the transformed Hamiltonian, H̃ , has therefore been derived in Eq. (A.17).

Calculating the effective Hamiltonian for the total Hamiltonian derived in Sec. 4.4 yields

H̃ =


h̄ΩL 0 0 h̄ΩR

2
√

2

(
1 + e−2iωt)

0 0 0 0

0 0 −h̄ΩL − h̄ΩR
2
√

2

(
1 + e−2iωt)

h̄ΩR
2
√

2

(
1 + e−2iωt) 0 − h̄ΩR

2
√

2

(
1 + e−2iωt) −h̄∆ω

 , (A.19)

where ∆ω = ω0 − ω is the optical detuning. Notice that the oscillatory terms which were

proportional to cos (ωt) are now proportional to (1 + exp [−2iωt]). This means that there

is a now a static (temporally independent) term, and all of the temporal dependence now

appears at twice the optical frequency. The rotating-wave approximation is completed by

discarding the terms which oscillate at twice the optical frequency, leaving a purely static

Hamiltonian:

H̃ =


h̄ΩL 0 0 h̄ΩR

2
√

2

0 0 0 0

0 0 −h̄ΩL − h̄ΩR
2
√

2
h̄ΩR
2
√

2
0 − h̄ΩR

2
√

2
−h̄∆ω

 . (A.20)

A.5 The Repopulation Matrix

As discussed in Sec. 4.6.2, repopulation of ground-state populations ρii and coherences ρij

must be incorporated phenomenologically via the repopulation matrix Λ. This repopulation

matrix is comprised of two separate matrices: one describing transit repopulation (i.e. new

atoms entering the beam), and the other describing spontaneous decay from the excited

states to the ground states. Transit repopulation is described by a diagonal matrix, with each

ground-state population ρii increasing proportionally to the transit rate γt (cf. Sec. 4.6.2).

Spontaneous decay, on the other hand, is described by a spontaneous-emission operator.

Given a density matrix ρrs in an excited state, the rate of change of the ground state

density matrix element ρmn, due to spontaneous emission, is given by [242,283]

dρmn

dt
= ∑

r,s

ω3
rm

3πε0h̄c3 dmr · dsnρrs = ∑
r,s

Fsr
mnρrs , (A.21)

where Fsr
mn is the spontaneous-emission operator. The sum over the upper pair of indices
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enables Eq. (A.21) to be written in a compact form by tracing over the excited-state density

matrix ρ′:

dρmn

dt
= tr

(
ρ′Fmn

)
. (A.22)

By explicitly evaluating the dipole operators in Eq. (A.21), it is possible to simplify the

expression for the spontaneous-emission operator. To begin with, it is necessary to evaluate

the inner product of the dipole operators, in the spherical basis, using the following identity

[165]:

A · B = ∑
q
(−1)q AqB−q , (A.23)

where the sum over q runs over the values {−1, 0, 1}. Using Eq. (A.23) to evaluate the inner

product in Eq. (A.21) yields

Fm′1m′2
m1m2 =

ω3

3πε0h̄c3 dm1m′2
· dm′1m2

=
ω3

3πε0h̄c3 ∑
q
(−1)q 〈Jm1| dq

∣∣J′m′2〉 〈J′m′1
∣∣ d−q |Jm2〉

=
ω3

3πε0h̄c3 ∑
q
〈Jm1| dq

∣∣J′m′2〉 〈J′m′1
∣∣ (−1)q d−q |Jm2〉 .

Further simplification is possible by using the relation (−1)q d−q = d†
q . This can then be

used to switch the order of states via the relation 〈ψ| A† |φ〉 = 〈φ| A |ψ〉∗:

Fm′1m′2
m1m2 =

ω3

3πε0h̄c3 ∑
q
〈Jm1| dq

∣∣J′m′2〉 〈J′m′1
∣∣ d†

q |Jm2〉

=
ω3

3πε0h̄c3 ∑
q
〈Jm1| dq

∣∣J′m′2〉 〈Jm2| dq
∣∣J′m′1〉∗ .

At this point, it is now possible to invoke the Wigner-Eckart theorem, Eq. (A.9), to write the

dipole-matrix elements in terms of the reduced dipole matrix element, and their respective

Clebsch-Gordan coefficients:

Fm′1m′2
m1m2 =

ω3

3πε0h̄c3 ∑
q
(−1)J′−J+m′J−mJ

√
2J + 1
2J′ + 1

〈
Jm11 (−q)

∣∣J′m′2〉 〈J‖dq‖J′〉 (A.24)

×
(
(−1)J′−J+m′J−mJ

√
2J + 1
2J′ + 1

〈
Jm21 (−q)

∣∣J′m′1〉 〈J‖dq‖J′〉
)∗

=
ω3

3πε0h̄c3
2J + 1
2J′ + 1

∣∣〈J‖d‖J′〉
∣∣2 ∑

q

〈
Jm11 (−q)

∣∣J′m′2〉 〈Jm21 (−q)
∣∣J′m′1〉∗ , (A.25)

where we have made use of (−1)J′−J+m′J−mJ = 1 for the two circularly polarised components

which couple the F = 1→ F′ = 0 transition.
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The pre-factor in Eq. (A.25) simplifies to the spontaneous-decay rate through the relation [224]

ω3

3πε0h̄c3
2J + 1
2J′ + 1

∣∣〈J‖d‖J′〉
∣∣2 = Γd . (A.26)

Making the above substitution into Eq. (A.25), yields an expression for the spontaneous-emission operator which depends only upon two Clebsch-

Gordan coefficients and the spontaneous-decay rate:

Fm′1m′2
m1m2 = Γd ∑

q

〈
Jm11 (−q)

∣∣J′m′2〉 〈Jm21 (−q)
∣∣J′m′1〉∗ . (A.27)

Equation (A.27) is readily applicable to hyperfine states where F and mF are the relevant quantum numbers, simply by substituting J → F and

mJ → mF. Using Eq. (A.27) to calculate the matrix elements of the spontaneous-emission operator, for the F = 1 → F′ = 0 transition, yields the

following:

F =


F1,1 F1,0 F1,−1

F0,1 F0,0 F0,−1

F−1,1 F−1,0 F−1,−1

 (A.28)

= Γd ∑
q


〈111q|00〉 〈111q|00〉∗ 〈111q|00〉 〈101q|00〉∗ 〈111q|00〉 〈1 (−1) 1q|00〉∗

〈101q|00〉 〈111q|00〉∗ 〈101q|00〉 〈101q|00〉∗ 〈101q|00〉 〈1 (−1) 1q|00〉∗

〈1 (−1) 1q|00〉 〈111q|00〉∗ 〈1 (−1) 1q|00〉 〈101q|00〉∗ 〈1 (−1) 1q|00〉 〈1 (−1) 1q|00〉∗

 (A.29)

= Γd


1
3 0 0

0 1
3 0

0 0 1
3

 . (A.30)

Note that in general, each element Fm1m2 is typically an n × n matrix, where n is the number of excited states. However, in the case of the

F = 1→ F′ = 0 transition, there is only one excited state, hence n = 1 and therefore each element is a 1× 1 matrix (i.e. a scalar).
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The rate of change of the ground-state density-matrix elements due to spontaneous emission

can now be calculated using Eq. (A.22); except that in this case, the trace reduces to a simple

multiplication due to there only being one excited state.

A.6 Observables

Consider the electric field E (r, t) of a plane wave of angular frequency ω and wavevector

k, which is described using the φ-ε parametrisation [242,283]:

E (r, t) = Re
{
E0ei(k·r−ωt+ϕ) [(cos φ cos ε− i sin φ cos ε) ê1 + (sin φ cos ε + i cos φ sin ε) ê2]

}
,

(A.31)

where ê1 and ê2 = k̂× ê1 are orthogonal unit vectors, E0 is the electric-field amplitude, ϕ

is an overall phase, φ is the polarisation angle (azimuth) relative to the ê1 axis, and ε is the

ellipticity. The propagation of this electric field through a medium is governed by the wave

equation, which is derived from Maxwell’s equations:

∇ ·D = ρf ,

∇ · B = 0 ,

∇× E = −∂B
∂t

,

∇×H = Jf +
∂D
∂t

,

where ρf is the free-electric-charge density, Jf is the free-current density, D = ε0E + P is the

displacement field, H = B/µ0 −M is the magnetising field, P is the polarisation field, and

M is the magnetisation field. In the definitions of the displacement and magnetising fields,

ε0 and µ0 are the permittivity and permeability of free space, respectively. Of interest is the

case where the medium is non-magnetic (i.e. M = 0) and both the free-electric-charge and

free-current densities are zero. This implies that H ∝ B, and Maxwell’s equations simplify

to

∇ ·D = 0 ,

∇ · B = 0 ,

∇× E = −∂B
∂t

, (A.32)

∇× B =
1
c2

∂E
∂t

+
1

c2ε0

∂P
∂t

,

where c = (ε0µ0)
−1/2 is the speed of light. To derive the wave equation from Maxwell’s

equations, the curl of both sides of Eq. (A.32) is calculated, yielding
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∇× (∇× E) = ∇×−∂B
∂t

= − ∂

∂t
(∇× B)

= − ∂

∂t

(
1
c2

∂E
∂t

+
1

c2ε0

∂P
∂t

)
= − 1

c2
∂2E
∂t2 −

1
c2ε0

∂2P
∂t2 .

Now, using the trig identity ∇×∇× E = ∇ (∇ · E)−∇2E , the above can be written as

∇ (∇ · E)−∇2E = − 1
c2

∂2E
∂t2 −

1
c2ε0

∂2P
∂t2 . (A.33)

Under the assumption that E is a transverse plane wave, the field never points along the

direction in which it varies, and hence ∇ · E = 0. This simplifies Equation (A.33) to the

vector wave equation:

∇2E = − 1
c2

∂2E
∂t2 −

1
c2ε0

∂2P
∂t2 . (A.34)

The polarisation of the medium, P, is induced by the electric field and will therefore oscillate

at the optical frequency, ω. It is assumed that the polarisation takes the same form as the

incident electric field [242,283]:

P = Re
{

ei(k·r−ωt+ϕ) [(P1 − iP2) ê1 + (P3 − iP4) ê2]
}

, (A.35)

where P1 and P3 are the in-phase components of the polarisation, P2 and P4 are the quadra-

ture components of the polarisation, and ϕ in this case is not an independent parameter —

it instead references the overall phase relative to that of the light.

For a plane wave, the light-field parameters vary only along the propagation direction,

k̂. This means that k · r = |k|l, where l is the distance along the propagation direction of the

light, and hence ∇2 = ∂2/∂l2. This simplifies the vector wave equation to the scalar wave

equation:

∂2E
∂l2 = − 1

c2
∂2E
∂t2 −

1
c2ε0

∂2P
∂t2 . (A.36)

Using the general forms of the E and P fields given by Equations (A.31) and (A.35) respec-

tively, it is possible to simplify the wave equation even further by calculating their time

derivatives. Since the time-dependence is held in the exponential term in both the E and P

fields, their time derivatives are given by

∂2E
∂t2 = −ω2E ,

∂2P
∂t2 = −ω2P .

(A.37)

This simplifies the scalar wave equation to
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∂2E
∂l2 = k2E +

k2

ε0
P , (A.38)

where k = ω/c is the wavenumber. We may now solve Equation (A.38) for the changes in

the light-field parameters by substituting the forms of E and P (Eqs. A.31 and A.35, respec-

tively). The second derivative on the left-hand side of Equation (A.38) results in 36 terms,

including those with second-order derivative terms such as d2φ/dl2 or (dφ/dl) (dϕ/dl).
Provided that the fractional changes of the light-field parameters are small over a distance

equal to the wavelength of the light, the second-order terms can be neglected [242,283], re-

ducing the second derivative to 10 terms. In the context of the electric-field amplitude, E0,

this is known as the slowly varying envelope approximation. After discarding all terms

with second-order derivatives, we obtain the following simultaneous equations [242,283]:

− k2

ε0
P1 = 2kE0

(
cos φ sin ε

dφ

dl
+ sin φ cos ε

dε

dl
+ sin φ sin ε

1
E0

dE0

dl
− cos φ cos ε

dϕ

dl

)
,

k2

ε0
P2 = 2kE0

(
− sin φ cos ε

dφ

dl
− cos φ sin ε

dε

dl
+ cos φ cos ε

1
E0

dE0

dl
+ sin φ sin ε

dϕ

dl

)
,

− k2

ε0
P3 = 2kE0

(
sin φ sin ε

dφ

dl
− cos φ cos ε

dε

dl
− cos φ sin ε

1
E0

dE0

dl
− sin φ cos ε

dϕ

dl

)
,

k2

ε0
P4 = 2kE0

(
cos φ cos ε

dφ

dl
− sin φ sin ε

dε

dl
+ sin φ cos ε

1
E0

dE0

dl
− cos φ sin ε

dϕ

dl

)
.

Solving these simultaneous equations with Mathematica, and using numerous trigono-

metric identities, yields the following differential equations for the light-field parameters

[242,283]:

1
E0

dE0

dl
=

k
2E0ε0

[sin φ (cos εP4 − sin εP1) + cos φ (cos εP2 + sin εP3)] , (A.39)

dφ

dl
=

k
2E0ε0

sec 2ε [cos φ (sin εP1 + cos εP4)− sin φ (cos εP2 − sin εP3)] , (A.40)

dε

dl
= − k

2E0ε0
[sin φ (cos εP1 + sin εP4) + cos φ (sin εP2 − cos εP3)] , (A.41)

dϕ

dl
=

k
2E0ε0

sec 2ε [cos φ (cos εP1 + sin εP4) + sin φ (cos εP3 − sin εP2)] . (A.42)

A.7 Calculating Observables

When modelling an atomic system using the density-matrix formalism, or in fact quantum

mechanics in general, not every quantity is able to be directly measured in an experiment.

However, quantities that are measurable are known as observables, and will have an asso-

ciated operator, O . Calculating the expectation value of an observable operator O is done

via [225]
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〈O〉 = ∑
j

Pj
〈
ψj
∣∣O ∣∣ψj

〉
= ∑

j
Pj ∑

k

〈
ψj
∣∣O |k〉 〈k∣∣ψj

〉
= ∑

k
∑

j
Pj
〈
k
∣∣ψj
〉 〈

ψj
∣∣O |k〉

= ∑
k
〈k|∑

j
Pj
∣∣ψj
〉 〈

ψj
∣∣O |k〉

= ∑
k
〈k| ρO |k〉

= ∑
k
(ρO)k,k

= tr (ρO) , (A.43)

where we have made use of the fact that the population is normalised:

∑
j

Pj
∣∣ψj
〉 〈

ψj
∣∣ = ∑

j
Pj
〈
ψj
∣∣ψj
〉
= 1 . (A.44)

In Sec. A.6 it was shown that the change in light-field parameters, due to the propagation

of the light through the atomic vapour, was dependent upon the polarisation components

P1, P2, P3 and P4. In order to relate these polarisation components — and hence the change

in light-field parameters — to calculated density-matrix elements, the expectation value of

the polarisation operator must be calculated:

P = nv〈d〉 , (A.45)

where nv is the atomic number density, and d is the dipole operator. Note that the density

matrix in this case is that of the laboratory frame, which is related to the density matrix in the

rotating frame via Eq. (4.24). Given that the polarisation of the medium is a vector quantity,

each component of the polarisation operator must be calculated by tracing over the dipole

operator for each Cartesian basis vector:

P = nvtr (ρdx) x̂ + nvtr
(
ρdy
)

ŷ + nvtr (ρdz) ẑ . (A.46)

Given that density-matrix modelling is most easily performed in the spherical basis, the

unitary transformation given by Eq. (A.8) must be used in order to transform the spherical

components of the dipole operator into their corresponding Cartesian components. In the

case of the F = 1 → F′ = 0 transition, the expectation values of the Cartesian components

of the polarisation operator are given by
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Px =
nv〈ξ1‖d‖ξ ′0′〉√

2
eiωt (ρ̃−1,0′ − ρ̃1,0′) +

nv〈ξ1‖d‖ξ ′0′〉√
2

e−iωt (ρ̃0′,−1 − ρ̃0′,1) , (A.47)

Py =
nv〈ξ1‖d‖ξ ′0′〉√

2
ieiωt (−ρ̃−1,0′ − ρ̃1,0′) +

nv〈ξ1‖d‖ξ ′0′〉√
2

ie−iωt (ρ̃0′,−1 + ρ̃0′,1) , (A.48)

Pz = −nv〈ξ1‖d‖ξ ′0′〉eiωtρ̃0,0′ − nv〈ξ1‖d‖ξ ′0′〉e−iωtρ̃0′,0 . (A.49)

Significant simplification can made to these equations by noticing that, for each of the three

components, the two terms are complex conjugates of each other — i.e. each term takes the

form Pi = (a + ib) + (a− ib). This is due to the fact that off-diagonal density-matrix ele-

ments are related to each other via ρm,n = ρ∗n,m. This sum can therefore be simplified via

(a + ib) + (a− ib) = 2 Re (a± ib) = 2a. Performing this simplification therefore yields the

following expression for the polarisation of the medium [242,283]:

P = nv Re
(√

2〈ξ1‖d‖ξ ′0′〉e−iωt
[
(ρ̃0′,−1 − ρ̃0′,1) x̂ + i (ρ̃0′,−1 + ρ̃0′,1) ŷ−

√
2ρ̃0′,0ẑ

])
. (A.50)

Through complex expansion of the density-matrix elements (i.e. ρ̃i,j = Re ρ̃i,j + i Im ρ̃i,j) and

subsequent comparison of Eq. (A.35) with Eq. (A.50), it is possible to obtain the polarisation

components, P1, P2, P3 and P4
3. These components are given explicitly by

P1 =
√

2〈ξ1‖d‖ξ ′0′〉nv Re (ρ̃−1,0′ − ρ̃1,0′) , (A.51)

P2 =
√

2〈ξ1‖d‖ξ ′0′〉nv Im (ρ̃−1,0′ − ρ̃1,0′) , (A.52)

P3 =
√

2〈ξ1‖d‖ξ ′0′〉nv Im (ρ̃−1,0′ + ρ̃1,0′) , (A.53)

P4 = −
√

2〈ξ1‖d‖ξ ′0′〉nv Re (ρ̃−1,0′ + ρ̃1,0′) . (A.54)

These polarisation components, combined with Eqs. (A.39) through (A.42), are used to

calculate the observables of the density matrix. Assuming that the incident light is linearly

polarised along x̂ and propagating along ẑ, and that the initial values of the rotation angle

φ and ellipticity ε are zero, then the differential equations for the light-field parameters

simplify to

3Note that the assumed form given by Eq. (A.35) contains no z-component, whereas Eq. (A.50) contains a z-
component which is proportional to ρ̃0′ ,0. Physically, one would expect that there should be no z-component of
the polarisation since the light is a transverse plane wave and is propagating along ẑ. After solving the Liouville
equation, it turns out that ρ̃0′ ,0 = 0 and hence everything is consistent.



210 Density Matrix Derivations

1
E0

dE0

dz
=

ω

2E0ε0c
P2 , (A.55)

dφ

dz
=

ω

2E0ε0c
P4 , (A.56)

dε

dz
=

ω

2E0ε0c
P3 , (A.57)

dϕ

dz
=

ω

2E0ε0c
P1 . (A.58)

By substituting the expressions for the polarisation components into the differential equa-

tions for the light-field parameters, the expressions for the observables in terms of density-

matrix elements are obtained [242,283]:

1
E0

dE0

dz
=

nvω〈ξ1‖d‖ξ ′0′〉√
2E0ε0c

Im (ρ̃−1,0′ − ρ̃1,0′) , (A.59)

dφ

dz
= −nvω〈ξ1‖d‖ξ ′0′〉√

2E0ε0c
Re (ρ̃−1,0′ + ρ̃1,0′) , (A.60)

dε

dz
=

nvω〈ξ1‖d‖ξ ′0′〉√
2E0ε0c

Im (ρ̃−1,0′ + ρ̃1,0′) , (A.61)

dϕ

dz
=

nvω〈ξ1‖d‖ξ ′0′〉√
2E0ε0c

Re (ρ̃−1,0′ − ρ̃1,0′) . (A.62)

Although these equations are quantitatively correct, they are expressed in terms of quanti-

ties which are either difficult or inconvenient to measure experimentally. Fortunately, these

equations simplify rather nicely by substituting the expression for the Rabi frequency, ΩR:

ΩR ≡
d · E0

h̄
, (A.63)

and the spontaneous-decay rate given by Eq. (A.26). By making these substitutions, Eqs.

(A.59) – (A.62) simplify to

1
E0

dE0

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Im (ρ̃−1,0′ − ρ̃1,0′) , (A.64)

dφ

dz
= −

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Re (ρ̃−1,0′ + ρ̃1,0′) , (A.65)

dε

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Im (ρ̃−1,0′ + ρ̃1,0′) , (A.66)

dϕ

dz
=

(
3nvΓdλ2

4
√

2πΩR

2J′ + 1
2J + 1

)
Re (ρ̃−1,0′ − ρ̃1,0′) , (A.67)

where λ is the wavelength of the light.



Appendix B

Saturated Absorption Spectroscopy

Saturated absorption spectroscopy (SAS) is a technique which, at least in principle, enables

the natural linewidth of a transition to be resolved at temperatures for which the linewidth is

usually dominated by Doppler broadening. In practice however, the measured linewidth is

typically limited by: residual Doppler shifts from suboptimal beam overlap, power broad-

ening, time-of-flight broadening, and collisional broadening. Irrespective of these limita-

tions, SAS resonances can be as much as 100 times narrower than their Doppler-broadened

counterparts. This is immensely useful for stabilising the optical frequency of a laser, as it

enables the laser frequency to be locked far more tightly to the atomic resonance than would

otherwise be the case.

B.1 Transmission Spectrum

In order to achieve sub-Doppler resolution of a transition, a counter-propagating pump-

probe configuration is employed. In this setup — presented in Fig. B.1 — a reference cell

is optically pumped using linearly polarised light. The intensity of the ‘pump light’ is large

relative to the saturation intensity of the transition, such that the majority of the atoms have

been excited from the ground state. At the output of the reference cell, the light is passed

through a quarter-wave plate, which converts the light from linear polarisation to circular

polarisation. A neutral density filter is then used to heavily attenuate the optical power of

the pump light.

The pump light is then retro-reflected back along the initial propagation direction, again

passing through both the neutral density filter and the quarter-wave plate. This light is now

termed the ‘probe beam’. When passing through the quarter-wave plate on the return path,

the light is converted back to linear polarisation; except in this case the polarisation axis is

orthogonal to that of the incident pump beam. The probe beam then passes back through

the vapour cell, and is reflected into a photodetector through the use of a polarising beam

splitter.

Although both the pump and probe beams are the same optical frequency — since they

have both originated from the same laser source — they interact with different velocity

classes of atoms due to the Doppler effect. If the incident beam is red detuned from the

atomic transition, the pump will be absorbed by atoms moving towards the light at a particu-

lar velocity, while the probe beam will instead be absorbed by atoms moving away from the

beam source at the same velocity. In the case of blue-detuned light, the same is true, except

that the roles are reversed. However, in the case where the initial pump and probe beams

are exactly on resonance according to the laboratory rest frame, they will both address the

211



212 Saturated Absorption Spectroscopy

PBS

PD

Vapour cell NDF QWPHWP

Figure B.1: Key components of a saturated absorption spectroscopy measurement: HWP —
half-wave plate, PBS — polarising beam splitter, NDF — neutral density filter,
QWP — quarter-wave plate, PD — photodetector. The incident ‘pump’ beam
(red) optically pumps the atomic vapour, while the retro-reflected ‘probe’ beam
(blue) is used to detect the sub-Doppler SAS atomic resonances. All polarisation
optical elements are used to separate the two spatially overlapped beams.

same velocity class of atoms — those with velocity vectors which are orthogonal to the prop-

agation axis of the light (i.e. zero longitudinal velocity). Due to the pump beam having high

optical intensity, many of the atoms in the beam path will either be in the excited state, or op-

tically pumped to the other ground state. If both beams are tuned to resonance, then when

the probe beam passes back along the same beam path, it will experience less absorption

than usual, and hence there will be a ‘spike’ (local maximum) in the transmission spectrum

of the probe beam. This spike corresponds to the hyperfine transition, and will exhibit a

Lorentzian lineshape with a width that approaches the natural linewidth of the transition

(cf. Sec. 3.2.1). An example of a partial SAS spectrum for the D1 transition of rubidium is

shown in Fig. B.2, where the spectrum has been fit using a function of the form

T (∆ω) = exp

(
−
[

4

∑
i=1

aiG (∆ω− ∆ωi)− biL (∆ω− ∆ωi)−
2

∑
j=1

cjL
(
∆ω− ∆ω j

)])
, (B.1)

where T (∆ω) is the measured transmission as a function of optical detuning ∆ω,

L (∆ω− ∆ωi) and G (∆ω− ∆ωi) describe the ith Doppler-broadened transition, and ai and

bi are the optical depths of the ith transition. Note that the additional Lorentzian components

L
(
∆ω− ∆ω j

)
are called ‘crossover transitions’, and are discussed in Sec. B.2.

B.2 Crossover Transitions

Upon inspection of Fig. B.2, it is clear that there are two unexpected Lorentzian fea-

tures present inbetween hyperfine transitions which share the same ground state. These

are known as ‘crossover transitions’ [221,224,346], and arise due to fact that the Doppler-

broadened hyperfine transitions, which share the same ground state, are not completely re-

solved at room temperature. In this situation, atoms with a velocity of−υ will see the pump

beam blueshifted to the transition frequency ω1, and simultaneously see the probe beam
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→

→
→

→

Figure B.2: Partial rubidium D1 spectrum measured using saturated absorption spec-
troscopy. Transitions from F = 2 ground states correspond to the 87Rb isotope,
while transitions from F = 3 ground states correspond to the 85Rb isotope. Mea-
sured data is shown in grey, while a fit using Eq. (B.1) is shown in blue. Discrep-
ancies between the measured spectrum and the fit are associated with nonlin-
earities in the PZT, which results in a non-uniform sweep of the laser frequency.

redshifted to ω2. This is shown diagrammatically in Fig. B.3, and is described mathemati-

cally using a system of two coupled equations:

ω1 = ωc

(
1 +

υ

c

)
,

ω2 = ωc

(
1− υ

c

)
,

where ωc is the crossover frequency and c is the speed of light. Solving these simultaneous

equations reveals that the crossover frequency is exactly halfway between the two transition

frequencies:

ωc =
ω1 + ω2

2
. (B.2)
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Vapour cell

2

1
1

2

1

Figure B.3: Diagram showing the generation of crossover transitions in saturated absorp-
tion spectroscopy. This occurs in atoms which have two partially overlapping
Doppler-broadened transitions that share the ground state. In this situation,
atoms with a velocity of −υ will see the pump beam (blue) blueshifted to the
transition frequency ω1, and simultaneously see the probe beam (red) redshifted
to ω2. The labels ‘1’ and ‘2’ indicate that the atoms will observe the light of opti-
cal frequency ωc Doppler shifted to ω1 and ω2, respectively. Note that the beams
have been drawn ‘separately’ in this diagram, though in practice the beam de-
picted here will be retro-reflected on top of itself with maximal cross-sectional
overlap.



Appendix C

Acousto-Optic Modulators

An acousto-optic modulator (AOM) is a device which is used to frequency shift and/or

amplitude modulate light which is passed through it. An AOM is typically comprised of

a birefringent crystal, with a PZT on one end and an acoustic absorber on the other. By

modulating the PZT, a carrier sound wave (typically radio-frequency) is generated within

the crystal, which can cause phonon-photon scattering (Brillouin scattering) of light which

passes through the crystal. Since Brillouin scattering is an inelastic process, the photon may

either gain (anti-Stokes process) or lose (Stokes process) energy, resulting in a frequency shift

according to the Planck-Einstein relation. The frequency shift of the photon depends on

the carrier frequency of the sound wave, and whether the frequency is blue- or red-shifted

depends upon the launch angle of the light.

When a photon Brillouin scatters off a phonon, it is diffracted at an angle θ, which de-

pends upon the wavelength of the light, λ, and the wavelength of the sound wave, Λ, via

the relation

2Λ sin θ = mλ , (C.1)

where m ∈ Z is the diffraction order. Typically only the first-order diffraction is used, as

higher-order diffractions are associated with larger frequency shifts and significantly reduced

conversion efficiency.

In all variations of the experiment, the pump beam is amplitude modulated using a high-

bandwidth AOM. The AOM of choice here uses a TeO2 crystal with a 1.5× 2 mm aperture.

It features a 9-MHz bandwidth and a ∼90% first-order diffraction efficiency. A graph of the

measured first-order diffraction efficiency, as a function of rf driving power, is presented in

Fig. C.1.

The AOM is driven by an 80 MHz carrier-frequency sound wave, applied to the crystal

via a PZT. This carrier wave is modulated with a low-duty-cycle square wave, which has

a modulation depth of 100%. This enables the pump beam to be rapidly switched on/off,

with a typical modulation frequency between 30 kHz and 1 MHz used in the experiments

detailed within this thesis. In addition to modulation of the pump beam, the AOMs are also

used to stabilise the optical powers of both the pump and probe beams as described in Sec.

5.1.2.
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Figure C.1: First-order diffraction efficiency of the acousto-optic modulators at 795 nm, mea-
sured as a function of rf driving power. Cubic spline interpolation has been
included to guide the eye.



Appendix D

Laser Frequency-Stability Measurements

Measuring the frequency stability of an infrared laser is not directly possible as optical fre-

quencies are O (100 THz), which is many orders of magnitude larger than the bandwidth

of electronic devices. It is therefore necessary to, in some way, reduce this frequency to a

region where electronics have sufficient bandwidth to measure it. This is typically achieved

by mixing two lasers together in order to create a beat note via the trigonometric identity

2 sin θ sin φ = cos (θ − φ) − cos (θ + φ). Provided that the two lasers are sufficiently close

together in optical frequency, the beat note — given by the cos (θ − φ) term — will lie within

the bandwidth of electronic devices1. Measurement of the beat-note frequency permits an

indirect measurement of the laser’s frequency stability.

Prior to the invention of the frequency comb, measuring the frequency stability of a laser

involved the arduous task of frequency chaining [347]. As the name suggests, this technique

involved chaining the laser of interest with numerous intermediary oscillators in order to

systematically lower the beat-note frequency to the point at which it can be mixed with a

caesium atomic clock. This was both a difficult and expensive task, which often inhibited

this technique from being utilised in many laboratories.

Fortunately however, the invention of the optical frequency comb [348] has made mea-

suring optical frequencies significantly easier [348–351]. An optical frequency comb is a laser

whose spectrum contains hundreds or thousands of equally spaced frequency components,

which is essentially equivalent to having hundreds or thousands of individual lasers in a

single beam. This is incredibly useful when measuring the frequency stability of a cw laser

— provided the laser frequency is either close to or contained within the comb envelope —

as mixing a laser with the comb essentially guarantees a resulting low-frequency beat note

without the need to chain numerous intermediary oscillators together. In practice there will

be multiple beat notes generated when mixing a cw laser with a frequency comb; however,

these may be rejected through the use of appropriate electronic filtering.

An experimental diagram depicting a frequency-stability measurement — performed by

mixing a cw laser with an optical frequency comb — is presented in Fig. D.1. A fibre splitter

is used to mix a cw laser with the output of a frequency comb, creating a slew of mixing

products with the numerous comb modes. This mixed light is then shone onto a diffraction

grating, which separates it into its various frequency components along the horizontal axis.

In order to reduce the shot noise of the measurement, the vast majority of the light is dis-

carded at this point — only a small subset of light with optical frequency close to that of the

cw laser is retained and launched onto a photodetector. A combination of Butterworth and

1The cos (θ + φ) term, on the other hand, will occur at twice the optical frequency and can therefore be
neglected.
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CMB

ECDL Fibre
splitter

Di�raction
grating

Rejected comb
modes

PD

CNT

HPF LPF

Figure D.1: Simplified frequency-stabilisation measurement setup, showing the external-
cavity diode laser (ECDL), optical frequency comb (CMB), photodetector (PD),
low-pass filter (LPF), high-pass filter (HPF), and frequency counter (CNT). The
ECDL and frequency comb are mixed using a fibre splitter and subsequently
shone onto a diffraction grating, separating the light into its various frequency
components along the horizontal axis. In order to reduce shot noise, only a small
subset of the comb modes near the ECDL frequency are launched onto the pho-
todetector. A combination of low-pass and high-pass filtering is used to reject
all but one beat note. Counting the beat-note frequency allows the frequency-
stability of the ECDL to be inferred.

high-pass filtering is performed on the photodetector output, effectively creating a bandpass

filter which enables just one of the mixing products (beat notes) to be selected. A frequency

counter is then used to measure the frequency of the beat note as a function of time, and an

Allan deviation (cf. Sec. H.2) is subsequently calculated. Given that the beat note is a mixing

product of two lasers — the cw laser and the frequency comb — drifts in the frequency of ei-
ther of these two lasers are indistinguishable. However, provided that the frequency stability

of the optical frequency comb greatly exceeds that of the cw laser, any drifts in the beat-note

frequency will be dominated by the cw laser and hence the effect of the frequency comb can

be safely neglected.

A measurement of the frequency stability of the external-cavity diode laser used in this

thesis — performed using an optical frequency comb and calculated using Eq. (H.17) —

is presented in Fig. D.2. When the laser is unlocked, its fractional frequency stability is

about 1 ppb for 1 s integration times, degrading as approximately τ0.3 to 5 ppb over minute

timescales. In contrast, when the laser is locked using saturated absorption spectroscopy as

described in Sec. 5.1.1, the fractional frequency stability is about 7× 10−12 for 1 s integra-

tions, dropping as low as 3× 10−12 at 10 s, then degrading as approximately τ0.65 to 2× 10−10

over hour timescales. In terms of absolute values when locked to the F = 2→ F′ = 1 hyper-

fine transition of the 87Rb D1 line, the laser frequency stability when locked is about 3 kHz

at 1 s, dropping to 1 kHz at 10 s, and degrading to 70 kHz at 104 s. Such a level of absolute
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Figure D.2: Allan deviation of the optical frequency of the external-cavity diode laser used
in this thesis, measured using an optical frequency comb via the experimental
setup presented in Fig. D.1. On the left axis is the fractional frequency stabil-
ity, while the right axis shows the absolute frequency stability. During these
measurements, the ECDL was either unlocked (red), or locked (blue) to the
F = 2→ F′ = 1 hyperfine transition of the 87Rb D1 line using saturated absorp-
tion spectroscopy (cf. Sec. 5.1.1 and App. B), giving rise to an optical frequency
of 377.11 THz. Black dashed lines correspond to integration-time dependencies
of τ0.3 (unlocked) and τ0.65 (locked). Shown in grey is the frequency stability of
the optical frequency comb, measured using a cryogenic sapphire oscillator.

frequency stability was deemed to be sufficient for the precision measurements performed

in this thesis (cf. Sec. 8.2.8).
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Appendix E

Spin Relaxation via Diffusion Through a
Buffer Gas in a Vapour Cell

Optical atomic magnetometers determine the local magnetic-field strength by measuring

the Larmor frequency of a spin-polarised atomic vapour and, as such, require long spin-

relaxation times — typically the transverse spin-relaxation time T2 — in order to achieve

high sensitivity (cf. Sec. 6.4.1). One of the most dominant relaxation mechanisms in a vapour

cell is due to collisions between the polarised atoms and the cell walls (cf. Sec. 5.2.2.4). For

this reason, vapour cells are often either filled with an inert buffer gas (to restrict the mean

free path), or coated with an anti-relaxation coating such as paraffin. In the case of a vapour

cell containing buffer gas, the diffusion equation for the polarisation of an atomic vapour is

given by [297,298]

∂P
∂t

= D∇2P , (E.1)

where D = D0PA/Pv is the diffusion coefficient at a gas pressure Pv, D0 is the species-

specific diffusion coefficient at atmospheric pressure PA, and ∇2 is the Laplace operator.

As would be expected, the temporal dependence of the atomic polarisation is depen-

dent — among other things — upon the geometry of the cell. Two of the most common

geometries, spherical and cylindrical, are considered below.

E.1 Spherical Cells

Due to both the radial and spherical symmetry of a spherical cell, we assume separable

solutions of the form P (r, t) = R (r) T (t). Such a symmetry suggests the use of spherical

polar coordinates, in which the Laplace operator, acting on a function f , is given by

∇2 f =
1
r2

∂

∂r

(
r2 ∂ f

∂r

)
+

1
r2 sin θ

∂

∂θ

(
sin θ

∂ f
∂θ

)
+

1
r2 sin2 θ

∂2 f
∂φ2 . (E.2)

Inserting the separable-solution form of P (r, t) into Eq. (E.2), and discarding terms which

are dependent upon θ and φ citing symmetry arguments, yields

1
DT (t)

dT (t)
dt

=
2

rR (r)
dR (r)

dr
+

1
R (r)

d2R (r)
dr2 . (E.3)

Given that there are no shared variables between the two sides of Eq. (E.3), both sides must

be equal to the same constant. If we define this constant to be−λ2, this yields two equations:
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dT (t)
dt

+ λ2DT (t) = 0 , (E.4)

r2 d2R (r)
dr2 + 2r

dR (r)
dr

+ r2λ2R (r) = 0 . (E.5)

Solving Eqs. (E.4) and (E.5) yields the following general solutions:

R (r) = c1
sin (λr)

λr
+ c2

cos (λr)
λr

, (E.6)

T (t) = c3 exp
(
−λ2Dt

)
, (E.7)

where ci are constant coefficients. It should be noted that, although c2 cos (λr) /λr is part

of the general solution to Eq. (E.5), it is not physical as cos (λr) /λr → ∞ as r → 0. It is

therefore necessary that c2 = 0.

The term λ can be solved for using the boundary condition that arises from wall col-

lisions completely depolarising the atoms. Explicitly, this boundary condition is given by

R (Rcell) = 0 and implies that c1sinc (λRcell) = 0; which, for a non-trivial solution, requires

that λRcell = nπ for n ∈ Z. This gives rise to an infinite set of modes with

λn =
nπ

Rcell
. (E.8)

The general solution to the diffusion equation is then given by a sum over all diffusion

modes:

P (r, t) =
∞

∑
n=1

Pnsinc (λnr) exp
(
−λ2

nDt
)

, (E.9)

where Pn is the amplitude of the nth mode.

Note that the polarisation has an exponential decay, with a time constant of the nth mode

given by τn = 1/λ2
nD. Explicitly, this is given by

τn =
1
D

(
Rcell

nπ

)2

. (E.10)

The lowest order (slowest) diffusion mode, n = 1, yields the time constant [298,299]

τ1 =
1
D

(
R2

cell
π2

)
. (E.11)

E.2 Cylindrical Cells

Calculating the diffusion of polarisation in a cylindrical cell is a bit more complicated than

for a spherical cell, owing to the reduction in symmetry. However, there is still cylindri-
cal symmetry, which suggests the use of cylindrical polar coordinates. In this coordinate

system, the Laplace operator is given by
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∇2 f =
1
r

∂

∂r

(
r

∂ f
∂r

)
+

1
r2

∂2 f
∂φ2 +

∂2 f
∂z2 . (E.12)

Let us assume that the solution is separable, i.e. that P (r, z, t) = R (r)Z (z) T (t). Inserting

this solution form into the Laplace operator, and ignoring the φ terms due to radial symme-

try, yields

1
DT (t)

dT (t)
dt

=
1

rR (r)
dR (r)

dr
+

1
R (r)

d2R (r)
dr2 +

1
Z (z)

d2Z (z)
dz2 . (E.13)

Given that there are no shared variables between the two sides of Eq. (E.13), both sides must

be equal to the same constant. If we define this constant to be−λ2, this yields two equations:

dT (t)
dt

+ λ2DT (t) = 0 , (E.14)

1
rR (r)

dR (r)
dr

+
1
R (r)

d2R (r)
dr2 +

1
Z (z)

d2Z (z)
dz2 = −λ2 . (E.15)

As was the case previously, Eq. (E.15) is an equality with no shared variables and hence

they must be equal to another constant. Defining this constant as µ2 and subsequently re-

arranging yields two new differential equations:

r2 d2R (r)
dr2 + r

dR (r)
dr

+ r2 (λ2 − µ2)R (r) = 0 , (E.16)

d2Z (z)
dz2 + µ2Z (z) = 0 . (E.17)

Solving Eqs. (E.14), (E.16) and (E.17) yields the following general solutions:

R (r) = c1 J0

(√
λ2 + µ2r

)
+ c2Y0

(√
λ2 + µ2r

)
, (E.18)

Z (z) = c3 cos (µz) + c4 sin (µz) , (E.19)

T (t) = c5 exp
(
−λ2Dt

)
, (E.20)

where ci are constant coefficients, and J0 and Y0 are the zeroth-order Bessel functions of the

first and second kind, respectively. It should be noted that, although c2Y0

(√
λ2 + µ2r

)
is

part of the general solution to Eq. (E.16), it is not physical as Y0 (r) → −∞ as r → 0. It is

therefore necessary that c2 = 0.

In terms of longitudinal boundary conditions, there are two key points to consider: the

two edges of the cell at z = 0 and z = Lcell. The two boundary conditions at these points

are given by Z (0) = Z (Lcell) = 0. Using the former condition results in c3 = 0, and hence

the solution for Z (z) reduces to Z (z) = c4 sin (µz). The latter boundary condition yields

c4 sin (µLcell) = 0 which, for a non-trivial solution, requires that
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µm =
mπ

Lcell
, (E.21)

where m ∈ Z. Now that the solution for µm has been calculated, it is possible to determine λ.

The radial boundary condition R (Rcell) = 0 implies that c1 J0

(√
λ2 + µ2Rcell

)
= 0 which,

for a non-trivial solution, requires that

λm,n =

√√√√( (n) J−1
0 (0)

Rcell

)2

+

(
mπ

Lcell

)2

, (E.22)

where (n) J−1
0 (0) is the nth solution to J0 (r) = 0, and n ∈ Z∗ \ {0}. The general solution to

the diffusion equation is a sum over all diffusion modes:

P (r, z, t) =
∞

∑
m=1

∞

∑
n=1

Pm,n J0

(√
λ2

m,n + µ2
nr
)

sin (µnz) exp
(
−λ2

m,nDt
)

, (E.23)

where Pm,n is the amplitude of the (m, n)th mode.

Note that the polarisation undergoes exponential decay, with a time constant of the

(m, n)th mode given by τm,n = 1/λ2
m,nD. Explicitly, this is given by

τm,n =
1
D

( Rcell
(n) J−1

0 (0)

)2

+

(
Lcell

mπ

)2
 . (E.24)

The lowest-order (slowest) diffusion mode, m = n = 1, yields the time constant [298,300]

τ1,1 ≈
1
D

(
R2

cell

(2.40483)2 +
L2

cell
π2

)
. (E.25)



Appendix F

Characterisation of Anti-Relaxation-Coated
Vapour Cells

One method for studying ground-state relaxation in anti-relaxation-coated vapour cells is

by using an alternate pump-probe technique — first introduced in Ref. [297] — known as

’relaxation in the dark’. This essentially constitutes a free-induction decay measurement,

in which the atomic vapour is optically pumped for a finite period of time, and then ob-

served with a weak probe beam as it undergoes free temporal evolution. Depending on the

optical configuration — i.e. the polarisation and propagation directions of both the pump

and probe beams relative to the magnetic field — the observed probe signal will undergo

(bi-)exponential decay.

In the magnetometry measurements performed in this thesis (cf. Secs. 3.6, 3.7, and 6.1),

the observed relaxation is a single exponential characterised by a time constant T2 — the

transverse spin-relaxation time. As given by Eq. (6.1) and repeated here, the FID signal in

the case of a static magnetic field is given by

φ (t) = φ0 sin (2ΩLt + ϕ) exp
(
− t

T2

)
, (F.1)

where φ0 is the maximum optical-rotation amplitude at t = 0, ΩL is the Larmor frequency,

and ϕ is an arbitrary phase offset.

An example of an FID measurement performed in this thesis is presented in Fig. 6.1.

By fitting the signal upon extinction of the pump beam, using Eq. (6.1), a transverse spin-

relaxation time of T2 = 43.4 ms was obtained, corresponding to a linewidth (FWHM) of

Γ/2π = 2/ (2πT2) = 7.33 Hz. This is many orders of magnitude smaller than the predicted

linewidth one would obtain using an uncoated cell of the same dimensions, Γ/2π ≈ 3 kHz

(cf. Sec. 5.2.2.4).

The transverse spin-relaxation time of the atomic vapour is subject to a multitude of re-

laxation mechanisms within the vapour cell, including: spin-exchange collisions between al-

kali atoms [150,240], electron-randomisation (spin-destruction) collisions with the cell walls

[150], exchange of alkali atoms between the volume of the cell and its stem (known as

the ’reservoir effect’) [352,353], power broadening [150,199,201,238], and gradient broad-

ening [234].

The data presented in Fig. 6.1 was recorded for a probe power of Pprobe = 5µW, a pump

power of Ppump = 0µW for t ≥ 0, and at a magnetic-field strength of Bdc = 2.188µT.

The measured transverse spin-relaxation time under these conditions is approximately the

same as that which is measured in the limit as Pprobe → 0µW and Bdc → 0µT, which in-
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dicates that power broadening and gradient broadening were not contributing significantly

to the observed resonance linewidth in this measurement. Combined with the fact that

spin-exchange collisions contribute negligibly at the temperature at which all measurements

within this thesis are taken (cf. Sec. 5.2.2.1), the resonance width of Γ0/2π = 2/ (2πT2) ≈
7 Hz corresponds to the intrinsic linewidth of the cell and is limited by wall collisions — i.e.

the quality of the anti-relaxation coating.



Appendix G

Fourier Analysis

This chapter provides the mathematical foundation required to understand Fourier anal-

ysis, beginning with an introduction to the Fourier series, and then a derivation of the

Fourier transform. The discrete Fourier transform — useful when numerically computing

the Fourier transform of experimental data — is then introduced, which heralds a discussion

about Nyquist’s sampling theorem, spectral leakage, and window functions.

G.1 The Fourier Series

The Fourier series is a way of representing any continuous-time function f (t) — which

is periodic with a period T — as a weighted linear combination of positive and negative

harmonics. A function is said to be periodic if, for any n ∈ Z, the following condition is

satisfied:

f (t + nT) = f (t) . (G.1)

If the above condition is satisfied, or at least approximately satisfied1, then the function f (t)
can be calculated via a Fourier series:

f (t) =
a0

2
+

∞

∑
n=1

an cos (nωt) + bn sin (nωt) , (G.2)

where ω = 2π/T is the fundamental angular frequency of the signal, and a0, an and bn are

weighting coefficients. Equation (G.2) can be written in complex-exponential form using

trigonometric identities, resulting in an elegant formulation:

f (t) =
a0

2
+

∞

∑
n=1

an cos (nωt) + bn sin (nωt)

=
∞

∑
n=0

an cos (nωt) + bn sin (nωt)

=
∞

∑
n=0

(
an

2
− i

bn

2

)
einωt +

(
an

2
+ i

bn

2

)
e−inωt

=
∞

∑
n=−∞

cneinωt , (G.3)

1In practice using real data of finite length, even if the signal is non-periodic (e.g. white noise), the Fourier
series (or Fourier transform — cf. App. G.2) can be calculated under the assumption that the signal is periodic
and that the measured data constitutes one period of the signal.
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where cn ∈ C is a complex coefficient. This formula allows any arbitrary function to be

decomposed into the sum of simple, oscillatory functions. The coefficients cn are called

Fourier coefficients, and are used to uniquely describe the function f (t). To calculate the

coefficients we must find a general expression for the kth coefficient, ck. This is achieved by

multiplying both sides of Eq. (G.3) by exp (−ikωt), which yields

e−ikωt f (t) = e−ikωt
∞

∑
n=−∞

cneinωt

= . . . + e−ikωtck−1ei(k−1)ωt + e−ikωtckeikωt + e−ikωtck+1ei(k+1)ωt + . . . .

This summation can then be re-arranged to yield an expression for the coefficient ck:

ck = e−ikωt f (t)−
∞

∑
n=−∞

n 6=k

cnei(n−k)ωt . (G.4)

Further simplification is possible by integrating both sides over a period T:

� T/2

−T/2
ckdt =

� T/2

−T/2
e−ikωt f (t)dt−

� T/2

−T/2

∞

∑
n=−∞

n 6=k

cnei(n−k)ωtdt

=

� T/2

−T/2
e−ikωt f (t)dt−

∞

∑
n=−∞

n 6=k

cn

� T/2

−T/2
ei(n−k)ωtdt

=

� T/2

−T/2
e−ikωt f (t)dt−

∞

∑
n=−∞

n 6=k

cn

[
1

i (n− k)ωt

(
ei(n−k)ωT/2 − e−i(n−k)ωT/2

)]

=

� T/2

−T/2
e−ikωt f (t)dt−

∞

∑
n=−∞

n 6=k

cn

[
2

(n− k)ω
sin
(

1
2
(n− k)ωT

)]

=

� T/2

−T/2
e−ikωt f (t)dt−

∞

∑
n=−∞

n 6=k

cn

[
2

(n− k)ω
sin (π (n− k))

]

=

� T/2

−T/2
e−ikωt f (t)dt ,

where the above has been possible by noting that sin (aπ) = 0 for all a ∈ Z. Solving this

integral equation yields the solution

ck =
1
T

� T/2

−T/2
f (t) e−ikωtdt . (G.5)

Equation (G.5), along with Eq. (G.3), is all that is required in order to calculate the Fourier

series of any arbitrary continuous-time function f (t). Notice however that Eq. (G.3) is an

infinite sum, which in most cases is impossible to evaluate completely. Fortunately, given
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that the Fourier series is generally a convergent sum, the higher-order terms (i.e. compo-

nents with large values of n) make minimal contribution to the reproduction of the signal

and hence the summation can be truncated once the signal has been approximated with

sufficient accuracy2.

G.2 The Fourier Transform

As T gets larger, nω and (n + 1)ω get closer together — infinitely so in the limit T → ∞.

As the linear frequency of the nth harmonic is given by νn = n/T, a differential change in

frequency is thus given by the change in harmonic number via ∆νn = ∆n/T. However,

n ∈ Z (i.e. n is an integer) and hence ∆n = 1. This enables Eq. (G.3) to be written as a

Riemann sum:

f (t) =
∞

∑
n=−∞

cne2πiνnt∆n

=
∞

∑
n=−∞

cne2πiνntT∆νn

=
∞

∑
n=−∞

cnTe2πiνnt∆νn

=
∞

∑
n=−∞

F (νn) e2πiνnt∆νn .

As T → ∞, ∆νn → 0 and hence the Riemann sum becomes an integral:

f (t) =
� ∞

−∞
F (νn) e2πiνntdνn . (G.6)

By specifying ν, n is also being specified indirectly and hence the superfluous n label may

be dispensed with. This yields the following:

f (t) =
� ∞

−∞
F (ν) e2πiνtdν . (G.7)

Equation (G.7) is known as the inverse Fourier transform3, and is used to construct a

continuous-time function f (t) from its frequency spectrum F (ν). Although this is useful, it

is more commonly the case that one wishes to decompose a continuous-time function into

its frequency spectrum, in which case the Fourier transform is performed:

F (ν) =

� ∞

−∞
f (t) e−2πiνtdt . (G.8)

2In practice, when using experimentally measured or computer-generated data, calculation of the Fourier
transform only requires a finite number of terms to be evaluated. This is discussed in further detail in Sec. G.3.

3The Fourier transform is typically denoted by F { f (t)}, while the inverse Fourier transform is denoted by
F−1 {F (ν)}.
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G.3 The Discrete Fourier Transform (DFT)

In practice, a signal f (t) will not be a continuously sampled function, but will instead be

sampled N times over a particular measurement period. This means that spectral infor-

mation can only be obtained at N points. Given a sampling interval dt = ∆t, the function

is sampled at times tk = k∆t, in which case the Fourier transform given by Eq. (G.8) is

approximated by a finite sum:

F [n] ≈
N−1

∑
k=0

f [k] e−2πiνntk ∆t

= ∆t
N−1

∑
k=0

f [k] e−2πik n
N ,

where 0 ≤ n ≤ N− 1 and 0 ≤ k ≤ N− 1. This gives rise to the definition of the discrete and

inverse discrete Fourier transforms, respectively [354]:

F [n] =
N−1

∑
k=0

f [k] e−2πik n
N , (G.9)

f [k] =
1
N

N−1

∑
n=0

F [n] e2πik n
N . (G.10)

G.3.1 Discrete Frequencies and Nyquist’s Sampling Theorem

When computing the discrete Fourier transform4 using Eq. (G.9), the first element (n = 0)

corresponds to the dc component of the signal. The second element (n = 1) corresponds to

the smallest (fundamental) frequency above zero, ν = (N∆t)−1, the third element (n = 2)

corresponds to the second harmonic, ν = 2 (N∆t)−1, and so on. Increasing values of n
therefore correspond to higher frequencies; that is, up until the value n = N/2− 1 is reached.

Elements above this, i.e. in the range N/2 ≤ n ≤ N− 1, are aliased (cf. App. H.4) to negative
frequencies [354]. However, these negative-frequency components appear in reverse order; i.e.

the final element (n = N − 1) corresponds to the frequency ν = − (N∆t)−1, which should
appear just prior to the first element. Therefore, the output of the discrete Fourier transform

must be reorganised by swapping the order of its first and second halves. Upon doing so,

spectral information is obtained at the discrete frequencies [354]

νn′ =
n′ − N

2
N∆t

, (G.11)

4In practice, the discrete Fourier transform is typically calculated using the Cooley-Tukey fast Fourier trans-
form (FFT) algorithm [355]. The benefit of the Cooley-Tukey algorithm is that the computational time of the
discrete Fourier transform is decreased from O

(
N2) to O (N log N), which is dramatically beneficial when work-

ing with large datasets. A caveat is that the algorithm often requires the dataset be a power of 2 in size (i.e.
N = 2m for m ∈ Z∗ \ {0}), though there do exist more general algorithms that allow for datasets of arbitrary
length [355]. Datasets which are not a power of 2 can either be truncated to a power of 2 (by discarding points
at either the beginning or the end of the set), or padded with zeros.
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where 0 ≤ n′ ≤ N − 1 are now the reordered elements. The highest frequency component

that can be resolved in a discrete Fourier transform occurs when n′ = 0 [354]. Due to the

periodicity of the discrete Fourier transform, the element n′ = 0 corresponds to both posi-

tive and negative frequencies [354]. This maximum frequency component is known as the

Nyquist frequency, and is given explicitly by [354]

|νN| =
1

2∆t
=

νs

2
, (G.12)

where νs = 1/∆t is the sampling frequency.

The fact that the highest resolvable frequency component is given by half the sampling

frequency gives rise to the Nyquist sampling theorem, which states that a signal f (t) is

perfectly reconstructed provided that the sampling frequency is at least twice the highest

frequency component in the signal’s spectrum.

G.4 Spectral Leakage and Windowing

Spectral leakage is simply the introduction of unwanted frequency components into the

spectrum of a signal, regardless of whether this occurs at the point of measurement or

in post-processing [356]. Not only does this result in the apparent loss of signal ampli-

tude/power, but small signals can be lost in the leakage caused by other signals. This is of

course extremely problematic, and techniques should be employed to reduce the amount of

spectral leakage for these reasons.

Embedded in the derivation of the Fourier transform is the assumption that the trans-

formed data is both periodic (i.e. f (t + nT) = f (t), for n ∈ Z and some period T) and of

infinite extent. In practice however, measured data, f̂ (t), will only be a ‘window’ of the

original signal, f (t). Mathematically, this means that the signal has been multiplied by a

window function, w (t):

f̂ (t) = f (t)w (t) . (G.13)

The result of multiplication by a window function is that the Fourier transform of the mea-

sured signal, F
{

f̂ (t)
}

, is given by the convolution theorem:

F
{

f̂ (t)
}
= F { f (t)} ∗F {w (t)} . (G.14)

In the typical case, the window function is simply a rectangular function, as a finite amount

of data has been measured with a hard cut-off at the beginning and end points. That is,

the window function takes the form w (t) = u (t− t0 + ∆t) − u (t− t0 − ∆t), where u is

the Heaviside function centred at t0, and the resulting rectangular window has a width

of 2∆t. The Fourier transform of a rectangular function is a well-known result, and is in

general proportional to the sinc function. If one chooses the rectangular window to exist

over t ∈ [9, 11] s for example, then the Fourier transform is given explicitly by
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Figure G.1: Example of the spectral leakage that occurs when calculating the Fourier trans-
form of a rectangular window.

F {w (t)} =
√

2
π

∆t exp (iωt0) sinc (ω∆t) . (G.15)

A plot showing the rectangular window, as well as the normalised magnitude of its corre-

sponding Fourier transform given by Eq. (G.15), is shown in Fig. G.1.

It is evident that in general, a rectangular window causes spectral leakage by spreading

the signal energy over other frequencies. Note that if the sample window were to extend

from t = −∞ to t = ∞, then w (t) = 1, and hence F {w (t)} = δ (ω). The Fourier transform

as given by the convolution theorem will therefore return the original signal, and hence there

will be no spectral leakage. However, due to finite measurement times, the only practical

case where there is no spectral leakage is when a periodic signal (e.g. a sine wave) is sampled

over an integer number of cycles. In this case, the sampled frequencies of the rectangular

window’s frequency response are all zero, and hence the spectral leakage that would usually

be introduced from using a rectangular window is effectively mitigated. However, if a non-

integer number of cycles are sampled, the frequency response of the window function is

now sampled at points where it is non-zero, which results in spectral leakage. An example

of this phenomenon is presented in Fig. G.2.

Since it is evident that spectral leakage can arise from the way in which data is sampled

— specifically from the discontinuities between the initial and final points in the dataset —

logic dictates that spectral leakage can be reduced by weighting the data points in the middle
of the set more than those on the edges of the set. This technique is called ‘windowing’, and

the weighting functions are known as ‘window functions’.
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(b)

Figure G.2: Example of the spectral leakage that occurs when calculating the Fourier trans-
form of non-periodic data. (a) 16 cycles of a 0.125 Hz sine wave with unity am-
plitude, sampled at a rate of 1 Hz and therefore resulting in a Nyquist frequency
of 0.5 Hz. The corresponding Fourier transform shows a Dirac delta function of
unity amplitude, at the frequency of the sine wave. (b) 16.5 cycles of the same
sine wave. Due to the discontinuity between the start and end points of the
time series, the Fourier transform exhibits significant spectral leakage, and the
amplitude of the ∼0.125 Hz component is no longer accurate.
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There are numerous window functions, each of which has intrinsic advantages and dis-

advantages. Perhaps the most commonly used window function is the Hanning window,

which is mathematically given by

w (n) =
1
2
− 1

2
cos

(
2πn

N − 1

)
, (G.16)

where n is the sample number, and N is the total number of samples in the dataset. A graph

of the Hanning window — calculated for the data shown in Fig. G.2(b) — is shown in Fig.

G.3(a). Note that when using window functions, if the integral of the function is not unity,

then the signal will either gain or lose energy. This is characterised by the normalised integral

of the window function, which is known as the ‘coherent gain’:

Gcoh =
1

N − 1

� N−1

0
w (n)dn . (G.17)

If Gcoh 6= 1, the resulting Fourier transform must be scaled by the reciprocal of the coherent

gain in order to conserve energy. In the case of the Hanning window, the coherent gain is

given explicitly by

Gcoh =
1

N − 1

� N−1

0

1
2
− 1

2
cos

(
2πn

N − 1

)
dn =

1
2

. (G.18)

An example of the reduction in spectral leakage that occurs when using window func-

tions is presented in Fig. G.3(b). This data corresponds to that shown in Fig. G.2(b); how-

ever, prior to calculating the Fourier transform, the time-domain data is windowed using

the Hanning window shown in Fig. G.3(a). The amplitude of the frequency component at

0.125 Hz after reducing spectral leakage is about 0.85, which is closer to true value of unity

than the value of around 0.65 calculated without using window functions.
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Figure G.3: Example of the effectiveness of windowing techniques in reducing the spec-
tral leakage that occurs when calculating the Fourier transform of non-periodic
data. (a) Hanning window calculated using Eq. (G.16) for the data presented
in Fig. G.2(b). (b) The time series and Fourier transform of the data presented
in Fig. G.2(b) after applying the Hanning window. Note that the spectral leak-
age is significantly reduced when compared to Fig. G.2(b), and the amplitude is
now much closer to the true value.
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Appendix H

Characterising Noise

In a signal processing context, noise is defined as random signals which carry no useful
information. In most cases, random noise masks signals with small amplitude, and hence

the presence of noise introduces an upper limit to the performance of a device. It is therefore

useful to characterise both the amount of noise, as well as its origin.

There are two different domains in which to characterise the noise of a device: the time

domain and the frequency domain. Perhaps the two most commonly used noise character-

isation methods are the amplitude/power spectral density, and the Allan deviation/vari-

ance. These two methods are frequency-domain and time-domain methods, respectively.

The power spectral density of a time series describes the power distribution amongst the

frequency components which comprise the signal. On the other hand, the Allan variance

gives the variance of measurements spaced between two points in time. These two methods

are discussed in detail below.

H.1 The Power Spectral Density

Given a signal f (t), we determine the average spectrum of the signal by carrying out a

Fourier decomposition. The amplitude of the component with linear frequency ν is given

by the Fourier transform of f (t), F { f (t)} = F (ν). The average energy per unit area

of components with frequencies ν to ν + dν is 〈|F (ν) |2〉dν, and so 〈|F (ν) |2〉 is the energy
spectral density of the signal. This has units of energy per unit area, per unit frequency.

If f (t) is a stationary function (that is, its statistical averages are invariant as a function of

time), then we must instead consider the power spectral density. Rather than integrate over

(−∞, ∞), we instead integrate over an observation window of time width T by finding the

truncated Fourier transform:

FT (ν) =

� T/2

−T/2
f (ν) e−2πiνtdt , (H.1)

and then calculate the energy spectral density, 〈|FT (ν) |2〉. The power of a signal is simply

the energy per unit time, and therefore the power spectral density is the energy spectral

density per unit time. If we now extend the time window to infinity by taking the limit as

T → ∞, then we obtain the definition of the power spectral density [357]:

S (ν) = lim
T→∞

1
T
〈|FT (ν) |2〉 , (H.2)

where the brackets 〈 〉 denote the ensemble average over many realisations of f (t).

237
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H.1.1 Estimating the Power Spectral Density

In practice it is impossible to measure a signal for infinite time and hence the power spec-

tral density can never truly be measured. However, it can be approximated to a good de-

gree through the use of the discrete Fourier transform and a combination of averaging and

windowing techniques. A few of the more frequently encountered power spectral density

estimation methods are discussed below.

H.1.1.1 The Periodogram Method

The simplest approximation to the power spectral density is obtained by calculating the

periodogram. The periodogram of a finitely sampled signal f [k] is given by

P [n] =
2|F { f [k]}|2

N2 , (H.3)

where N is the number of points in the signal f [k], and the factor of 2 accounts for power

lost to the negative-frequency components when calculating a single-sided Fourier trans-

form1. The power spectral density is then obtained from the periodogram by dividing by

the frequency resolution (i.e. the bin width). Doing so normalises the power spectrum to the

spectrum that would be measured by a 1 Hz-wide square filter, and hence the magnitude at

each frequency component corresponds to what it would be if it were measured through a

1 Hz filter centred at that frequency. Mathematically, the power spectral density is calculated

from the periodogram via

SPSD [n] =
P [n]
∆ν

, (H.4)

where ∆ν is the bin width. Although the periodogram technique is able to be used for cal-

culating the power spectral density of a signal, it has a few drawbacks: it exhibits a large

variance and suffers from spectral leakage (cf. Sec. G.4). Improvements can be made to

the periodogram method in order to address these issues, and these techniques will be dis-

cussed in Secs. H.1.1.2 and H.1.1.3.

H.1.1.2 Bartlett’s Method

Rather than calculating a single periodogram of the entire dataset, a more accurate approx-

imation to the power spectrum is obtained by splitting the dataset into K non-overlapping

sets of length M. For each segment, the periodogram is computed as per Eq. (H.3), replac-

ing N with the length of each segment, M, instead. The result for each of the K sets is then

averaged. Mathematically, power spectral density when calculated in this way is given by

SPSD [n] =
2

∆νKM2

K

∑
i=1
|F { fi [k]}|2 , (H.5)

1Note that the factor of 2 should not be applied to the dc or Nyquist-frequency components as they are
already present in the single-sided discrete Fourier transform
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Time Frequency
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K = 1

K = 1

Signal K = 2

K = 2
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Figure H.1: Illustration of Welch’s method. The time trace is split into K overlapping seg-
ments of length M. Each segment is multiplied by a window function to reduce
spectral leakage and subsequently Fourier transformed. Averaging the Fourier
transforms of all the segments results in a single spectrum with reduced vari-
ance. The power spectral density is then computed from the averaged Fourier
transform.

where fi [k] is the ith segment of the data, M is the number of points per segment, and K is the

number of segments. Equation (H.5) is known as Bartlett’s method [356,358,359], and results

in a power spectral density which has significantly lower variance than the periodogram

method described in Sec. H.1.1.1. In fact, the variance of the power spectral density is

reduced by a factor of K, but this comes at the cost of reduced resolution since each Fourier

transform is performed on fewer points. Additionally, the power spectral density does not

extend down to as low Fourier frequency, since the ‘measurement time’ has been effectively

reduced by a factor of K also.

H.1.1.3 Welch’s Method

An even better approximation to the power spectrum is achieved by instead splitting the

dataset into K overlapping sets of length M. These overlapping sets are then windowed (i.e

the individual sets have a window function applied to them in the time domain) to reduce

spectral leakage [360], and the periodograms are calculated and averaged as per Bartlett’s

method. This process — depicted in Fig. H.1 — is known as Welch’s method [356,361], and

is mathematically described by
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SPSD [k] =
2

∆νKM2Nw

K

∑
i=1
|F { fi [k] · w [k]}|2 , (H.6)

where fi [k] ·w [k] is the ith segment of the data with an applied window function, and Nw is

a normalisation factor to account for the loss of power as a result of applying the window

function, which is given by

Nw =
1
M

M

∑
k=1

w [k]2 . (H.7)

Welch’s method amounts to averaging modified periodograms, and converges to the

true power spectral density of the signal f (t) as both the number of averages and the mea-

surement period T approach infinity [362]. In principle it is possible to use any degree of

overlap (provided that it is less than 100%, of course) when calculating the power spectral

density using Welch’s method. However, the most commonly implemented degree of over-

lap is 50%. In this case, the variance is reduced by an additional factor of approximately

18/11 ≈ 64% compared to Bartlett’s method [361]. By overlapping the segments, the result-

ing power spectral density is safeguarded against the loss of information that arises due to

the tapering of the window function applied to each segment.

H.1.2 Parseval’s Theorem

Parseval’s theorem provides a means of verifying that the power spectral density algorithm

(or any algorithm based on the Fourier transform for that matter) is quantitatively correct.

The theorem states that the integral of the square of the function f (t) is equal to the integral

of the square of its Fourier transform F { f (t)}. This is essentially a statement that the

Fourier transform does not violate conservation of energy — i.e. that power is conserved

and no information is lost during the transform. Mathematically, Parseval’s theorem is given

by [363]

� ∞

−∞
| f (t)|2dt =

� ∞

−∞
|F { f (t)}|2dν . (H.8)

In terms of the discrete Fourier transform and power spectral density, Eq. (H.8) becomes

N−1

∑
k=0
| f [k]|2 =

1
N

N−1

∑
n=0
|F [n]|2 = N∆ν

N−1

∑
n=0

SPSD [n] . (H.9)

Note that the discrete versions of Parseval’s theorem, as given by Eq. (H.9), may in

practice require additional pre-factors depending on how the discrete Fourier transform

and/or power spectral density were calculated — e.g. contingent upon how their amplitude

was scaled and whether or not window functions were used. In any case, both Bartlett’s

method and Welch’s method of approximating the power spectral density — as described

in Secs. H.1.1.2 and H.1.1.3 — have been shown to satisfy Parseval’s theorem.
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H.1.3 Root Mean Square

Provided that the amplitude and/or power spectral density is appropriately scaled (i.e. that

it satisfies Parseval’s theorem), it is possible to calculate the root mean square over a partic-

ular frequency range via

σrms =

√� νH

νL

SPSD (ν)dν =

√� νH

νL

[AASD (ν)]2 dν , (H.10)

where νL is the lower frequency bound of interest, and νH is the upper frequency bound. If

using the discrete Fourier transform to calculate the power spectral density, the integral can

be numerically calculated using the trapezoidal technique, for example.

H.2 Allan Variance

As discussed in Sec. 6.2.2, the Allan variance is a time-domain measurement which quanti-

fies the variance in the value of a signal as a function of integration time. This is useful when

characterising the long-term performance of a measurement device — which in the context

of this thesis, is the magnetometer. This section provides a mathematical derivation of the

Allan variance, an estimation of the error associated with it, and discusses how it relates to

the power spectral density.

It is a well-known result that the formula for calculating the variance of a random vari-

able x is σ2 = x2 − x2. When sampling from a population of size N, the variance can be

calculated explicitly via the Naïve algorithm [364]:

σ2 =
1
N

 N

∑
i=1

x2
i −

1
N

[
N

∑
n=1

xi

]2
 , (H.11)

where xi is the ith sample of the random variable x. Using Bessel’s correction to correct for

biasing [365], the variance of a sub-sample of n observations (n < N) is then given by

σ2 =
1

n− 1

 N

∑
i=1

x2
i −

1
n

[
n

∑
i=1

xi

]2
 . (H.12)

If we consider x to be a time-dependent measured quantity, i.e. x = x (t), then Eq. (H.12)

can be used to calculate the variance of x (t) over the observation period. If we measure M
samples of x (t), where T is the time between each sample and τ is the integration time of

each observation, then we define an ‘M-sample variance’ [366]:

σ2
M (M, T, τ) =

1
M− 1

M−1

∑
i=0

[
x (iT + τ)− x (iT)

τ

]2

− 1
M

[
M−1

∑
i=0

x (iT + τ)− x (iT)
τ

]2
 .

(H.13)

The M-sample variance is a powerful method for calculating the variance, as it enables
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measurement dead time to be included by letting the time between measurements, T, to be

different than the integration time, τ. The Allan variance is a modification of Eq. (H.13), and

was first introduced as a measure of frequency stability in order to characterise the perfor-

mance of frequency standards such as atomic clocks and oscillators. The Allan variance is

defined as

σ2
A (τ) = 〈σ2

M (2, τ, τ)〉 , (H.14)

where 〈. . . 〉 denotes the expectation operator. The Allan variance is simply an M-sample

variance, except with zero dead time (i.e. T = τ), and only the difference between successive

measurements is considered (i.e. M = 2). Through the substitution of Eq. (H.14) into Eq.

(H.13), it can be shown that the Allan variance may be conveniently expressed as

σ2
A (τ) =

1
2
〈(xn+1 − xn)

2〉 , (H.15)

where xn is the nth average measurement of the random variable x over the integration time

τ. Given that the expectation operator is simply a weighted average, if we assume that each

measurement is equally probable, then we can re-write Eq. (H.15) as

σ2
A (τ) =

1
2 (M− 1)

M−1

∑
n=1

(xn+1 − xn)
2 , (H.16)

where again, M is the number of samples. Typically it is far more convenient to talk about

standard deviation rather than variance, as in many cases, the standard deviation is relatable

to the rms value. The Allan deviation is simply calculated by taking the square root of the

Allan variance, and is generally plotted as a function of integration time, τ, where each point

describes the standard deviation of observations spaced by the integration time. Explicitly,

the Allan deviation can be calculated via

σA (τ) =

√√√√ 1
2 (M− 1)

M−1

∑
n=1

(xn+1 − xn)
2 . (H.17)

Using this definition of the Allan deviation is both restrictive and cumbersome, as it

means that the measurement must be performed multiple times using different integration

times. There are multiple issues with this. Firstly, it would require that the measurement

be performed many times with different integration times, which may be significantly time

consuming. Secondly, it may not be physically possible to change the integration time us-

ing the measurement devices. Finally, this would require that the measured quantity have a

time-independent reproducibility. In practice, one would choose an integration time that has

a sufficient Nyquist frequency, and perform a single measurement for a given period of time.

In this case, the Allan deviation can be approximated by splitting the data into bins to ‘simu-

late’ different integration times. Of course, the physical integration time of the measurement

would place the lower limit on the integration time displayed in the Allan deviation.
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H.2.1 Relation to the Power Spectral Density

Given that the Allan deviation/variance and the amplitude/power spectral density both

quantify the noise/stability of a system, one would expect that the two quantities should be

relatable to each other. The general M-sample variance, given by Eq. (H.13), is related to the

power spectral density via [367]

〈σ2
M (M, T, τ)〉 = M

M− 1

� ∞

0

sin2 (πντ)

(πντ)2

[
1− sin2 (πνTM)

M2 sin2 (πνT)

]
SPSD (ν)dν , (H.18)

where, as per Eq. (H.13), M is the number of observations, T is the time between each

sample, and τ is the integration time of each observation. Using Eqs. (H.14) and (H.18),

the Allan variance σ2
A (τ) is related to the power spectral density SPSD (ν) via the following

integral [367,368]:

σ2
A (τ) =

� ∞

0
2

[
sin4 (πντ)

(πντ)2

]
SPSD (ν)dν . (H.19)

Given that τ ∈ R∗, and assuming that SPSD (ν) is constant (i.e. white noise), then Eq. (H.19)

simplifies to

σ2
A (τ) =

SPSD (ν)

2τ
. (H.20)

Equation (H.20) is a well-known result. It states that the Allan variance of white noise

is inversely proportional to the integration time τ; or equivalently, the Allan deviation is

inversely proportional to
√

τ. This is exactly the reason why atomic clocks — which are tied

to nature via an atomic transition — are more precise over long integration times. Given

that an atomic transition frequency is a fixed value, long integration times result in higher

precision via Eq. (H.20) since the mean of white noise is zero.

H.2.2 Estimating Error Bars

When calculating an Allan deviation, there will necessarily be less data points at larger

integration times, in turn resulting in higher uncertainty for these points. It is therefore

useful to calculate and plot error bars on each data point. In order to do this, consider the

variance of a linear combination of random variables xi:

var

(
n

∑
i=1

aixi

)
=

〈( n

∑
i=1

aixi −
n

∑
i=1

aiµi

)2〉
, (H.21)

where µi is the mean of xi. Note that both terms have the same summation bounds, allowing

this to be simplified by reducing to a single summation. Additionally, there is a common

variable ai which can be factored out. After performing these two operations, the variance

simplifies to



244 Characterising Noise

var

(
n

∑
i=1

aixi

)
=

〈( n

∑
i=1

ai [xi − µi]

)2〉
. (H.22)

Note that there is now a square of a summation. This can be re-written as the product of two

summations using different ‘dummy’ indices:

var

(
n

∑
i=1

aixi

)
=

〈( n

∑
i=1

ai [xi − µi]

)(
n

∑
j=1

aj
[
xj − µj

])〉
. (H.23)

The expectation operator is a linear operator, so Eq. (H.23) can be further simplified via

factorisation:

〈( n

∑
i=1

ai [xi − µi]

)(
n

∑
j=1

aj
[
xj − µj

])〉
=

n

∑
i=1

n

∑
j=1

aiaj〈(xi − µi)
(
xj − µj

)
〉 . (H.24)

This may look like a difficult expression to evaluate, but there are some significant simplifi-

cations that can be made. Note that when evaluating the summations, when i = j the term

〈. . . 〉 is simply var (xi). On the other hand, when i 6= j, then 〈. . . 〉 is simply cov
(
xi, xj

)
.

Mathematically, this is described by

〈(xi − µi)
(

xj − µj
)
〉 =

var (xi) for i = j ,

cov
(
xi, xj

)
for i 6= j .

(H.25)

If we now consider the case that xi and xj are uncorrelated (as is typically the case when

measuring noise, for example), then cov
(
xi, xj

)
= 0. This enables Eq. (H.24) to be greatly

simplified to

var

(
n

∑
i=1

aixi

)
=

n

∑
i=1

a2
i var (xi) . (H.26)

Equation (H.26) is a powerful equation, as it describes how the variance of a linear com-

bination of random variables is calculated. A common example of when this may prove

useful, is the case when the average of many measurements are performed. This is just a

special case of Eq. (H.26) in which ai = n−1. Explicitly, the variance of a mean of measure-

ments is given by

var

(
n

∑
i=1

xi

n

)
=

1
n2

n

∑
i=1

var (xi) . (H.27)

In typical measurements, the variance will be the same in each measurement, and hence

var (xi) = var (x). The summation will therefore simplify to nvar (x), enabling Eq. (H.27)

to be written as

var

(
n

∑
i=1

xi

n

)
=

1
n

var (x) . (H.28)
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Figure H.2: Example of an Allan deviation of pseudo-randomly generated white noise with
standard deviation σ = 3, calculated using Eq. (H.17). The blue markers cor-
respond to the calculated Allan deviation, while the error bars indicate the un-
certainty. Note that white noise averages down as 1/

√
2τ. Discrepancies from

this scaling are attributed to the fact that this noise was generated using pseudo-
random numbers.

This is a profound result. It implies that when performing an average of uncorrelated mea-

surements, the variance in the measurements will decrease linearly as the number of mea-

surements, n, increases. Typically the standard deviation will be discussed rather than the

variance, in which case the standard deviation will decrease by
√

n. This is a well-known

result that, when measuring white noise, the standard deviation will decrease as
√

n, and

converge to zero as n→ ∞.

In many precision measurements, we are often concerned with measuring and quantify-

ing noise. In optics experiments, quite often it is the case that measurements are limited by

photon shot noise — which is white and uncorrelated. If we choose to quantify this noise us-

ing an Allan deviation, then it is useful to also calculate error bars. This is possible through

the use of Eq. (H.28). For each point on the Allan deviation plot, σA (τ), we calculate error

bars via σA (τ) /
√

n, where n is the number of samples that were used to calculate that data

point. Data points at longer integration times will therefore have larger error bars due to

the reduction in sample points used in their calculation. An example of an Allan deviation

calculated using generated white noise is shown in Fig. H.2.
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µ

µ + σ

µ - σ

µ + 2σ

µ - 2σ

µ + 3σ

µ - 3σ

rms
95.5%

Figure H.3: Illustration of the amplitude distribution of Gaussian white noise with mean
µ and standard deviation σ. The probability of the noise falling within two
standard deviations of the mean, i.e. µ± 2σ, is given by erf

(√
2
)
≈ 95.5%. Pro-

vided that µ = 0, the rms of the noise amplitude corresponds to one standard
deviation.

H.3 Types of Noise

As alluded to in Sec. 6.2.1, the frequency response of the noise produced by a source pro-

vides a fingerprint which can be used to both identify and characterise it. This is true re-
gardless of whether the amplitude/power spectral density, or the Allan deviation/variance,

is used to analyse the data — except in the latter case, the dependence will instead be on

integration time instead of Fourier frequency.

The characteristic response of any noise source is typically described by a power law —

that is, either the frequency or integration-time dependence is loosely described by να or

τα, where ν is the linear Fourier frequency, τ is the integration time, and α ∈ R is some

real parameter which typically takes values in the range −2 . α . 2. Note that for a

particular type of noise, the value of α will differ depending on whether it is analysed using

an amplitude/power spectral density, or an Allan deviation/variance.

As an example, consider the case of Gaussian white noise depicted in Fig. H.3. This

type of noise has an amplitude distribution which is Gaussian, characterised by a mean µ

and standard deviation σ. In terms of the power spectral density, white noise is defined

as α = 0, as it has an equal power (or amplitude) in each frequency component (i.e. ν0).

However, in terms of Allan variance, white noise scales with integration time as τ−1. A

comparison between some common noise types, and their dependence on Fourier frequency

and integration time in the power spectral density and Allan variance respectively, is shown

in Fig. H.4.
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Figure H.4: Comparison of various types of noise, and their dependence on both Fourier
frequency and integration time in the power spectral density (left) and Allan
variance (right).

H.4 Aliasing

Aliasing is an effect which results in two (or more) different signals appearing indistinguish-
able when sampled at a finite rate (cf. Fig. H.5). These indistinguishable signals are known as

aliases and, when sampling in the time domain, this phenomenon is called temporal aliasing.

Given a signal frequency ν and a sample rate of νs, aliases occur when the condition

νa = ν + nνs is satisfied, where n ∈ Z \ {0}. This is especially problematic when measuring

broadband signals (e.g. white noise), as there are a multitude of frequency components which

can all give rise to aliasing. For this reason, it is important to always low-pass filter the

signal of interest in order to reduce aliasing. Generally, it is recommended to filter at a

frequency below the Nyquist frequency of the measurement. If this is not performed, one

can potentially overestimate the amount of noise in the system.

H.5 Cramér-Rao Lower Bound

As briefly discussed in Sec. 6.2.3, the Cramér-Rao lower bound is extremely useful for esti-

mating the lower bound on the variance (and therefore standard deviation) of an unbiased

estimator of a deterministic parameter [315,316,318,356]. In this section the CRLB will be de-

rived, in general, for both the single-parameter and multivariate cases. Special cases which

are common in the context of this thesis will also considered, with explicit expressions de-

rived where possible.

H.5.1 Single-Parameter Case

In the derivation of the CRLB, we will consider signals s [n; θ] which contain a Gaussian

white noise component w [n]:

x [n] = s [n; θ] + w [n] , (H.29)
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Figure H.5: Example of the aliasing that can occur when undersampling a signal. The black
dots correspond to a 70 Hz sampling of a 60 Hz sine wave (blue trace). This
results in alias frequencies given by νa = 60 + 70n for all n ∈ Z \ {0}. The red
trace is a fit to the black markers using an alias frequency of νa = 10 Hz, which
is the n = −1 alias frequency.

where n ∈ [0, N − 1] is the nth measurement of N total measurements, and θ is parameter

upon which the signal s [n; θ] depends [315,318,356]. The CRLB states that the variance of

any unbiased estimator θ̂ of θ is bounded by the reciprocal of the Fisher information I (θ)
[315,318,356]:

var
(
θ̂
)
≥ 1
I (θ) , (H.30)

where the Fisher information is defined by [315,318,356]

I (θ) = E

[(
∂ ln p (x; θ)

∂θ

)2
]
= −E

[
∂2 ln p (x; θ)

∂θ2

]
, (H.31)

and where p (x; θ) is the likelihood function, and E denotes the expectation value. Assuming

that the dataset s [n] comes from a Gaussian process, p (x; θ) is given by [315,356]

p (x; θ) =
1

(2πσ2)N/2 exp

{
− 1

2σ2

N−1

∑
n=0

(x [n]− s [n; θ])2

}
, (H.32)

where σ2 is the variance of the Gaussian white noise. By explicitly computing the partial

derivatives, and taking the expected value with respect to p (x; θ), the CRLB for the single-

parameter case is obtained2:

2Note that the formulae derived for the single-parameter case is not restricted to the case where the signal
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var
(
θ̂
)
≥ σ2

N−1
∑

n=0

(
∂s[n;θ]

∂θ

)2
. (H.33)

H.5.2 Multivariate Case

Now consider multivariate signals s [n; θ] which contain a Gaussian white noise component

w [n]:

x [n] = s [n; θ] + w [n] , (H.34)

where everything is defined as per the single-parameter case, except that θ =
[
θ1, θ2, . . . , θp

]T

is a set of p parameters [315,356]. The CRLB of the ith parameter, θi, is given by the (i, i)th

element of the inverse of the Fisher information matrix [315,356]:

var (θi) =
[
I−1 (θ)

]
i,i

, (H.35)

where I is the p× p Fisher information matrix, with each element defined by [315,356]

[I (θ)]i,j = −E

{
∂2 ln p (x; θ)

∂θi∂θj

}
, (H.36)

and where i, j ∈ [1, p], and p (x; θ) is the likelihood function, defined by Eq. (H.32), but

where θ → θ.

H.5.3 Special Cases

Although the Cramér-Rao lower bound has been derived in general for both the single-

parameter and multivariate cases, we now consider a few special cases which are relevant

in the context of this thesis.

H.5.3.1 Fixed Offset with White Noise

For a fixed offset in the presence of Gaussian white noise, the signal s [n] = a, where a is the

offset. Therefore, Eq. (H.29) becomes

x [n] = a + w [n] . (H.37)

By evaluating Eq. (H.33), one obtains

var (â) ≥ σ2

N
, (H.38)

which is the familiar result of the variance of uncorrelated white Gaussian noise as derived

in App. H.2.2 — specifically, Eq. (H.28).

form only has one variable, but rather, they apply to the case where only one parameter of the signal is unknown.
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H.5.3.2 Sinusoid Amplitude with White Noise

For a sinusoidal signal, we have s [n] = a cos (2πν∆tn + ϕ), where a is the amplitude, ν is

the linear frequency, ∆t is the sample time, and ϕ is an arbitrary phase offset. In this case,

we have

x [n] = a cos (2πν∆tn + ϕ) + w [n] . (H.39)

Upon calculating Eq. (H.36) for this signal, significant simplifications can be made using the

following identities [369]:

1
Ni+1

N−1

∑
n=0

ni sin (4πν∆tn + 2ϕ) ≈ 0 , (H.40)

1
Ni+1

N−1

∑
n=0

ni cos (4πν∆tn + 2ϕ) ≈ 0 , (H.41)

for i ∈ [0, 2]. By making these simplifications, and subsequently calculating the inverse of

the Fisher information matrix, we obtain the following CRLBs [315]:

var (â) ≥ 2σ2

N
, (H.42)

var (ν̂) ≥ 24σ2

(2πa∆t)2 N (N2 − 1)
, (H.43)

var (ϕ̂) ≥ 4σ2 (2N − 1)
a2N (N + 1)

. (H.44)

H.5.3.3 Exponentially Damped Sinusoid with White Noise

An exponentially damped sinusoid takes the form s [n] = a cos (2πν∆tn + ϕ) exp (−t/T2),

where a is the amplitude, ν is the linear frequency, ∆t is the sample time, ϕ is an arbitrary

phase offset, and T2 is a decay constant. In this case, we have

x [n] = a cos (2πν∆tn + φ) exp
(
− t

T2

)
+ w [n] . (H.45)

The derivation of the CRLBs for an exponentially damped sinusoid is similar to that of a

non-damped sinusoid. Using Eqs. (H.40) and (H.41), as well as the following identities:

N−1

∑
n=0

n exp (−2βn) = − d
dβ

(
1
2

N−1

∑
n=0

exp (−2βn)

)
, (H.46)

N−1

∑
n=0

n2 exp (−2βn) =
d2

dβ2

(
1
4

N−1

∑
n=0

exp (−2βn)

)
, (H.47)

it is possible to show that [136,139]
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var (ν̂) & 12σ2

(2π)2 a2νBWT3
C (N) , (H.48)

where C (N) is a factor given by [136,139]

C (N) =


N3

12

(
1− exp

(
− t

T2

)2
)3 (

1− exp
(
− t

T2

)2N
)

exp
(
− t

T2

)2
(

1− exp
(
− t

T2

)2N
)2

− N2 exp
(
− t

T2

)2N
(

1− exp
(
− t

T2

)2
)2

 .

(H.49)

Note that the result given by Eq. (H.48) is equivalent to Eq. (6.6) up to the pre-factor

C (N) given by Eq. (H.49). This factor depends on two parameters: the number N of data

points, and the decay time T2. For decreasing decay time, C (N) increases, yielding an in-

creased uncertainty in the frequency estimate. However, for large T2 we have

lim
T2→∞

C (N) =
N2

N2 − 1
≈ 1 , (H.50)

in which case, Eq. (H.48) simplfies to Eq. (6.6) as expected.

H.5.3.4 Sinusoid on a Linear Gradient with White Noise

Quite often one may encounter a situation in which a sinusoidal signal is present on a linear

polynomial background, in the presence of Gaussian white noise. A specific example in

which this situation arises is due to sinusoidal magnetic-field modulation when using the

instantaneous-phase-retrieval technique (cf. Ch. 7 and Ch. 11). When using this technique,

the signal takes the form s [n] = 2πνc∆tn + (δν/νm) sin (2πνm∆tn + ϕm) + ϕc, where νc is

the linear ‘carrier’ frequency, ∆t is the sample time, δν is the frequency deviation, νm is the

linear modulation frequency, and ϕm and ϕc are the arbitrary phase offsets of the modulation

and carrier signals, respectively. In this case, we have

x [n] = 2πνc∆tn +

(
δν

νm

)
sin (2πνm∆tn + ϕm) + ϕc + w [n] . (H.51)

Evaluating the Fisher information matrix using Eq. (H.36), and performing simplifications

given by Eqs. (H.40) and (H.41), yields a Fisher information matrix with elements given by

I (θ) =



I11 0 0 0 I15

0 I22 I23 0 0

0 I32 I33 I34 0

0 0 I43 I44 0

I51 0 0 0 I55


. (H.52)

In this case, the variance in the frequency estimators, var (ν̂c) and var (ν̂m), are given by

var (ν̂c) ≥ I−1
11 =

I55

I11I55 − I15I51
, (H.53)
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var (ν̂m) ≥ I−1
33 =

I22I44

I22 (I33I44 − I34I43)− I23I32I44
, (H.54)

and where the Fisher information matrix elements are explicitly given by

I11 =
2π2∆t2N (2N − 1) (N − 1)

3σ2 , (H.55)

I15 =
N (N − 1)π∆t

σ2 = I51 , (H.56)

I22 =
N

2ν2
mσ2 , (H.57)

I23 = − Nδν

2ν3
mσ2 = I32 , (H.58)

I33 =
Nδν2 [2π2ν2

m∆t2 (2N − 1) (N − 1) + 3
]

6ν4
mσ2 , (H.59)

I34 =
N (N − 1)πδν2∆t

2ν2
mσ2 = I43 , (H.60)

I44 =
Nδν2

2ν2
mσ2 , (H.61)

I55 =
N
σ2 . (H.62)

Upon inserting the above Fisher information matrix elements into Eqs. (H.53) and (H.54),

and simplifying using the fact that N3 � N as per Sec. 6.2.3, the following CRLBs for Eq.

(H.51) are derived:

var (ν̂c) &
6σ2

(2π)2 νBWT3
, (H.63)

var (ν̂m) & 12ν2
mσ2

(2π)2 δν2νBWT3
. (H.64)

where νBW = (2∆t)−1 is the Nyquist frequency (or measurement bandwidth). It’s interesting

to note that Eq. (H.64) is exactly the same as Eq. (6.6). This implies that the presence of

a linear polynomial background does not affect the precision to which the frequency of a

sinusoid can be determined.



Appendix I

Numerical Computation of the Hilbert
Transform

Although the definition of the Hilbert transform given by Eq. (7.8) is rather simple, this

integral becomes exceedingly difficult to compute for anything other than basic functions.

This often necessitates the computation of the Hilbert transform numerically. Furthermore,

when working with experimentally measured data, one must compute the Hilbert transform

numerically in any case. This appendix introduces two methods — one time-domain tech-

nique, and one frequency-domain technique — with which to calculate the Hilbert trans-

form numerically.

I.1 Time-Domain Techniques

Assume that the signal x (t) has been sampled N times, in intervals of ∆t, to give a sequence

xk = x (k∆t) for k = 1, 2, . . . , N. The corresponding Hilbert transform Hk of the sequence

xk, assuming linear variation over the sampling interval ∆t to N∆t, is given by [370]

Hk =
1
π

� N∆t

∆t

x (τ)
k∆t− τ

dτ

=
1
π

[� 2∆t

∆t

x (τ)
k∆t− τ

dτ + . . . +
� (k−1)∆t

(k−2)∆t

x (τ)
k∆t− τ

dτ +

� k∆t

(k−1)∆t

x (τ)
k∆t− τ

dτ

+

� (k+1)∆t

k∆t

x (τ)
k∆t− τ

dτ +

� (k+2)∆t

(k+1)∆t

x (τ)
k∆t− τ

dτ + . . . +
� N∆t

(N−1)∆t

x (τ)
k∆t− τ

dτ

]

=
1
π

[
k−2

∑
i=1

� (i+1)∆t

i∆t

x (τ)
k∆t− τ

dτ +

� k∆t

(k−1)∆t

x (τ)
k∆t− τ

dτ

+

� (k+1)∆t

k∆t

x (τ)
k∆t− τ

dτ +
N

∑
j=k+2

� j∆t

(j−1)∆t

x (τ)
k∆t− τ

dτ

]
,

(I.1)

where the Cauchy principal value integral is implied, though the notation has been dropped

to improve readability. Through substitution and the use of summation notation, Eq. (I.1)

can be simplified to

Hk =
1
π

[
k−2

∑
i=1

I( f )
i + I(c)k +

N

∑
j=k+2

I(r)j

]
, (I.2)

where the functions I( f )
i , I(c)k , and I(r)j are given by [370,371]
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I( f )
i ≡

� (i+1)∆t

i∆t

x (τ)
k∆t− τ

dτ , (I.3)

I(c)k ≡
� k∆t

(k−1)∆t

x (τ)
k∆t− τ

dτ +

� (k+1)∆t

k∆t

x (τ)
k∆t− τ

dτ , (I.4)

I(r)j ≡
� j∆t

(j−1)∆t

x (τ)
k∆t− τ

dτ . (I.5)

By assuming that the signal x (t) varies linearly over the sampling interval1, Eqs. (I.3) to (I.5)

can be written explicitly via slight modification [370] to the expressions found in Ref. [371]:

I( f )
i = xi ln

(
k− i

k− i− 1

)
+ (xi+1 − xi)

[
−1 + (k− i) ln

(
k− i

k− i− 1

)]
, (I.6)

I(c)k = xk−1 − xk+1 , (I.7)

I(r)j = xj ln
(

j− k− 1
j− k

)
+
(
xj−1 − xj

) [
1 + (j− k) ln

(
j− k− 1

j− k

)]
. (I.8)

The Hilbert transform of a sinusoid, calculated using Eq. (I.2), is presented in Fig. I.1.

I.2 Frequency-Domain Techniques

In addition to the time-domain technique described in Sec. I.1, it is also possible to use

frequency-domain techniques to calculate the Hilbert transform. As discussed in multiple

previous sections; by definition, the Hilbert transform is a convolution of the signal x (t)
and the function (πt)−1. Using the convolution theorem, Eq. (7.10), yields the following

expression for the Fourier transform of the Hilbert transform:

F {H {x (t)}} = F

{
1

πt

}
F {x (t)}

= −isgn (ω)F {x (t)} .
(I.9)

It immediately follows that the Hilbert transform of the signal x (t) can be calculated via

H{x (t)} = F−1 {F {H {x (t)}}}
= F−1 {−isgn (ω)F {x (t)}} .

(I.10)

In terms of computing the Hilbert transform analytically, Eq. (I.10) is computed by simply

using the fast Fourier transform and inverse fast Fourier transform algorithms. In practice,

this corresponds to discarding negative frequency components, which is achieved through

the use of a window function [372]:

1Due to the Taylor expansion of most continuous functions being predominantly linear in a small region
about the expansion point, this is a valid assumption provided that the sampling rate is sufficiently high relative
to the rate of change of the function.



§I.2 Frequency-Domain Techniques 255

 !"#

 !"$

 $"%

 $"&

 $"'

 $"#

$"$

$"#

$"'

$"&

$"%

!"$

!"#
(

)
*+

,-
./

01
2,

+
3
-.
45

1
0

'"$6"$#"$!"$$"$

7.+028/9

$"&

$":

$"'

$"6

$"#

$"!

$"$

;
<
/)

-5
4020**)

*

'"$6"$#"$!"$$"$

7.+028/9

Figure I.1: Left: Input sinusoidal signal with a frequency of 1 Hz (blue), and the correspond-
ing Hilbert transform, calculated using Eq. (I.2), using 10 Hz (purple) and 1 kHz
(red) sample frequencies. Right: Absolute error between the analytic Hilbert
transform, and the numerically computed Hilbert transform using Eq. (I.2). The
purple trace corresponds to a sample frequency of 10 Hz, while the red trace cor-
responds to a sample frequency of 1 kHz. Note that there is significant error in
the time-domain computation of the Hilbert transform, especially at the begin-
ning and end points of the dataset.

H [n] = F−1 {w [k] ·F {x [k]}} , (I.11)

where the window function w [k] is given by [372]

w [k] =


2 for k = 1, 2, . . . , N

2 − 1 ,

1 for k = 0 and k = N
2 ,

0 for k = N
2 + 1, . . . , N − 1 .

(I.12)

That is, all negative-frequency components (cf. App. G.3.1) are set to zero.

The Hilbert transform of a sinusoid, calculated using Eq. (I.10), is presented in Fig. I.2.

Evident in Fig. I.2 is a Hilbert transform which is faithfully reproduced, in contrast to that

produced by the time-domain technique shown in Fig. I.1. All Hilbert transforms calculated

in this thesis have been done so via the frequency-domain technique unless stated otherwise.
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Figure I.2: Left: Input sinusoidal signal with a frequency of 1 Hz (blue), and the corre-
sponding Hilbert transform, calculated using Eq. (I.11), using a 1 kHz sample
frequency (red). Right: absolute error between the analytic Hilbert transform,
and the numerically computed Hilbert transform using Eq. (I.11). Note that the
magnitude of the error is consistent with numerical noise, rather than any dis-
crepancy between the analytic solution and the numerical result.



Appendix J

Magneto-Optical Resonance Shift due to the
Nonlinear Zeeman Effect

As discussed in Sec. 3.3.2, the energy shift of the Zeeman sublevels, due to the nonlinear

Zeeman effect, is given by

∆E(BR) = − ∆Ehfs

2(2I + 1)
+ gIµBmFB± ∆Ehfs

2

√
1 +

4mFx
2I + 1

+ x2 , (J.1)

where ∆Ehfs = Ahfs (I + 1/2) is the hyperfine splitting, Ahfs is the magnetic dipole constant,

gI is the nuclear g-factor, µB is the Bohr magneton, B is the magnetic-field strength, I is the

nuclear quantum number, and x is a dimensionless ‘field-strength parameter’ defined by

x ≡ (gJ − gI) µBB
∆Ehfs

, (J.2)

where gF is the ground-state Landé g-factor. By dropping the first two terms of Eq. (J.1),

substituting Eq. (J.2) and performing a Taylor-series expansion, we obtain

∆E(NL) ≈ ±∆Ehfs

2
± (gJ − gI) µBmFB

2I + 1
±

[(
4mF

2 − 4I2 − 4I − 1
)

µB (gI − gJ)
2
]

B2

4 (2I + 1)2 ∆Ehfs
+O

(
B3) .

(J.3)

Now, consider only the term that is quadratic in the field strength. By substituting the

nuclear quantum number for rubidium, I = 3/2, into this term, we obtain

∆E(NL) ≈ ±
(
4mF

2 − 16
)

µB
2 (I − gJ)

2 B2

64∆Ehfs
. (J.4)

For 87Rb, the nuclear g-factor is given by gI = −0.0009951414 [229]; and for the F = 2

ground state, the fine-structure Landé g-factor is gJ = 2.00233113 [229]. Substituting these

into Eq. (J.4) yields

∆E(NL) ≈ ±0.00627081
(
4mF

2 − 16
)

µB
2B2

∆Ehfs
. (J.5)

In the context of nonlinear magneto-optical rotation with linearly polarised light, coher-

ences are generated between ground-state Zeeman sublevels with |∆mF| = 2. That is, co-

herences form between |mF = 2〉 and |mF = 0〉, |mF = 1〉 and |mF = −1〉, and |mF = 0〉 and

|mF = −2〉. In order to calculate the shift in the magneto-optical resonances due to the non-

linear Zeeman effect, we calculate the difference between ∆E(NL) for the |mF = ±2〉 and

|mF = 0〉 states. Doing so yields the following:
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δE(NL) ≈
0.00627081

(
4 (±2)2 − 16

)
µB

2B2

∆Ehfs
− 0.00627081 (−16) µB

2B2

∆Ehfs

≈ ±1.00333 (µBB)2

∆Ehfs
.

(J.6)

Dropping the factor of order unity, taking the absolute value, and dividing both sides by

the reduced Planck constant, yields the following equation for the resonance shift due to the

nonlinear Zeeman effect:

δNLZ ≈ (µBB)2

h̄∆Ehfs
. (J.7)

It should be noted that the resonance shift δNLZ for the coherence between |mF = 1〉 and

|mF = −1〉 is zero, and hence the central resonance is unaffected by the quadratic Zeeman

effect.



Appendix K

Phase-Sensitive Detection

Measurements detailed within this thesis are most commonly performed using phase-

sensitive detection via a lock-in amplifier. Phase-sensitive detection provides a means of

measuring small ac signals that are obscured by noise that is thousands of times larger than

the signal. This is made possible by performing a homodyne detection in which the input

signal to the lock-in amplifier is mixed with a reference signal of the same frequency as the

signal of interest.

A lock-in amplifier takes an input signal, Vsig, amplifies it by a gain factor G, and then

multiplies it by the reference signal, Vref, using a mixer. This results in an output signal that

is the product of two sine waves:

Vout = GVsigVref sin
(
ωsigt + ϕsig

)
sin (ωreft + ϕref) . (K.1)

Using a product-to-sum trigonemetric identity, Eq. (K.1) can be written as the sum of two

cosine waves: one oscillating at the difference frequency, ωsig − ωref, and the other at the

sum frequency, ωsig + ωref:

Vout =
G
2

VsigVref cos
([

ωsig −ωref
]

t + ϕsig − ϕref
)

+
G
2

VsigVref cos
([

ωsig + ωref
]

t + ϕsig + ϕref
)

.
(K.2)

From here, the signal is passed through a Butterworth filter with a cut-off frequency set suf-

ficiently low in order to remove the sum-frequency component, leaving only the difference-

frequency component. However, if the reference signal is the same frequency as the signal

of interest, i.e. ωsig = ωref, then the difference-frequency component is simply a dc signal

whose amplitude is proportional to the signal amplitude:

Vout =
G
2

VsigVref cos
(

ϕsig − ϕref
)

. (K.3)

Note that Eq. (K.3) is proportional to cos
(

ϕsig − ϕref
)
. This means that, if the phase of the

reference signal is set such that ϕsig − ϕref = ±π/2, then the output of the lock-in amplifier

will be zero. This unwanted side-effect can be eliminated by introducing a second phase-

sensitive detector, and sending a π/2 phase-shifted copy of the signal to it. This results in

two outputs: one of which is proportional to cos
(

ϕsig − ϕref
)
, and the other is proportional

to sin
(

ϕsig − ϕref
)
.

After multiplying out the pre-factors, the two lock-in amplifier outputs are known as the

“in-phase" (X) and “quadrature" (Y) components respectively, and are given by
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X = GVsig cos
(

ϕsig − ϕref
)

, (K.4)

Y = GVsig sin
(

ϕsig − ϕref
)

. (K.5)

The magnitude, R, of the signal can then be calculated via R =
√

X2 + Y2, while the phase

can be calculated via φsig − φref = arctan (Y/X).



Appendix L

Monte Carlo Methods

Monte Carlo methods are a class of computational algorithms which enable analytically

difficult (or impossible) problems to be numerically solved with relative ease. By assuming

that the problem is deterministic, the law of large numbers is exploited in order to estimate

the expected value of a random variable by computing the sample mean of a large set of

independent samples of the variable.

This chapter explains in detail the Monte Carlo calculations that were performed in order

to estimate the fraction of atoms that travelled between the pump and probe beams in the

frequency-comb measurements described in Ch. 9 and Ref. [344], as well as their mean tran-

sit time. Additionally, Monte Carlo simulations of atom-wall collisions in cylindrical vapour

cells are described, the results of which are used to estimate the wall-collision-induced res-

onance width in Sec. 5.2.2.4.

L.1 Generation of Random Initial Atomic Positions

Given that the observation of nonlinear magneto-optical rotation in the probe beam depends

on the presence of ground-state coherence (cf. Ch. 4) — which is generated via optical

pumping with linearly polarised light — the Monte Carlo modelling performed in this thesis

typically begins by generating atoms within the pump volume. Since the pump beam is

well approximated by a cylinder (i.e. it is a transverse electromagnetic (TEM)00 mode), it is

important to assign random atomic positions within a cylindrical volume.

Given N atoms, an initial position array ~p0 = {~p1,~p2, . . . ,~pN} is calculated by generating

three random numbers for each atom: two which specify its value in the xy-plane (via a

radius r and angle θ), and one which specifies its value along the z-axis. One might naively

believe that by generating random positions using a radius r ∈ [0, 1] and an angle θ ∈
[0, 2π), and subsequently transforming to Cartesian coordinates, the result would be a set

of points which are uniformly distributed. However, while the points are uniform in (r, θ)

coordinates, the Cartesian point distribution (x, y) will be too dense near the centre and too
sparse near the outer edge — as shown in Fig. L.1(a). This is due to the fact that for a uniform

distribution, the probability of generating a point in any finite region is proportional to the

area of the region. Since the infinitesimal area element of a disk is given by dA = 2πrdr,

which scales as O
(
r2), the probability of generating a point inside the disk at some radius r

should also be proportional to r2 in order to be uniformly distributed. It is possible to adjust

the probability by simply changing the distribution of the r variable. Rather than sampling

r uniformly, one should sample as the square root of the uniform distribution [373], i.e.
√

r.

The square-root distribution decreases the probability of points being generated near the
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(a) Non-uniform (b) Uniform

Figure L.1: Example of non-uniform (a) and uniform (b) sampling of points on a disk. The
former was obtained by generating uniformly distributed positions using a ra-
dius r ∈ [0, 1] and an angle θ ∈ [0, 2π), and subsequently transforming to Carte-
sian coordinates via (r cos θ, r sin θ). The latter was obtained in a similar fashion,
but with a transformation via

(√
r cos θ,

√
r sin θ

)
.

centre of the disk, while simultaneously increasing the probability of points being generated

near the outer edge. An example of sampling points from the square-root distribution can

be seen in Fig. L.1(b).

Denoting a random number between n1 and n2 by R (n1, n2), the initial position vector

of the ith atom in Cartesian components is calculated via

~pi =

{
−r
√
R (0, 1) cos [2πR (0, 1)]− d

2
, r
√
R (0, 1) sin [2πR (0, 1)] ,

(
l
2

)
R (−1, 1)

}
,

(L.1)

where d is the separation between the centres of the pump and probe beams, r is the radius

of the pump beam, and l is the beam length.

L.2 Assigning Random Initial Velocities

In a similar fashion to the way initial positions were allocated, each atom is also assigned an

initial velocity vector υ0 = {υ1, υ2, . . . , υN}. However, in this case, each atom was assigned

velocity components by random sampling of a three-dimensional Maxwell-Boltzmann dis-

tribution. Given that the atoms have no preferred direction, the Maxwell-Boltzmann distri-

bution in each Cartesian component is simply a normal distribution with a mean of µ = 0,

and a standard deviation of σ =
√

kBT/m, where kB is the Boltzmann constant, T is the abso-

lute vapour temperature, and m is the atomic mass. Mathematically, the velocity probability
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Figure L.2: Probability density function for the one-dimensional velocity of 87Rb atoms at
T = 42◦C, sampled for N = 5× 105 atoms and sorted into 100 bins (blue), with
a fit using Eq. (L.2) shown in grey.

density function for each Cartesian component is given by (cf. Sec. 3.2.3)

P (υi) =

√
m

2πkBT
exp

(−mυ2
i

2kBT

)
, (L.2)

where the probability density function is normalised according to

� ∞

−∞
P (υi)dυi = 1 . (L.3)

A graph showing the Maxwell-Boltzmann probability density function for the velocity of
87Rb atoms in a single Cartesian component, i.e. Eq. (L.2), is shown in Fig. L.2.

L.3 Calculating Trajectories

In a vapour cell which does not contain buffer gas, the vapour pressure is relatively low and

hence the dynamics of the atoms are well approximated by a ballistic trajectory. This enables

the position of the ith atom, at a time tn = n∆t, to be calculated via

~pi [tn] = ~pi + n∆tυi , (L.4)

where n is the step number and ∆t is the temporal resolution. At each time step, the new

position of each atom is calculated using Eq. (L.4), and subsequently checked to see whether

it is contained within the probe volume. This results in an array, for each atom, which shows

the time steps in which the atom was (or wasn’t) contained within the probe region. Two
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Figure L.3: Probability density function for the mean transit time of 87Rb atoms at T = 42◦C
from the pump beam to the probe beam when their centres are spaced d =
10 mm apart. The simulation was performed for N = 5× 105 atoms, with a tem-
poral resolution of ∆t = 0.1µs. The transit time is sorted into 100 bins (blue),
and fitted using Eq. (L.5) (grey). A numerical peak-finding algorithm reveals
that the expected transit time under these conditions is approximately 31µs.

things can be done with this array. Firstly, the fraction of atoms which pass directly from

the pump beam to the probe beam can be calculated; and secondly, the transit time of each

atom can be calculated. Given that there is some ambiguity in regards to how the transit

time should be calculated, the mean transit time has been chosen — i.e. the time step at

which the atom is halfway between its entry and exit points of the probe volume.

L.4 Transit of Atoms from the Pump to the Probe

For the experiments discussed in Ch. 9, the atomic vapour had a temperature of T = 42◦C.

The pump and probe beams were spaced by 10± 4 mm, and had 1/e2 diameters of 1.5 mm

and 3.5 mm, respectively. Using a temporal resolution of ∆t = 0.1µs, and a simulation

involving 5× 105 atoms, the distribution of transit times from the pump beam to the probe

beam is presented in Fig. L.3. Evident in Fig. L.3 is a probability density function for the

atomic transit times, τtr, which is well approximated by a gamma distribution:

P (τtr) =


γ

βΓ(α)

(
τtr−µ

β

)αγ−1
exp

[
−
(

τtr−µ
β

)γ]
for τtr > µ ,

0 otherwise ,
(L.5)

where α and γ are shape parameters, β is a scale parameter, µ is a location parameter, and

Γ (α) is the gamma function evaluated at α.
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As discussed in Ch. 9 and Ref. [344], the narrow spectral contribution to the optical-

rotation signal decays within O (20µs). Using numerical peak-finding methods to calculate

the maxima of the generated Monte Carlo distributions yields an expected transit time of

33± 14µs, which is consistent with the observed decay time of the optical-rotation signal.

Additionally, as discussed in Sec. L.3, it is possible to calculate the fraction of polarised

atoms within the atomic vapour. Monte Carlo simulations would suggest that this fraction

is 4.7± 3.9% under the conditions presented in Ch. 9, which is consistent with the measured

value of 4.4± 0.16% using the novel technique introduced in Ref. [344].

L.5 Transit Relaxation

One of the major relaxation processes in light-atom interactions is transit relaxation, i.e.

the effective relaxation experienced as a result of atoms escaping the probe beam (cf. Sec.

5.2.2.3). In the derivation of the Liouville equation found in Sec. 4.3, transit relaxation is

approximated as taking the form of an exponential decay, characterised by a transit rate γt.

A better approximation to the form of the transit rate can be achieved using Monte Carlo

techniques.

In a similar fashion to the Monte Carlo simulation described in Sec. L.3, atoms are ran-

domly generated within a cylindrical volume defined by the beam length and 1/e2 diameter

of the probe beam. These atoms are then given a three-dimensional velocity in accordance

with the Maxwell-Boltzmann distribution, Eq. (L.2), and allowed to propagate along ballis-

tic trajectories out of the beam. The number of atoms within the probe beam is calculated as

a function of time, yielding the temporal evolution shown in Fig. L.4. The 1/e time of the

transit-time relaxation, as a function of beam 1/e2 diameter, is also presented.

L.6 Wall Collisions in Cylindrical Vapour Cells

The time between wall collisions for atoms in a vapour cell is readily modelled using Monte

Carlo techniques. Given that wall collisions result in a redistribution of atomic velocity

classes in accordance with the Maxwell-Boltzmann distribution [342–344], the simplest way

to model the time between wall collisions is to randomly generate atoms on the boundary

of the cylinder (i.e. on the walls of the cell), assign each atom a random three-dimensional

velocity according to Eq. (L.2), and propagate the atoms along a ballistic trajectory1 until

they collide with another wall. The distance between the initial position and the intersection

between the trajectory and the boundary of the cell can then be used to calculate the time

between collisions, by dividing by the magnitude of the atoms’ velocity.

Due to the radial and angular symmetry of a sphere, the average time between wall

collisions is linearly proportional to the surface-area-to-volume ratio. Explicitly, the average

time between wall collisions in a sphere is given by [299]

1This is only an approximation, as recent experiments have determined that there is a non-negligible amount
of collisions with background gases in buffer-gas-free vapour cells [301]. In paraffin-coated cells, the background
gas is mostly comprised of C3 (and higher) hydrocarbons, as well as hydrogen [374].
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Figure L.4: Left: Transit relaxation (blue markers) of 87Rb atoms at T = 23◦C from a 3.5 mm
(1/e2) diameter probe beam, calculated using a Monte Carlo simulation de-
scribed in Sec. L.5, with an exponential fit (red). The transit-relaxation time (1/e)
obtained from the fit is 2πγt

−1 = 9.44µs. Right: Transit-relaxation time of 87Rb
atoms at T = 23◦C in beams of various diameters (blue), calculated via cubic-
spline interpolation of the temporal decay (left), with a linear fit shown in red.
Residuals of the linear fit (top) indicate slight nonlinearity in the dependence of
2πγt

−1 on beam size. Both simulations were performed for N = 1× 106 atoms,
with a temporal resolution of ∆t = 0.1µs.

Twall ≈
4V

ῡth A
, (L.6)

where V is the volume of the cell, A is the area of the cell, and ῡth is the mean thermal velocity

of the atoms. However, due to the reduced symmetry in a cylindrical cell, the mean time

between wall collisions is nonlinearly dependent upon both the radius and the length of the

cell. Examples of the mean time between wall collisions of 87Rb atoms at room temperature

in cylindrical cells of different surface-area-to-volume ratios is presented in Fig. L.5.
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Figure L.5: Left: Time between wall collisions for 87Rb atoms at T = 23◦C, in a cylindri-
cal cell with radius Rcell = 20 mm and length Lcell = 40 mm. The vertical
dashed line corresponds to the mean time between collisions, Twall = 106µs.
Right: Mean time between wall collisions, Twall, for cylinders of various surface-
area-to-volume ratios. For reference, the mean time between wall collisions in
a spherical cell is indicated by the dashed grey line. These simulations were
performed for N = 1× 106 atoms.
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Appendix M

Visualisation of the Density Matrix

One method which has traditionally been used to visualise quantum beats is to draw the av-

erage angular momentum vector as a function of time. This is a relatively straightforward

exercise when the quantum beat is a result of the linear Zeeman effect (i.e. Larmor preces-

sion); however, for more complicated quantum beats, such as Stark beats, one must trace

the evolution of multiple vectors corresponding to each polarisation moment [284]. In this

case it is more convenient to draw a surface in three dimensions representing the probability

distribution of the angular momentum.

This appendix gives a brief description of rotations in quantum mechanics and how

they’re performed, and then applies quantum-mechanical rotation operators to the visuali-

sation of atomic angular momentum states via angular momentum probability surfaces.

M.1 Euler Angles

Any arbitrary orientation of a rigid body can be described by three elementary rotations,

i.e. rotations about the three orthogonal axes of a coordinate system [375]. These rotations

may either be extrinsic or intrinsic. Extrinsic rotations are those which are performed with

respect to the original coordinate system, which is assumed to remain motionless. Intrinsic

rotations, on the other hand, are rotations about the axes of the rotating coordinate system

which is ’bound’ to the rigid body.

If we consider an intrinsic coordinate system, in which the three orthogonal axes remain

motionless with respect to the reference frame of the rigid body, then we define the Euler

angles as three elementary rotations [375]:

• A rotation by an angle α ∈ [0, 2π) about the z-axis, bringing the frame axes from the

initial position S into the position S′.

• A rotation β ∈ [0, π) about the y-axis of the frame S′. The resulting position of the

frame of axes is then symbolised as S′′.

• A rotation γ ∈ [0, 2π) about the z-axis of the frame of axes S′′, where the frame of

axes S′′ is dependent on the previous rotations α, β. The final position of the frame is

denoted S′′′.

Evident from the definition of the above Euler angles, α and β are identical to the spherical

polar coordinates φ and θ, respectively.
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M.2 Rotation Operators

Rotations in quantum mechanics are performed using a unitary rotation operator. From the

definition of the Euler angles from Sec. M.1, it can be shown [375] that the rotation operator,

D (α, β, γ), takes the form

D (α, β, γ) = exp
(

iα
h̄

Jz

)
exp

(
iβ
h̄

Jy

)
exp

(
iγ
h̄

Jz

)
, (M.1)

where Jy and Jz are the total angular momentum operators for the y and z Cartesian co-

ordinates, respectively. Due to the fact that the total angular momentum operators can

be expressed in the form Ja = (h̄/2) σa, where σa is a Pauli spin matrix, it follows that

the rotation operator can itself be expressed in matrix form. We thus construct a matrix

where the elements are given by 〈J mJ
′|D (α, β, γ) |J mJ〉. These matrix elements are de-

noted D
(J)
mJ ′,mJ

(α, β, γ), and are known as Wigner D-functions.

The Pauli spin matrix σz is a diagonal matrix, and hence we can write the Wigner D-

functions in the form [375]

D
(J)
mJ ′,mJ

(α, β, γ) = exp
(
imJ
′α
)

d(J)
mJ ′,mJ

(β) exp (imJγ) , (M.2)

where d(J)
mJ ′,mJ

(β) is Wigner’s (small) d-function, and is defined by [375]

d(J)
mJ ′,mJ

(β) =
〈

J mJ
′∣∣ exp

(
iβ
h̄

Jy

)
|J mJ〉 . (M.3)

The construction of the quantum-mechanical rotation operator therefore comes down to

calculating Wigner’s (small) d-functions. These functions can be calculated explicitly from

Wigner’s formula [376]:

d(J)
mJ ′,mJ

(β) =
nmax

∑
n=nmin

(−1)n
√
(J + mJ ′)! (J −mJ ′)! (J + mJ)! (J −mJ)!

(J + mJ − n)!n! (J −mJ ′ − n)! (n + mJ ′ −mJ)!

×
(

cos
β

2

)2J−2n+mJ−mJ
′ (
− sin

β

2

)2n+mJ
′−mJ

,

(M.4)

where the values nmin and nmax are given by

nmin = max
(
0, mJ −mJ

′) , (M.5)

nmax = min
(

J −mJ
′, J + mJ

)
, (M.6)

and the sum is only evaluated for values of n such that the factorials are defined (i.e. no

values of n such that there exist factorials of negative integers in Eq. M.4).
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M.3 Angular Momentum Probability Surfaces (AMPS)

When studying atomic physics, it is often insightful to consider the angular momentum

distribution of an atomic ensemble. Asphericity of such a distribution is associated with

optical anisotropy of the medium, and has physical consequences in regards to measured

optical signals. In the context of quantum beats, for example, symmetries in the angular

momentum distribution with respect to the quantisation axis correspond to coherences in

the density matrix [242,245,257,283,285,286].

In this section a method for visualising the density matrix is introduced — the angu-

lar momentum probability surface (AMPS) — which relies on calculating a mathematical

surface that describes the angular momentum distribution of the atoms. Angular momen-

tum probability surfaces of commonly encountered density-matrix states are computed, and

their insight into underlying physical processes are discussed.

M.3.1 Definition and Calculation

In order to visualise the angular momentum state of atoms with total angular momentum

J, we draw a three dimensional surface where the distance r from the origin is equal to

the probability of finding the projection mJ = J along the radial direction [242,283,284].

To calculate the radius, r, in a given direction, we rotate the density matrix ρ such that

the quantisation axis lies along this direction, and then take the ρJ,J element. That is, we

calculate the following matrix element:

r (θ, φ) = 〈mJ = J|D−1 (φ, θ, 0) ρD (φ, θ, 0) |mJ = J〉 , (M.7)

where D (φ, θ, 0) is the quantum-mechanical rotation operator defined by Eq. (M.1) and

D−1 (φ, θ, 0) is its inverse. The inverse rotation operator is calculated by performing the ro-

tations through negative angles (about the same axes) but in opposite order. Since D (φ, θ, 0)

is a unitary matrix (i.e. DD† = D†D = I, where I is the identity matrix), the matrix elements

of D−1 (φ, θ, 0) are identical to those of the conjugate transpose of D (φ, θ, 0) [278,377].

For a general density matrix with elements given by

ρ =


ρJ,J ρJ,J−1 . . . ρJ,−J

ρJ−1,J ρJ−1,J−1 . . . ρJ−1,−J
...

...
. . .

...

ρ−J,J ρ−J,J−1 . . . ρ−J,−J

 , (M.8)

the quantum-mechanical rotation operator takes the form

D (φ, θ, 0) =


D J,J D J,J−1 . . . D J,−J

D J−1,J D J−1,J−1 . . . D J−1,−J
...

...
. . .

...

D−J,J D−J,J−1 . . . D−J,−J

 . (M.9)
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For a state with total angular momentum J, the density matrix and quantum-mechanical rotation operator are (2J + 1)×(2J + 1) square matrices.

Using Wigner’s formula given by Eq. (M.4), we can evaluate the matrix elements of the rotation operator for the case of J = 1, and thus our

rotation operators are given by

D (φ, θ, 0) =


1
2 (1 + cos θ) eiφ 1√

2
sin θeiφ sin2 ( θ

2

)
eiφ

− 1√
2

sin θ cos θ 1√
2

sin θ

sin2 ( θ
2

)
e−iφ − 1√

2
sin θe−iφ 1

2 (1 + cos θ) e−iφ

 , (M.10)

D−1 (φ, θ, 0) =


1
2 (1 + cos θ) e−iφ − 1√

2
sin θ sin2 ( θ

2

)
eiφ

1√
2

sin θe−iφ cos θ − 1√
2

sin θeiφ

sin2 ( θ
2

)
e−iφ 1√

2
sin θ 1

2 (1 + cos θ) eiφ

 . (M.11)

In the case of J = 2, the rotation operators are 5× 5 square matrices given by

D (φ, θ, 0) =



cos4 ( θ
2

)
e2iφ 1

2 (1 + cos θ) sin θe2iφ 1
2

√
3
2 sin2 θe2iφ sin2 ( θ

2

)
sin θe2iφ sin4 ( θ

2

)
e2iφ

− 1
2 (1 + cos θ) sin θeiφ 1

2 [cos θ + cos (2θ)] eiφ
√

3
2 cos θ sin θeiφ 1

2 [cos θ − cos (2θ)] eiφ sin2 ( θ
2

)
sin θeiφ

1
2

√
3
2 sin2 θ −

√
3
2 cos θ sin θ 1

4 [1 + 3 cos (2θ)]
√

3
2 cos θ sin θ 1

2

√
3
2 sin2 θ

− sin2 ( θ
2

)
sin θe−iφ 1

2 [cos θ − cos (2θ)] e−iφ −
√

3
2 cos θ sin θe−iφ 1

2 [cos θ + cos (2θ)] e−iφ 1
2 (1 + cos θ) sin θe−iφ

sin4 ( θ
2

)
e−2iφ − sin2 ( θ

2

)
sin θe−2iφ 1

2

√
3
2 sin2 θe−2iφ − 1

2 (1 + cos θ) sin θe−2iφ cos4 ( θ
2

)
e−2iφ


, (M.12)
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D−1 (φ, θ, 0) =



cos4 ( θ
2

)
e−2iφ − 1

2 (1 + cos θ) sin θe−iφ 1
2

√
3
2 sin2 θ − sin2 ( θ

2

)
sin θeiφ sin4 ( θ

2

)
e2iφ

1
2 (1 + cos θ) sin θe−2iφ 1

2 [cos θ + cos (2θ)] e−iφ −
√

3
2 cos θ sin θ 1
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2

)
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1
2

√
3
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√
3
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3
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2
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3
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2
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2 [cos θ − cos (2θ)] e−iφ
√

3
2 cos θ sin θ 1

2 [cos θ + cos (2θ)] eiφ − 1
2 (1 + cos θ) sin θe2iφ

sin4 ( θ
2

)
e−2iφ sin2 ( θ

2

)
sin θe−iφ 1

2

√
3
2 sin2 θ 1

2 (1 + cos θ) sin θeiφ cos4 ( θ
2

)
e2iφ


. (M.13)

When calculating angular momentum probability surfaces for density matrices representing hyperfine states — where F and mF are the relevant

quantum numbers — all equations derived in this appendix are readily applicable upon substituting J → F and mJ → mF.
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(a) Unpolarised state. (b) Oriented state. (c) Aligned state.

Figure M.1: Angular momentum probability surfaces for common F = 1 ground-state den-
sity matrices: (a) an unpolarised state, (b) an oriented state, and (c) an aligned
state. These surfaces were calculated using Eqs. (M.15), (M.17), and (M.19),
respectively.

M.3.2 Static Probability Surfaces

Perhaps the simplest example of a density-matrix state is that which corresponds to an

atomic ensemble that has not been optically pumped, i.e. an unpolarised state. Such a state

is observed when the atomic ensemble is in thermal equilibrium, in which case the atoms

are equally distributed amongst the Zeeman ground states. The corresponding density matrix

is therefore diagonal and, for an F = 1 ground state, is given explicitly by

ρ =


1
3 0 0

0 1
3 0

0 0 1
3

 . (M.14)

Evaluating the angular momentum probability surface for an unpolarised state given by Eq.

(M.14) — by inserting Eq. (M.14) into Eq. (M.7) — yields a distance from the origin to the

surface given by

r (θ, φ) =
1
3

. (M.15)

The resulting surface is therefore a sphere of radius 1/3, as shown in Fig. M.1(a). Given that

the angular momentum probability surface for an unpolarised state is spherically symmet-

ric, the atomic ensemble is optically isotropic and hence the probability of finding an atom

in the ‘stretched state’ is the same regardless of the choice of quantisation axis.

When optically pumping an atomic ensemble with circularly polarised light propagating

along ẑ, it is possible to pump the atoms into a stretched state where |mF = F〉. In this case,

the density matrix is given by
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ρ =


1 0 0

0 0 0

0 0 0

 . (M.16)

Evaluating the AMPS in this case results in

r (θ, φ) = cos4
(

θ

2

)
, (M.17)

which yields the surface shown in Fig. M.1(b). Evident in Fig. M.1(b) is an angular mo-

mentum distribution which is cylindrically symmetric about the z-axis. However, despite

the symmetry about the z-axis, there is asymmetry with respect to inversion of the axis. The

surface is therefore said to be oriented along ẑ, and such a state is therefore referred to as

atomic orientation. Atomic orientation corresponds to a κ = 1 (dipole) polarisation mo-

ment [242,283]. With an appropriate choice of quantisation axis and light-propagation axis,

an oriented atomic ensemble can give rise to an optical signal that is modulated at the Lar-

mor frequency.

In contrast to optical pumping with circularly polarised light, the use of linearly po-

larised light generates an atomic distribution which is symmetric about the |mF = 0〉 ground

state, and coherences between ground states which satisfy |∆mF| = 2. For light which is

linearly polarised light along x̂ and propagating along ẑ the steady-state density matrix,

calculated by solving the modified Liouville equation given by Eq. (4.8), is given by

ρ =


1
4 0 1

4

0 1
2 0

1
4 0 1

4

 . (M.18)

Calculating the angular momentum distribution for the above density-matrix state yields a

distance of the surface from the origin given by

r (θ, φ) =
1
16
[
2 cos (2φ) sin2 (θ)− cos (2θ) + 5

]
. (M.19)

The resulting surface, shown in Fig. M.1(c), exhibits two-fold symmetry about the z-axis. In

this case, the angular momentum distribution has a preferred axis, rather than a preferred

direction. This distribution is referred to as atomic alignment, and corresponds to a κ = 2

(quadrupole) polarisation moment [242,283]. Atomic alignment can also give rise to mod-

ulation of an optical signal given appropriate experimental conditions; however, this will

instead occur at twice the Larmor frequency.

M.3.3 Dynamic Probability Surfaces

In addition to visualising static density-matrix states, angular momentum probability sur-

faces are also a powerful tool for visualising states with temporal dependence. Of particular

interest in the context of this thesis, is the temporal evolution of an aligned state in response
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Timet = 0 t = π/3ΩL t = 2π/3ΩL t = π/ΩL t = 4π/3ΩL t = 5π/3ΩL t = 2π/ΩL
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Figure M.2: Angular momentum probability surfaces of an aligned state undergoing Lar-
mor precession counter-clockwise in the xy-plane due to a magnetic field point-
ing along ẑ, calculated using Eq. (M.21). The rotation of the angular momentum
distribution occurs at the Larmor frequency ΩL; however, due to the two-fold
symmetry of an aligned state, the optical anisotropy modulates optical signals
at a frequency 2ΩL.

to an external magnetic field — Larmor precession. Solving the modified Liouville equation

given by Eq. (4.8), for a magnetic-field Hamiltonian given by Eq. (4.21) and a density-matrix

state initially aligned along the x-axis as described by Eq. (M.18), the time-dependent state

is

ρ (t) =


1
4 0 1

4 e−i2ΩLt

0 1
2 0

1
4 ei2ΩLt 0 1

4

 . (M.20)

The time-dependent aligned state given by Eq. (M.20) has a corresponding dynamic angular

momentum probability surface described by

r (θ, φ, t) =
1

16
[
2 cos (2ΩLt + 2φ) sin2 (θ)− cos (2θ) + 5

]
. (M.21)

The dynamic angular momentum probability surface given by Eq. (M.21) is plotted in

Fig. M.2. Evident in Fig. M.2 is an aligned state undergoing Larmor precession in the

xy-plane, in response to a magnetic field directed along ẑ. Although the angular momen-

tum distribution is seen to oscillate at the Larmor frequency ΩL, the rotation of the optical

anisotropy occurs at twice the Larmor frequency, 2ΩL, due to two-fold symmetry about the

quantisation axis.

The two-fold symmetry observed in the angular momentum distribution of an aligned

state is associated with |∆mF| = 2 coherences in the density matrix [242,245,257,283,285,286].

In general, a κ-fold symmetry with respect to the quantisation axis of the angular mo-

mentum probability surface corresponds to |∆mF| = κ coherences [242,283]. With an ap-

propriate choice of quantisation axis and light-propagation axis, κ-fold symmetries give

rise to modulation of the optical signals at κΩL in the presence of an external magnetic

field [242,245,283,285,286].

Although only Larmor precession has been explicitly discussed in this section, angular

momentum probability surfaces are also useful for visualising more complicated quantum

beats such as Stark beats [242,283,284] and alignment-to-orientation conversion [242,283,284].
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