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Abstract

Contactless and sensitive elementals detection in real-time is important in wide range of industrial applications. Precise, accurate and fast detections are needed for the pharmaceutical industries, biological and medical samples, aerosol analysis and mining industry, exploration, space and defence.

Laser induced breakdown spectroscopy (LIBS) has become popular due to its outstanding advantages, including minimum sample preparation, fast, easy to operate, almost non-destructive, in situ analysis, real-time measurement. This work reports on the detection of several elements using LIBS and Microwave-assisted LIBS (MW-LIBS) in solid, liquid and gas phase at ambient conditions. These elements are chlorine, fluorine, bromine, sulphur, silver, palladium, ruthenium and potassium.

One of the focus of this study was to identify the minimum laser energy for quantifying the elements. For solid, samples from minerals and fabricated chemicals are calibrated to yield the detection limit. Elements such as sulphur, silver and palladium were detected using their strongest atomic emission transitions. It was found by using MW-LIBS the Limit of Detection (LoD) for palladium and sulphur was improved by 8 and 1.5 folds respectively. While, for palladium and sulphur, 92-times and 2-times signal enhancement were observed respectively.

For detecting the halogens such as chlorine, fluorine, and bromine, molecular emissions band were considered instead of atomic emissions. It was found by using MW-LIBS; the LoD for Cl, F and Br was improved 4 folds.

To assess the applicability of MW-LIBS for the detection of Cl, F, Br, Pd, S and Ag, the LoD was measured as 47±7 μg.g⁻¹, 106±6 μg.g⁻¹, 0.2±0.04%, 5 μg.g⁻¹, 312 μg.g⁻¹ and 4.5 μg.g⁻¹, respectively. Without the use of microwave, the values of the LoD were 139±23 μg.g⁻¹, 406.54 μg.g⁻¹, 0.8%, 40 μg.g⁻¹, 400 μg.g⁻¹ for Cl, F, Br, Pd and S respectively.
The applicability of MW-LIBS to detect silver and ruthenium in liquid phase was evaluated. Using MW-LIBS and based on the strongest atomic transitions, it was observed that MW-LIBS can generate significantly high signal at small laser energy, The LoD of silver and ruthenium in aqua phase was measured as 385 ppb and 957 ppb respectively. Without the use of microwave, the detection these elements, at the same low laser energy, was not possible.

To find common enhancement behaviour of MW-LIBS, the tendency of signal enhancement for solid matrix at ambient conditions was determined. It was observed that the Upper Energy Level (UEL) of each transition plays key role in signal enhancement. Significant enhancement is possible for the elements with upper state energy level below 5eV. However, no signal enhancement was observed for transition with UEL higher than 7eV. This is termed as the cut-off limit of signal enhancement. A simple model was developed to predict the MW-LIBS vs LIBS signal-to-noise (SNR) improvement concerning all elements in periodic table. The model predicts that the highest SNR improvements can be achieved for potassium, which are 370 times and 100 times, with and without detector gain, respectively. Based on atomic detection, it was demonstrated that microwave radiation will not improve SNR for elements such as fluorine, chlorine, bromine and iodine.

Finally, LIBS was applied in gas-phase, to study the temporal behaviour of potassium release in biomass with Si contents. The results indicate that the potassium release rate is different for different biomass combustion in three stages of combustion such as devolatilisation, char and ash. Using LIBS it was possible to conclude that the combustion of willow wood with different Si contents significantly inhibited the K release during both char combustion and ash-cooking stage.
The work outlined in this thesis was performed in the School of Chemical Engineering and Advanced materials at The University of Adelaide from November 2016 to March 2020. This thesis by publication consists of nine chapters, proceeded by short summary of each publication. The first chapter introduces traditional offline detection techniques, Laser Induced Breakdown Spectroscopy (LIBS) technique and signal enhancement techniques including Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS). The second chapter covers the background for this thesis including MW-LIBS mechanism, MW-LIBS plasma parameters measurement technique. This chapter also describes some background on detection of elements in solid, liquid and gas phase and a link between each of the publications. The next six chapters consist of six journal articles as first author, two of them are peer reviewed, written jointly with other researchers from Laser Diagnostics Lab. One article as co-author namely additional paper is added as additional paper. Chapter III, IV, VI and additional paper presents various elements limit of detection at ambient conditions using MW-LIBS technique in solid samples. Chapter V and part of Chapter VI deals with element detection in liquid samples using the same technique. Chapter VII presents the signal enhancement tendency of MW-LIBS. Chapter VIII represents the potassium release and temperature profile in biomass combustion. The conclusions and implications are described in the last chapter of the thesis.
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Summary of Each paper

Paper I

This paper reports the quantitative detection of chlorine, through molecular emission form CaCl, using microwave assisted Laser Induced Breakdown spectroscopy (MW-LIBS). CaCl emission is utilised at the spectral range of 617.9-621.5 nm. Using time-resolved emission spectra of CaCl at 617.9 nm, following 1.5 ms microwave pulse, an optimum gate-width and gate-delay have been established. A linear relationship between the intensity of CaCl molecular emission and chlorine concentration on cement surface has been validated. This yields a limit of chlorine detection (LoD) of 47±7 µg.g⁻¹ and ~170±59 µg.g⁻¹, based on 100 shots averaged and single shot respectively. The results represent a 10-fold improvement in the chlorine LoD on cement.

Paper II

This paper reports the limit of detection (LoD) of fluorine and bromine, based on emission from CaF and CaBr, using Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS). Molecular emission bands of CaF and CaBr in the spectral range of 605 nm and 627.1 nm are utilised for quantitative fluorine and bromine detection. The optimum gating has been established for the CaF, at 603.3 nm and 605 nm, following 1.5 ms long microwave pulses. The MW-LIBS plasma temperature and electron density against laser energy have been demonstrated at constant microwave power coupling to optimise laser energy using Ca I lines. A linear relationship between CaF signal strength and fluorine concentration, and CaBr signal strength and bromine in cement has been validated. The recorded limit of fluorine and bromine detection was 106±6 µg/g and 0.2±0.04%, respectively. The results represent an improved detection limit at low laser energy and 4-fold improved detection limit for bromine.
Paper III

This paper reports the quantitative ruthenium detection in liquid phase using Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS). Aqueous ruthenium, in flow jet, was detected in real-time at ambient condition. A 10mJ laser energy and 750W microwave power were directed at an open liquid jet sample of ruthenium, as a 5% (v/v) aqueous hydrochloric acid solution, with concentrations ranging from 50ppm to 2000ppm. At low concentration of ruthenium, using 10mJ of laser energy per pulse and without microwave application, no ruthenium signal could be reliably detected at high sensitivity. It was observed, for liquid flow, the coupling efficiency between the microwave and the laser-induced plasma was limited to 43%. The ruthenium’s signal-to-noise ratio improvement for MW-LIBS, with respect to LIBS, was 76-fold. Based on MW-LIBS, the limit of detection (LoD) for ruthenium was determined to be 957±84ppb. This first example on real-time aqueous ruthenium detection paves the way for online monitoring of low concentration of Ru in industrial processes.

Paper IV

This paper reports on detection of silver in solid and liquid phase using microwave-assisted laser induced breakdown spectroscopy (MW-LIBS). For solid sample analysis, the limit of detection (LoD) with a gated detector has been compared with a portable spectrometer with non-gated detector. The LoD achieved by the gated and non-gated detectors are 4.5±1.0 ppm and 7±2.3 ppm, respectively. For aqueous silver, The LoD was found to be 385±51 ppb. The LoD using MW-LIBS is more effective in liquid samples analysis than solid sample analysis for atomic detection. For MW-LIBS, it was observed that relatively low laser energy is sufficient to develop calibration curve and achieve outstanding LoD.

Paper V

This study reports the signal enhancement tendency of Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS). Six elements with emission lines at upper energy level (UEL) ranging from 3.65 eV to 6.86 eV were selected, namely Ag, Cu, Fe, Mg, Pb and S. The signal-to-noise (SNR) improvement, for each element, has been examined experimentally and the effects of microwave power and detector gain on signal enhancement were assessed. The
plasma temperature has been evaluated, based on Ca I and Pb I lines, as function of microwave power and time delay. It is found that the SNR improvement inversely depends on the value of UEL. Using microwave radiation, significant enhancement is possible for the elements with the UEL below 5eV and the cut-off limit of signal enhancement is found to be ~7eV. Based on data, a simple model is developed to predict the SNR improvement for elements. The model predicts that the highest SNR improvements may be achieved for potassium, namely 530±15 times and 150±4 times, with and without detector gain, respectively. Based on atomic detection, it is demonstrated that microwave radiation will not improve SNR for elements such as fluorine, chlorine, bromine and iodine. It confirms that plasma temperature in MW-LIBS plasma is virtually independent of delay-time and the microwave exerts no reheating impact in plasma. The detection of sulphur at 180.73 nm, using a portable spectrometer equipped with a non-gated detector validated the model. Employing 10 mJ at 532 nm, 2-fold signal enhancement and 312 µg/g limit of detection was recorded experimentally. The model is based on 5 mJ laser energy.

**Paper VI**

In this study, an improved calibration method for the in-situ measurement of potassium (K), concentration in the flame field was developed using laser induced breakdown spectroscopy (LIBS). The temporal behaviours of K release and particle temperature were recorded simultaneously during biomass combustion. During combustion of raw willow wood, the majority of K was released during ash-cooking stage, followed by char combustion stage, only a small amount of K was released during the initial devolatilization stage. The results indicated during devolatilization stage K was released due to the decomposition of organic K. Char-K was subsequently converted to K₂CO₃ and most K₂CO₃ was subsequently released during final ash-cooking stage. In the case of rice straw combustion, K was mainly released during the initial devolatilization stage, most likely as KCl. The transformation of char-K and the K-Si reaction forming K-silicates mainly occurred during char combustion stage, K was found to be released slowly from K-silicates during ash-cooking stage. The combustion of willow wood with different Si contents demonstrated that Si significantly inhibited the K release during both char combustion and ash-cooking stage.
Paper VII (Additional work)

In this paper, we demonstrate microwave-assisted laser-induced breakdown spectroscopy (MW-LIBS) to detect palladium (Pd) in solid samples at ambient conditions. Microwave radiation was introduced by a near field applicator to couple the microwave radiation with the plasma. The results were a 92-fold enhancement in palladium signal with 8-fold improvement in the limit of detection at laser energy levels below 5 mJ (1250 J/cm² laser pulse fluence). We also investigate the optimum experimental parameters of palladium detection for both laser-induced breakdown spectroscopy (LIBS) and MW-LIBS. The maximum signal to noise ratio improvement was achieved at microwave power of 750W and laser pulse fluence of 157 J/cm² for Pd I 340.46 nm. Finally, we examine the location of the near field applicator (NFA) with respect to the sample to show that the MW-LIBS signal strength was significantly affected by the vertical position compared to the horizontal. The detection limits of palladium with LIBS and MW-LIBS were 40 ppm and 5 ppm respectively.
Due to the wide range of potential elements applicable to modern technological developments, elemental detection techniques, at ambient conditions, are important. These have significant input in environmental, chemical processing, space and defence, pharmaceutical, food industries, medical and mineral resources. In addition, it is crucial to understand the element release behaviour of different fuels during combustion because journey of the adverse chemical compounds start during combustion when they are released from the fuels. Most of the traditional methods are offline such as atomic absorption spectrometry (AAS), X-ray fluorescence (XRF) and inductively coupled plasma spectroscopy (ICP) for industrial process analysis. Optical techniques are sensitive, selective and enable spatially localized, temporal measurements without physical sampling. They can offer precise, accurate and fast detection in real-time of precious or toxic elements.

Atomic absorption spectrometry (AAS) is a technique that has interesting characteristics such as simple instrumental arrangement, high selectivity and specificity, reduced spectral interference caused by overlapping of molecular lines and bands of other elements, excellent robustness of atomizer for the elimination of the matrix of the samples [1]. However, one of
the main limitations is the mono-element determination, which can compromise the analytical throughput if a high quantity of analytes needs to be determined in several sets of samples [2].

**Inductively coupled plasma (ICP)** spectroscopy techniques in which, atomized samples can be detected using different methods, such as atomic emission [3] or by a mass spectrometer [4]. For simultaneous multi-element determination, ICP OES and ICP MS are the most commonly used techniques due to their accurate and precise analysis, low limit of detection (LoD) and versatility regarding different types of samples. ICP OES, commercial apparatus mainly use liquids for the analysis but the application of argon gas caused an inferior LoD of trace element [5]. However, ICP is not feasible for fast dynamic measurements as the signal integration times are typically fairly long compared with optical methods and hence, mostly be suitable for emission monitoring of continuous processes [6]. On the other hand, these techniques require a dissolution step, as sample preparation can be laborious, with high reagent and time consumption (and waste generation) in addition to analyte loss and possible sample contamination. Bonta et al. demonstrated that laser ablated ICP MS is not capable of analysing H, N, O, C due to high background signal [7]. The addition of electro-thermal vaporization (ETV) ICP OES/ ICP MS can eliminate or reduce sample preparation step and can be coupled with ICP OES and ICP MS to increase its potentialities [8]. The versatility of the coupled ETV-ICP OES and ETV-ICP MS allows the analysis of small liquid, slurry, and solid samples [1].

**X-ray fluorescence spectrometry (XRF)** is a versatile and commonly used technique for solid sample analysis in geological and mineral survey, environmental pollution investigation, alloy analysis, cultural relic identification and industrial process analysis [9, 10]. Another important aspect of the technique is the possibility of in situ analysis, allowing, for example, direct determination in works of art to identify materials and their eventual corrosion products determination of their origin, processing and use, understanding their processes of deterioration. XRF has been used by geochemists for the past 50 years as a first-order technique to determine the whole-rock chemistry of geological samples [11]. The main advantages of XRF analysis are the limited preparation required for solid samples, non-destructive analysis, increased total speed, decreased production of hazardous waste, low running costs and portability[11, 12]. Accurate determination of composition depends on proper sample preparation, sample introduction, instrumental setup of the XRF [13], the energy level of the
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element, scanning time, particle size and moisture content of the sample [14]. Sapkota et al. demonstrated that the proper drying and grinding of the samples could cause better results using XRF [15].

Conventional XRF spectrometers can normally be divided into two categories: energy disperse XRF (EDXRF) and wavelength disperse XRF (WDXRF). The WDXRF has some analytical advantages over EDXRF such as better resolution, low LoD, high accuracy and ability to analyse a wide range of elements [1, 10]. However, there are some disadvantages of XRF such as poor sensitivity to light elements (low Z matrix) due to broad and large background, [16, 17], strict adherence to sets of standards and principle of sample preparation [18], comparably long measuring time [19] and inferior LoD. Moreover, there are interference factors such as uneven measurement surface, sample composition change (matrix effect) and humidity change which need to be corrected to ensure the accuracy of element analysis [9]. James Terrel [20] mentioned in his report that elements lighter than magnesium cannot be measured using XRF. It is reported that XRF cannot be used for beryllium content, which is a distinct disadvantage when measuring alloy or other materials that contains beryllium [21, 22]. In addition, XRF is much more accurate for measuring large crystalline structure rather than small ones.

However, XRF is considered to be popular method till today for variety of field as portable XRF [11, 15]. To increase the sensitivity of XRF, several techniques have been applied. Luo et al. observed that the application of filter in primary X-ray channel and collimation of secondary characteristic X-ray could effectively improve the spectral composition and improve the signal to noise ratio (SNR) [23]. E. Margu´ et al. claimed the use of a Gd anode x-ray tube and a Ge semiconductor detector overcomes the problems of reduced sensitivity and spectral interferences inherent [24]. Holmes et al. analysed filter membranes (not infinitely thick) loaded with variable masses of powdered obsidian and demonstrated that at low membrane mass loadings, XRF signal intensity is a linear function of the sample mass [25]. Hagen Stosnach et al. [19] claimed that the use of total reflection XRF (TXRF) could cause the sample preparation easy and quantification does not require extra calibration and correction of matrix effect. Klockenkamper et al. mentioned in their study that the use of TXRF could minimize or remove matrix effect [26]. Richard Arthur et al. applied TXRF for quantifying cobalt concentration in the presence of high iron concentration and estimated cobalt concentration of 50µg/L in the presence of 400-fold iron concentration [27].
Chapter 1 - Introduction

However, XRF is, by its nature, preferentially used for solid samples and is not very suitable for the assessment of dissolved components in aqueous samples; some pre-concentration is often necessary. Eva margui et al. described two general methods used for liquid samples analysis such as (1) liquid deposited in a special samples holder and (2) evaporated onto a support under a vacuum including technical difficulties [28]. For example, when using first method, bubbles released from solutions due to inadequate sample holder filling and heating of the solution can give certain problems. Moreover, liquid samples usually provide a high X-ray scatter background resulting poor SNR. Malkov et al. demonstrated TXRF method in aqua samples of seawater and came to the conclusion that TXRF is unable to detect trace heavy metals by direct dosing of a sample [29]. They also demonstrated that the sample pre-concentration could help to determine the concentration of heavy metals in seawater.

Laser induced breakdown spectroscopy (LIBS) is a promising fast detection technique that may satisfy the requirements of mining industries due to its substantial unique characteristics such as in situ, online and multi-element analysis with minimal or no sample preparation. However, LIBS technique has been lacking the dynamic measurement range required for versatile elemental detection. With samples containing high concentration of desired analyte element, LIBS measurement sensitivity suffers from optically thick conditions that leads to self-absorption deteriorating the attainable emission signal. In addition, LIBS falls behind its competing techniques in LoD that hinders the detection of trace elements. In this thesis, the possibility to use microwave radiation to mitigate the shortcomings of LIBS is studied in detail among the other techniques to enhance the properties of LIBS. This work reports on the detection of several elements using LIBS and Microwave-assisted LIBS (MW-LIBS) in solid, liquid and gas phase at ambient conditions.

1.1 Basic mechanism of plasma formation and fundamental of LIBS

LIBS is a type of atomic emission spectroscopy, which usually uses highly intensive laser light to form a plasma. The high laser light heats the sample, made them ionized, and collide each other to form plasma. LIBS is able to detect the element of a sample regardless its physical state of the sample rather it is solid, liquid or gas. Qualitative and quantitative analyses are carried out by monitoring emission line positions and intensities. This technique is mainly based on collecting the emission from ionic, atomic and molecular species in a plasma spark. LIBS can detect the element limited by the laser energy as well as the sensitivity and
wavelength range of the spectrometer. The obvious advantage of this technique is simplicity, no sample preparation, ability to analyse sample in real time in-situ measurement quantitatively [30]. LIBS is also applicable to conductive and non-conductive samples and to the analysis of extremely hard materials that are difficult to digest or dissolve, such as ceramics and semi or super-conductors [30, 31].

To produce a spark in air or gas requires laser intensities of the order of \(10^{11}\) Wcm\(^{-2}\). The sparks are produced by the breakdown of gas due to the electric field associated with light wave. Breakdown results from strong ionization and absorption by gases that usually transparent to light. Breakdown thresholds are the order of \(10^6\) to \(10^7\) Wcm\(^{-1}\) [32]. When a highly intensive laser beam focuses onto a material and breakdown the threshold of a material, \((\sim 1\text{-}10\text{MW/cm}^2)\) causes to generate a transient high-density plasma. This diagnostics technique is termed as LIBS. When a laser pulse is focused on a surface, the breakdown happens in two steps. Firstly, the generation of free electrons that serves as an energy receptor through three-body collision with photons and neutrals. Secondly, the avalanche ionization in the focal region. Generally, the free electrons are accelerated by the electric field associated with the optical pulse during collision which thermalize the electron energy distribution with the increase of electron energy, collision produce ionization, other electrons, more energy absorption and an avalanche [33]. Due to collision, the material starts to evaporate and within the vapour and surrounding atmosphere, a plasma is generated leading to their spontaneous emission of radiation [30]. The plasma decays and emits element-specific radiation. The emission is resolved spectrally and is detected by a spectrometer.

Because the laser plasma is a pulsed source, the resulting spectrum evolves rapidly in time. The temporal history of a laser-induced plasma is illustrated schematically in figure 1.1. The majority of LIBS measurements are conducted by using the RSS (repetitive single spark) in which a series of individual laser sparks are formed on the sample at the laser repetition rate (e.g. 10 Hz).
When the laser irradiance is less than the threshold, no significant attenuation is observed but with exceeding irradiance of threshold causes the absorption so strong that it is often used as critical test of whether breakdown has actually occurred [32]. For a solid target when a high laser beam strike, it produces a plasma due to rapid melting and/or vaporizing the solid sample surface.

The shorter pulse with high power do not produce much vaporization but removes only a small amount of material from the surface whereas, low power pulse creates deep, narrow holes in the target [32].

1.2 Application of LIBS in diversifying field
LIBS method was started about four decades before, prior to 1980 in a ruby crystal [30]. Today, the application of LIBS is widespread in the range from clean energy and biomedicine to space exploration because of its unique advantage than other techniques [31, 34]. LIBS is useful to detect the element in wide variety of atmosphere. For example, agricultural application to trace the toxic and nutrient element in soil [35-38], in analysing the concentration of element at sample surface [39, 40], to understand the composition of an alloy [41-43]. In addition, to analyse environmental emission [44-48], industrial waste [49-51], trace element in water [52], low concentration of the elements [53], contamination of element in food [54, 55], elemental
concentration at different combustion phase [56-59], in aqueous solution [52, 60], enhancement of elemental emission [47], elemental detection in gunshot residue [61], and explosive [62, 63]. This technique is also useful for analysing the enhancement of molecular band emission [64, 65], chemical imaging [66], cultural heritage application [67], pharmaceutical materials [68] and matrix effect of a sample on element detection [69].

1.3 LIBS signal enhancement

Although LIBS is found as, a valuable tool for elemental analysis as discussed above but in comparison with other analytical techniques, it has been realized that the poor LoD is the most serious limitation of LIBS technique. The major limitations of LIBS for practical applications results from self-absorption, matrix effect, line broadening [31]. It is found to be less sensitive to the elements (nuclear fuel) which has complex structure [70], low excitation efficiency [71] and high ionization energy [72] such as halogens. In addition, the elemental analysis with low concentration as well as the heavier molecules require high resolution of detection.

To increase the sensitivity of LIBS and to improve the LoD, several techniques associated with LIBS are available in literature such as spatial confined LIBS, magnetic confined LIBS, double pulse LIBS, spark discharge LIBS, laser induced fluorescence LIBS, resonant LIBS and microwave assisted LIBS. A brief description of each enhanced technique is given as follows.

Spatial confined LIBS is a flexible cost-effective method where the plasma is confined in a small size cavity such as cylindrical or hemi-sphere in order to improve the detection sensitivity. It is worth to noting that the cavity size plays an important role in signal enhancement. Li et al. investigated the effect of wall distance and observed an enhancement of 5.2 times for Cu at a wall distance of 9 mm [73]. Guo et al. optimized the hemispheric cavity dimension with a diameter of 5 mm and obtained an enhancement of 3.9 time than LIBS [74]. Although this method is easy to operate but it is not widely used in real life due to low enhancement factor.

In Magnetic confined LIBS method, magnetic field is applied to confine the laser-produced plasma in LIBS. Xiao et al. investigated the TEXTOR tokamak and observed a significant enhancement in the spectral line in the presence of magnetic field in LIBS [75]. Rai et al. examined magnetic field confined LIBS for both solid and liquid phase and claimed an enhancement of 2 times for Al and 1.5 times for Mn solution [76]. Hao et al. demonstrated that
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the use of ring magnet could cause an improvement in LoD than in open air. They claimed the LoD improved by 4 time for V and 2 times for Mn [77].

In Double pulse or dual pulse LIBS (DP-LIBS), laser ablation has been coupled with an additional source such as another laser or high voltage power supply. DP-LIBS is considered an effective approach to improve the analytical performance of LIBS technique. According to the direction and sequence of laser beams, several geometrical configurations have been suggested such as collinear, cross beam, orthogonal reheating and orthogonal pre-ablation [78]. Lifeng et al. applied collinear double pulse LIBS on Mg alloy and observed 4.7 times enhancement than single pulse LIBS [79]. Hai et al. investigated DP-LIBS using combination of circular and annular nanosecond laser pulse and observed 4 time signal enhancement and 3 times improved LoD for Li and Mg [80]. Zhao et al. found 3 times improved LoD for Pb in soil using DP-LIBS [81]. Yang et al. achieved 30 times signal enhancement of femtosecond LIBS combining with nanoparticle and dual pulse for Si at 288 nm [82]. Zhang et al. investigated DP-LIBS in Cu aqua solution and reported 15 times improved LoD for Cu [83].

Spark discharge LIBS (SD-LIBS) is an analytical technique that draws from both spark spectroscopy and laser-induced breakdown spectroscopy. SD-LIBS combines conventional LIBS instrument with a high voltage and fast pulse discharge circuit. This technique is limited with conductive samples and currently predominately used for alloy analysis [84]. Akhtar et al. claimed that the LoD of trace, minor and toxic elements can be improved using SD-LIBS and they reported Cu LoD of 0.028 ppm [85]. Nassef et al. observed 6 times enhancement in signal to background ratio (S/B) of Al II at 358.56 nm using SD-LIBS [86]. Li et al. observed 2-3 times improved signal to noise ratio (S/R) for Si in soil samples [87]. Jiang et al. demonstrated 3-9 times improved LoD for Pb I, Fe I and Al I at 368.35 nm, 358.12 nm and 396.15 nm respectively using SD-LIBS than LIBS [88]. Kang et al. claimed that the self-absorption of LIBS can be avoided with SD-LIBS [89].

Laser induced fluorescence LIBS is a type of resonant enhancement method for LIBS spectral signal. In this approach, a secondary laser beam with a specially tuned wavelength is focused on the plasma generated by LIBS. Target atoms in the plasma are resonantly exited by laser beam with a specific wavelength whilst the laser beam is ineffective to other atoms. Thus, the spectral intensity of targeted atom, which improves the analytical sensitivity [90, 91]. Gao
et al. observed an enhanced signal for Sb I at 287.79 nm using laser-induced fluorescence assisted LIBS (LIBS-LIF) while only LIBS failed to detect Sb I. They used very low laser energy of 3 mJ [92]. Guo et al. determined B using BO molecular emission and reported LoD for B of 0.0993% by LIBS-LIF [93]. Li et al. claimed in their study that the signal of CN was 2 time stronger with LIBS-LIF than LIBS [91]. Similarly, Zhao et al. achieved signal enhancement of 32 times for Al I at 396.15 nm [94]. Wang et al. applied LIBS-LIF in water and found an order of 4-5 times improved LoD for Cu [95]. Similarly, Li et al. reported 6 times improved LoD for U II at 409.01 nm in their study [96].

**Resonant LIBS** (RELIBS) is a signal enhancing technique where plasma is formed and heated by photo-resonant excitation of the host species in the plume. In RELIBS technique, the excitation wavelength is tuned to a strong absorption line of one of the major species, which causes energy transfer to the analyte through multi-step collision processes [97]. The main advantage of RELIBS over LIBS is the simultaneous multiple species determination [98]. Xiong et al. reported in their study that the signal intensity of Ti can be enhanced to 130 times at 282.34 nm with RELIBS compared with LIBS [99]. Similarly, khachatrian et al. claimed the significant enhancement for H, C and Si with RELIBS [100]. Rifai et al. achieved 50 and 60 times better LoD for Mg and Al with RELIBS than LIBS [98]. Tang et al. achieved more than 3 times improved LoD for Pb I at 405.78 nm with double pulse RELIBS than RELIBS [101].

**Microwave-assisted LIBS** is a technique where, the addition of microwave radiation as an excitation source in LIBS instead of using additional laser or photo-resonant or high voltage discharge circuit to form Microwave-assisted LIBS (MW-LIBS) is another prospective method for signal enhancement. MW-LIBS offers several benefits, for example long plasma life cycle, larger volume, strong emission intensity, stability over time and the ability to reduce self-absorption [102-105], which subsequently enhances the signal’s intensity. MW-LIBS is a popular method in which low laser energy is sufficient for element detection instead of high laser energy in LIBS to improve the LoD. Khumaeni et al. [103] have demonstrated that the sensitivity of MW assisted LIBS is about 8 times higher than DP-LIBS (dual pulse LIBS). A laser-assisted microwave plasma spectroscopy (LAMPS) technique was reported by Efthimion [106], with the achievement of ~ 200 times enhancement. Tampo et al. had achieved a 50-fold enhancement of Gd lines at a low-pressure of 0.6 kPa [107]. Viljanen et al. observed about 93-fold higher LoD with MW-LIBS for copper using solid samples [105]. Wall et al. reported
11.5-fold improved LoD for indium in aqua solution [108]. MW-LIBS has been demonstrated for gas samples for the detection of Na, K and Ca in flames [109]. Furthermore, Iqbal demonstrated MW-LIBS with spectrometer free detection of indium, based on imaging [110].

The objectives of this study are to apply MW-LIBS in both solid and liquid phase for elemental detection such as Chlorine, Fluorine, Bromine, Sulphur, Silver, Palladium, Ruthenium using their most strong atomic lines or molecular emission bands. As the MW-LIBS is a signal enhancing technique, so it is necessary to find the factors responsible for MW-LIBS signal enhancement. This thesis reports the MW-LIBS signal enhancement rules and a simple model for assessing the enhancement of an element. In addition, application of LIBS in gas phase to study the temporal behavior of potassium release in biomass. Detailed aims are presented in turn within each paper.
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Background

2.1 Microwave-assisted LIBS mechanism

The MW-LIBS mechanism relies on the coupling of microwave radiation with laser induced plasma at a critical electron density. The critical electron density is about $7 \times 10^{10}$ cm$^{-3}$ for a microwave radiation at 2.45 GHz [111]. Initially, the laser-induced plasma has high electron density in the order of $10^{17}$ - $10^{19}$ cm$^{-3}$ where the plasma acts as a reflector [111] but during the relaxation of plasma, the electron density at the periphery of the plasma falls to below the critical electron density. This allows microwave radiation, through the electromagnetic field, to drive the motion of free electrons and provides them with kinetic energy to excite the surrounding atoms and ions via multiple electron-atom or electron-ion collisions. As long as the microwave is coupled with plasma, the emission’s lifetime increases to the microwave duration. The consequence is the higher emission due to larger integration time. Ikeda et al. have shown plasma size and plasma life in their study as shown in figure 2.1 (a, b) [102]. This extends the plasma lifetime resulting in promising improvement in sensitivity.
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Figure 2.1. Laser and spark-induced plasma with and without microwave (MW) (a). Plasma photos were taken by a standard commercially available digital camera (GX200, Ricoh); high-speed images of laser-induced plasma with and without MWs, these were produced using a high-speed camera (frame rate 125 μs/frame, time range 0 to 1000 μs) [102].

However, the use of MW-assisted LIBS methods started in few year back due its underlined benefits such as long lifetime, larger volume, strong emission intensity and stability with time [102]. Several methods have been applied for the injection of microwave radiation into the plasma. For instance, enclosed microwave cavity [111], a loop shaped antenna [70], an antenna with microwave shield [102] and the use of near-field applicator (NFA) [105]. Liu et al. used microwave cavity between focusing lens and sample so that plasma can expand into the cavity and get coupled with microwave [111]. Khumaeni et al. utilized loop shape antenna with 30 mm length and 3-9 mm dia. and found good results with 3mm loop dia. microwave LIBS system.[70]. Ikeda et al. conducted their study with cone shaped antenna with a mesh chamber, which functioned as resonator and microwave leakage shield [102]. Viljanen and his group made coupling the plasma with microwave by using a sharp end (~45° angle) at the tip of a near field applicator to maximize the electric field near the tip without microwave radiation emission [105]. Chen, S. et al. [112] conducted their study on optimum design of near field applicator (NFA) in order to maximize the electric field strength at the location of plasma created and found the design with 30 mm diameter ground plane located close to the conductor.
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gave the significant signal enhancement. They applied this technique on solid copper containing ore samples and found about 849-fold enhancement than LIBS.

Many studies have focused on different aspect using MW-assisted LIBS. For instance, Kearton et al. have found that the addition of microwave cavity in the LIBS system improves the plasma life time up to 2-10 ms [113]. Khumaeni et al. have demonstrated the plasma characteristics enhancement with MW-LIBS using loop antenna and found plasma lifetime extended up to 500 µs. In addition to that, they found improved plasma temperature and electron density to approximately 10900K and 1.5×10^{18} cm^{-3} [103]. In their study, Khumaeni et al. have shown that, the loop diameter of the antenna has impact on electromagnetic field [70]. They also claimed that the total emission intensity enhancement was 30 times higher with MW-LIBS [114]. Liu et al. used microwave cavity and found 23-fold increased sensitivity than LIBS considering copper as a detecting element. They succeeded to observe silver (23.3 mg Kg^{-1}) as a trace element using their methods [115]. Similarly, Tampo et al. observed 50-fold emission enhancement using loop antenna MW-LIBS and they conducted their research in an argon atmosphere [107]. Viljanen et al. applied near field applicator (NFA) in microwave assisted LIBS system, examined a significant improvement in LoD about 93-fold higher than LIBS for solid copper sample [105]. Similarly, Hu et al. tested heavy metal (cadmium) in rice and found about 9-27-fold signal enhancement with MW-LIBS than LIBS [116]. Moreover, Wall et al. used MW-assisted LIBS for aqua solution first time and succeeded with about 11.5-fold improvement in LoD for Indium in aqua solution [117]. However, Khumaeni et al. did experiment on the effect of ambient gas for calcium impurity in different atmosphere on MW-LIBS system. They found the enhanced LoD of calcium in He and Ar environment comparing air atmosphere using pelletized gadolinium oxide [118].

However, in this study, Near-Field Applicator (NFA) is used for microwave coupling because introduction of NFA for microwave coupling can manage to couple microwave radiation at ambient conditions as shown in many research [105, 108-110, 112]. NFA is a tip manufactured from rigid coaxial cable by removing the shielding and insulation layer for 1/4λ_{MW} length from the end of the cable. NFA tip is made from an alloy material of stainless steel coated with copper and silver. This NFA tip has been used for Paper I, II and III, and Paper V but for Paper IV the tip was replaced by 99.99% pure platinum because Paper IV deals with silver detection. The NFA tip creates high electric field near the antenna. A grounding plate is inserted to the beginning of the shielded part of the cable in order to increase the confinement of electric field [112]. The position of NFA near the LIBS plasma is shown in figure 2.2. The microwave
source used in the work of this thesis was magnetron-based system (Sairem) as microwave radiation can be produced by using magnetron or solid-state source. The microwave radiation was coupled to the NFA using a waveguide-to-coaxial adapter. It is observed that the microwave coupling depends on sample physical state. Microwave coupling is found ~95% for solid samples but for liquid samples, the coupling efficiency reduced to 43% [Paper III].

![Figure 2.2](image.png)

**Figure 2.2.** Schematic of Near-Field Applicator (NFA) positioning on solid surface. The smaller and larger dashed circles represent approximate size of a laser-induced plasma and a microwave assisted LIBS plasma [105].

Essentially, the plasma lifetime is determined by the duration of microwave injection. To avoid overheating of the waveguide-to-axial adapter and NFA tip, pulsed injection of microwave radiation to the plasma is mandatory. Hence, the microwave pulse length limits the signal integration time. Typical pulse length and integration time have been 1.5 ms and 1 ms respectively for [Paper I, II, III, IV and additional Paper I] but for Paper V, pulse length and integration time was 2.5 ms and 2 ms respectively. This is well beyond the typical LIBS measurement, which is usually 10 µs. Microwave pulse is launched before the laser pulse to ensure that the microwave radiation is reaching the laser induced plasma. The timing scheme of MW-LIBS measurement is shown schematically in a timing diagram of figure 2.3. Figure 2.4 (a, b, c) shows some of the experimental validation of MW-LIBS advantages.
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Figure 2.3. Timing diagram of $t_0$ (a), Microwave (b), Laser (c) and ICCD (d) for the experimental setup.
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**Figure 2.4 (a).** Effect of microwave on LIBS signal intensity of Ca I at 445.5 nm with time. Experiment was done at 4-mJ laser energy with MW power 600 W (red) and without MW power (black).

**Figure 2.4 (b).** Signal intensity of Ag I (338.3 nm) at 2-mJ laser energy with 600 W microwave power (red) and without microwave power (black).

**Figure 2.4 (c).** Effect of MW to reduce self-absorption of high Ca content cement sample (~40 %) at Ca I 422.67 nm. The spectra recorded at 4 mJ laser energy with 600 W MW power (red) and without MW power (black).
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The quantitative analytical performance of LIBS is often assessed by means of LoD. As LIBS is not an absolute method, it requires calibration that is obtained by analysing the instrumental response against tested calibration standards containing the desired analyte at known concentration. Ideally, the curve of growth, i.e. the calibration curve is linear but in optically thick conditions, the linearity is lost due to self-absorption compromising sensitivity. In this thesis, sensitivity refers to the linearity of the slope of the calibration curve. Although MW-LIBS is able to eliminate the self-absorption of LIBS for high concentration as mentioned above, but in this thesis, low concentrations are used to achieve the linearity of slope with LIBS and MW-LIBS. The slope of the calibration curve is related with LoD that is one of the common figures-of-merits for LIBS arrangement. LoD refers to the concentration when the instrument response equals to the background noise level and thus the atomic line or molecular emissions cannot be distinguished unambiguously from the obtained spectrum. In this thesis, the requirement for obtained emission signal to be distinguishable is that it exceeds 3 times the background standard deviation ($S_{bi}$). Hence, the LoD is defined as

$$\text{LoD} = \frac{3S_{bi}}{b} \quad (1)$$

Where $b$ is the slope of the linear part of calibration curve [119, 120]. LIBS signal fluctuated between successive laser pulses. Therefore, LIBS is often acquired as an average of multiple spectra and relative standard deviation is used to describe the pulse-to-pulse repeatability of the signal formation [120, 121]. The ability of microwave radiation to prolong the lifetime of laser-induced plasma leads to extended time window for signal integration. This is the main reason for improved analytical performance of MW-LIBS in terms of LoD compared to conventional LIBS. In this thesis, equation 1 is used for LoD calculation [Paper I, II, III, IV, V additional paper I]. A typical example of the slope of the signals using MW-LIBS and LIBS are shown in figure 2.5.
Figure 2.5. Calibration curve of [Cl] with LIBS, blue, and MW-LIBS, red, at 7.5mJ laser energy, 600 W microwave power, 500 ns gate-delay and 300 µs gate-width with accumulation of 100 shots. [Paper I]
2.2 Measurement of MW-LIBS Plasma parameters

2.2.1 Microwave power
The signal enhancing ability of MW-LIBS makes it advantageous in terms of analytical performance compared with conventional LIBS technique. The external energy supplied, using the microwave radiation, sustains the free electrons present within the laser-induced plasma. These reenergized free electrons act as an excitation source, via collisional processes, leading to the lifetime extension which finally leading to the signal enhancement [108, 115]. It is observed that the microwave power has an impact on signal to noise ratio (SNR) both in solid and liquid sample. In this thesis, SNR of atomic or molecular emission is demonstrated against microwave power (300 W – 900 W) for solid samples and found 600 W microwave power to be optimum [Paper I, IV and V]. For the solid sample, SNR increases until 600 W is reached and beyond this figure, there is no significant impact of microwave power on SNR [Paper I, V]. On the other hand, microwave power wields a significant impact on SNR in the case of liquid samples [Paper IV]. There is always an increasing order of SNR when the microwave power also increases. A microwave power below 600 W is not feasible in liquid samples due to the instability of microwave plasma. The other reason for the weaker plasma from LIBS is explained by the reflective nature of the thin water jet, which requires more microwave power for proper coupling with LIBS plasma.

2.2.2 Line Broadening
The intensity of the spectral line as well as its profile plays an important role in the spectroscopic study of line emission from the plasma. The emission line profile is important because it contains information related with the emitter and surrounding plasma environment. Various types of line broadening have been observed in the plasma emission. Natural broadening occurs due to the finite lifetime of exited states and results in a Lorentzian profile [33]. It is well known that the measured line profiles normally contain contribution from instrument resolution width also, if the spectrometers are used for wavelength analysis. The instrument width needs to be measured experimentally for a given spectrometer, which is dependent on the parameters such as slit width, the gating depression and the dynamic behavior of the photon detector [33]. In this thesis, the instrumental width has been measured
experimentally using most strong Hg I line at 253.6 nm at 15 micron slit width. The experiment was repeated 10 times and the instrument width measured as an average of 10 experimental data. The actual line width has been extracted from the measured line width by using a simple equation [33].

\[ \Delta \lambda_{measured} = \Delta \lambda_{line} + \Delta \lambda_{instrument} \]  

(2)

2.2.3 Electron density

The width of Stark-broadened spectral lines in plasma depends mainly on the electron density \( N_e \). Both the linear and the quadratic stark effect are encountered in spectroscopy. The electron density can be determined using the following equation [122].

\[ \Delta \lambda_{FWHM} \approx 2 \times 10^{-16} \omega N_e \]  

(3)

Where \( \Delta \lambda_{FWHM} \) is the experimental full width at half maximum (FWHM) of the emission line, \( \omega \) is the theoretical stark width parameter and \( N_e \) is the electron density. \( \omega \) is derived from literature for electron density calculation [123, 124]. A sample FWHM of Hg I at 253.6 nm as instrumental error is shown in figure 2.6. FWHM from instrument is calculated as 0.03211 nm.

The first choice for electron density determination in LIBS plasma containing hydrogen is the \( H_\beta \) (with an error of 5%) [125] because of its large intensity and sufficiently large line broadening, which can be measured precisely using a spectrometer of moderate resolution. It is also found that in addition to the hydrogen lines, resonance lines of aluminium and calcium at 396.15 nm and 422.67 nm respectively can be used to estimate electron-densities considering that these lines exhibit quadratic Stark broadening [33]. In this thesis, Ca I at 422.67 nm is used for electron density calculation. For analytical plasma, the condition of local thermal equilibrium (LTE) is considered very much vital for getting any reliable quantitative information. The following criterion must be satisfied by the plasma to be in the LTE [126].

\[ N_e \geq 1.6 \times 10^{12} \Delta E^3 T_e^{\frac{1}{2}} \]  

(4)

Where \( \Delta E \) (eV) is the largest observed transition energy for which the condition holds, and \( T_e \) is the excitation temperature (K)
2.2.3 Plasma temperature

In this thesis, plasma temperature measurement was done using two different elements, these being lead and calcium, which consist of many strong lines. The atomic database in NIST is presented in Table 2. Plasma temperature can be calculated using equation 5 [103, 127] as follows:

$$\ln \left( \frac{I_\lambda}{A_g} \right) = -\frac{E}{KT} + \ln \left( \frac{hcN}{4\pi U} \right) \ldots \ldots (5)$$

Where $I$ is the recorded peak intensity of the related wavelength, $h$ is the plank’s constant, $c$ is velocity of light, $\lambda$ is the wavelength, $g$ is the statistical weight of upper state, $E$ is the energy of the upper state, $U$ is the partition function, $K$ is Boltzmann constant, and, $T$ is the Plasma temperature. The spectral lines used for plasma temperature measurement in this work are listed in table 1.

Plotting $ln \left( \frac{I_\lambda}{A_g} \right)$ against $E$ for number yields a straight line of a slope of $-\frac{1}{KT}$ and an intercept $ln \left( \frac{hcN}{4\pi U} \right)$ as illustrated in figure 2.7. The slope is then used to evaluate plasma temperature.
Table 2.1: Spectral lines in the present work [128]

<table>
<thead>
<tr>
<th>Element</th>
<th>Wavelength (nm)</th>
<th>Transition strength, $A_{ki}$ $(S^{-1})$</th>
<th>Upper state energy level, $E_k$, (eV)</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>280.2</td>
<td>$1.61 \times 10^8$</td>
<td>5.74</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>287.3</td>
<td>$3.80 \times 10^7$</td>
<td>5.634</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>363.95</td>
<td>$3.20 \times 10^7$</td>
<td>4.375</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>368.35</td>
<td>$1.37 \times 10^8$</td>
<td>4.33</td>
<td>1</td>
</tr>
<tr>
<td>Ca</td>
<td>364.44</td>
<td>$3.55 \times 10^7$</td>
<td>5.3</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>422.67</td>
<td>$2.18 \times 10^8$</td>
<td>2.93</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>430.25</td>
<td>$1.36 \times 10^8$</td>
<td>4.779</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>445.48</td>
<td>$4.70 \times 10^7$</td>
<td>4.681</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>458.59</td>
<td>$2.29 \times 10^7$</td>
<td>5.228</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 2.7. Boltzmann plot made from Ca I lines at 5mJ laser energy, 600 W microwave power, 1ns gate-delay and 1000 µs gate-width.
2.3 Microwave-assisted LIBS for Sulphur, Silver and Palladium detection in solid phase

Sulphur is one of the most important elements that affects the matrix of a material. For instance, the machinability and magnetism of steel can be improved by adding appropriate amounts of sulphur but too large an amount may decrease steel’s plasticity and wear resistance ability [129]. Sulphur is considered to be a macronutrient, which is widely used to synthesise amino acids and proteins in plants and helps the human immune system to function properly [130, 131]. Conversely, sulphur adversely affects the oil refining system in that it causes catalyst poisoning and corrosion in process lines and can trigger serious environmental pollution through SO\textsubscript{x} generation during fuel combustion [132]. Liu, H. et al. reported that sulphur content plays an important role in arsenic volatilisation and especially in coal burning [133]. LIBS has been considered to be the best technique in most studies for detecting sulphur because of its successfully direct quantitative elemental analysing ability [134]. Yonghoon et al. [131] conducted their study on edible oils and found 0.12\% LoD of sulphur under helium ambient gas. Trichard et al. [132] used oil products and reported the detection range of 0.2\% under a helium atmosphere. Timur et al. [135] applied the double pulse option and achieved 1500 ppm LoD for sulphur analysis of their concrete samples. Quantitative detection of sulphur has been carried out using MW-LIBS and a portable spectrometer at ambient condition [Paper V].

Silver is one of the world’s most precious metals of the platinum family with uses across a wide range of industries, such as commercial and scientific appliances. Several analytical techniques involving digestion methods for analysing quantification of precious metals are reported in the literature. These include, for instance fire assay, wet acid treatment, direct chlorination, alkaline oxidation fusion, etc.[136] However, only a few studies have been found in the literature on silver detection with LIBS. Daniel et al. detected silver in ore samples [137] and reported a limit of detection (LoD) of 1 ppm. R W Septianti et al. [138] checked the authenticity of silver jewellery and calculated the LoD of 2.74\%. I. Rehan et al. [139] used monosodium glutamate and reported a detection limit of 0.57 ppm. The quantitative detection of silver with MW-LIBS is demonstrated for mineral samples in this study [Paper IV].

Palladium is one of the platinum group metal and it plays a key role in several industrial applications as approximate 40\% of the automobile catalyst consist of Pd [140] and it is also a
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cheaper alternative of platinum fuel cell [141, 142]. However, Pd has a limited natural resources and the cost of extracting and recycling is costly [143]. Another application of palladium detection is in the pharmaceutical and the food industry [144] where Pd is used in some of the pharmaceutical tools. A study done by Asimellis, G. et al. [140] investigated the palladium detection in a real automobile catalyst at a low concentration of 127 ppm where, several lines were observed for Pd detection with high intensity lines located at the wavelength of 340.46 nm and 342.12 nm. MW-LIBS has been demonstrated for palladium (Pd) detection in solid sample at ambient conditions [Additional paper I].

2.4 Microwave-assisted LIBS for halogenated elements (Cl, F, Br) detection

It is reported that the halogens such as chlorine, fluorine and bromine produce weak emission making them more difficult to characterise compared to the elements with prominent peaks such as alkalis, alkaline earth element and transition metals [72, 145]. Detection limits for halogens are less than satisfactory for demanding applications. Direct detection of halogens based on atomic emission is difficult because of the resonance lines of the three elements belong to the deep vacuum ultra-violet (VUV) region, which have very high excitation energy and difficult to populate. The use of buffer gas as an inert environment was an effective solution. Gonzalez et al. reported the LoD of fluorine (F) was 109 µg/g under reduced argon (Ar) and helium (He) atmosphere using the atomic line at F I 685.6 nm [146]. Pavel et al. found a 150 ppm LoD under a low pressure He environment [147]. Radziemski et al. used the vacuum ultra violet region and reported the LoD of Br was 5.6% at 163.3 nm atomic line [148]. Barbier et al. reported the LoD for Br were 3.6% and 0.9% under air and helium atmospheres, respectively. Other possible alternative to direct measurement of chlorine is to use the detection of alkali metals as a surrogate to infer the presence of salts that have chlorine (Cl), assuming that the concentration of these metals is proportional to Cl [135, 149] but in this case, homogeneous salt deposition is also essential. Another prospective alternative for chlorine detection is to use molecular emission because molecular structure has a strong influence on final emission pattern [150].

MW-LIBS offers the extension of the lifetime of the laser induced plasma. This is usually followed by a relatively longer detection gate ~500 µs. A longer plasma lifetime along with a prolonged detection gate provides some difficulties because emission from molecules and radicals become stronger, blocking large atomic spectral range. However, when the process of molecular formation and emission is carefully used, the process can benefit the detection of
few elements such as chlorine, fluorine and bromine. This thesis reports on the application of MW-LIBS directed towards quantitative detection of Cl, F and Br through molecular emission namely CaCl, CaF and CaBr respectively [Paper I and Paper II].

2.5 Microwave-assisted LIBS for Silver and Ruthenium detection in aqua solution
Ruthenium is a hard-metallic element that is part of the platinum-group metals and is considered a rare material due to its very low mining rate [151]. In its early discovery, Ruthenium was commercially used as an alloying agent for the hardening of platinum and palladium [152]. In addition to that, as Ruthenium (Ru) is a transition element, its compounds can be utilized as catalysts. Although some studies have been made to develop more stable and more sturdy catalyst matrix to hold Ru [153, 154], losses are inevitable and can pose a significant business threat because of its high in demand but low supply. However, [Paper III] deals with the Ru LoD using MW-LIBS technique in liquid phase for the first time in literature. Similarly, silver has been detected in liquid phase using MW-LIBS and a LoD is reported [Paper IV].

2.6 Rules for microwave-assisted LIBS signal enhancement
It is already discussed about the obvious benefits of MW-LIBS in introduction section. It is interesting to consider that the signal enhancement with MW-LIBS is different as noted in the literature although the experimental conditions were not the same. Viljanen et al. observed ~100 times greater signal enhancement with MW-LIBS than LIBS at 0.8 mJ laser energy for Cu I at 324.75 nm [105]. Tampo et al. observed a ~50 times enhancement at 5 mJ for Gd II at 367.12 nm [107], while Khumaeni et al. observed two things: firstly, a 10-fold improvement for Ca I at 422.6 nm; and secondly, a 40-fold enhancement for Gd I at 470.9 nm at 5 mJ [103, 118]. Meanwhile, Liu et al. found enhancement of 33, 22, 16 and 11 for Na I at 589.6 nm, Ca I at 422.7 nm, Mg I at 285.2 nm and Al I at 396.2 nm, respectively [111]. Wall et al. obtained a signal enhancement of 60 times for In I at 451.13 nm [108]. Ahlam et al. achieved 92 times enhancement for Pd I at 340.46 nm [155]. Abu et al. observed 76 times signal to noise improvement in ruthenium aqua solution at 10 mJ [paper submitted]. In this study, the signal enhancement rules of MW-LIBS are reported for solid matrix in ambient conditions because no such study is available. MW-LIBS is becoming a prominent method for improved analytical performance of LIBS in terms of LoD. Paper V is dealing with this issue. It is observed that the Upper Energy Level (UEL) of each transition plays key role in signal enhancement.
Significant enhancement is possible for the elements with upper state energy level below 5eV. However, no signal enhancement was observed for transition with UEL higher than 7eV. This is termed as the cut-off limit of signal enhancement. It is also observed that plasma temperature is independent of time and there is no reheating impact of microwave on LIBS plasma. Microwave only increases the lifetime of emission intensity [Paper V].

2.7 Application of LIBS for potassium release in biomass combustion
This section deals with the application of LIBS, without microwave enhancement, for quantitative detection of element in gas phase, in real-time. Usually biomass contains abundant mineral elements, such as potassium (K), calcium (Ca), magnesium (Mg), chlorine (Cl), silicon (Si), phosphorus (P), which can induce serious technical problems, such as slagging, fouling and corrosion in thermal conversion systems [156-160]. Among those elements, K plays an important role on the ash-related problems because of its high concentration and volatility [156, 161]. Therefore, it is necessary to carry out detailed investigation to understand the K release characteristics and mechanisms during biomass thermal conversion process. In most studies, biomass was investigated using fixed-bed or drop tube reactor, and the ash residues were analyzed in order to obtain the distribution of K in gas and solid phases. It was found that a significant part of K (20%~100%) is released to the gas phase in the form of KCl, KOH or K [157, 162, 163]. On the other hand, the combustion temperature can also affect the release ratio. K exists in biomass as the form of inorganic salts and/or associated with other organics [157, 164, 165]. Furthermore, studies indicated that Si can significantly inhibit the release of K during biomass combustion by forming stable K-silicates [157, 166]. [Paper VI] deals with the measurements of potassium concentration and biomass temperature during biomass combustion have been developed with an improved LIBS calibration method. In addition, the effect of biomass type, Si content and initial mass of willow wood on the temporal release of K and particle temperature during biomass combustion are investigated in this study.
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Microwave-assisted laser induced breakdown molecular spectroscopy: quantitative chlorine detection

M. A. Wakil and Zeyad T. Alwahabi* 

Quantitative detection of chlorine, through molecular emission from CaCl, using microwave assisted laser induced breakdown spectroscopy (MW-LIBS) has been demonstrated. CaCl emission is utilised in the spectral range of 617.9–621.5 nm. Using time-resolved emission spectra of CaCl at 617.9 nm, following a 1.5 ms microwave pulse, an optimum gate-width and gate-delay have been established. A linear relationship between the intensity of CaCl molecular emission and chlorine concentration on a cement surface has been validated. This yields a limit of detection (LoD) of 47 ± 7 µg g⁻¹ and ~170 ± 59 µg g⁻¹ for chlorine, based on 100 shots averaged and a single shot, respectively. The results represent a 10-fold improvement in the chlorine LoD on cement.

1. Introduction

The detection of chlorine is important in process industries because chlorine acts as an active corrosive agent in concrete structures. Harmful species such as chlorides may penetrate together with water through the capillary pore space, which may trigger different damaging processes. The major destructive processes are the corrosion of reinforcement especially pitting corrosion and concrete corrosion. More specifically, chlorine can play a role in the process of stress corrosion cracking of dry cask storage located in marine environments as well as in partial melting of the Martian mantle. Moreover, chlorine acts as a catalyst for pitting corrosion in steel in the presence of water and O₂. On the other hand, chlorine acts as an essential element in chemical building blocks, food, water purification, medicines, advanced technological devices, air conditioning refrigerants, paints, energy efficient windows, etc. Despite that, insufficient disinfection of chlorine can cause many hazards, and adversely high concentrations lead to toxicity in human beings and animals. For damage assessment of reinforced concrete and steel, this harmful species, which is chlorine, needs to be determined properly. The detection of chlorine is important for monitoring free chlorine in real life usage as mentioned above. It is also important for complete understanding of early Mars and the presence of water in Mars.

Laser Induced Breakdown Spectroscopy (LIBS) is considered as a well-established laser-ablation based analysis technique due to its distinguishing characteristics, one being the ability to perform chemical analysis on any solid sample directly. Although LIBS is advantageous due to its unique features such as the lack of need for sample preparation, speed, ease of handling and that it is almost as non-destructive as methods reported in the literature, it is found to be less sensitive to elements (such as those present in nuclear fuel) which have a complex structure, low excitation efficiency and high ionization energy such as halogens. It is reported that halogens such as chlorine produce weak emission making them more difficult to characterise compared to elements with prominent peaks such as alkalis, alkaline earth elements and transition metals. Detection limits for halogens are less than satisfactory for demanding applications. Direct detection of chlorine based on atomic emission is difficult because the resonance lines of Cl I belong to the deep VUV at 134–140 nm, corresponding to ⁴P and ⁴2P, which have very high excitation energy and are difficult to populate. It is worth noting that chlorine may also be detected near 754 nm and 837 nm; however these transitions originate from states at very high excitation energies, which are 85 735 cm⁻¹ and 83 894 cm⁻¹.

One possible alternative to direct measurement of chlorine is to use the detection of alkali metals as a surrogate to deduce the presence of salts that have chlorine (Cl), assuming that the concentration of these metals is proportional to that of Cl, but in this case, homogeneous salt deposition is also essential. Another prospective alternative for chlorine detection is to use molecular emission because the molecular structure has a strong influence on the final emission pattern. It has been shown that by using molecular emission, the sensitivity of LIBS for chlorine can be significantly improved due to the simple molecules that form in the plasma. Haisch et al. have shown that the detection limit for chlorine can be significantly enhanced using molecular emission bands.

De Giacomo et al. concluded that there are three conditions need to be satisfied for a molecular emission bands to be
observed. These are: an appropriate plasma temperature, a sufficient reactants density and an observable molecular transition.\textsuperscript{24} In accordance with that, since the past few years molecular LIBS is becoming an exciting area of study for proper characterisation of chlorine. Haisch \textit{et al.} reported CuCl molecular emission at 440 nm.\textsuperscript{37} Álvarez \textit{et al.} observed CaF emission at around 535 nm (ref. 19) and reported the limit of detection for fluorine at about 50 \(\mu\)g g\(^{-1}\). Yao \textit{et al.} used CN molecular emission at 388.34 nm for analysing fly ash.\textsuperscript{28} Rezaei \textit{et al.} analysed the aluminium percentage in plastic bonded explosives using AIO and CN molecular bands.\textsuperscript{31} Guo \textit{et al.} determined boron using a BO molecular band at 255.14 nm.\textsuperscript{32} However, few studies have been undertaken for molecular chlorine in spite of its importance mentioned above. Earlier studies used different alkali elements for successful chlorine (Cl) molecular emission. Haisch \textit{et al.} considered CuCl and reported a ten-fold improvement in the detection limit for Cl but they did not mention the detection limit.\textsuperscript{27} Bhatt \textit{et al.} used SrCl and SrO emissions for determining Sr concentration.\textsuperscript{22} They reported that the detection limit using molecular emission is worse than that using atomic emission. Vogt \textit{et al.} examined two different alkali elements for Cl detection, namely MgCl and CaCl.\textsuperscript{31} They reported that the MgCl molecular band is unclear with LIBS while CaCl is more sensitive for Cl detection. Gaft \textit{et al.} detected Cl in a mixture of 0.4\% CaCl\(_2\) using a CaCl molecular emission band.\textsuperscript{34} Vogt \textit{et al.} suggested in their study that calcium-free salt is not suitable for detecting Cl via CaCl.\textsuperscript{25} Álvarez-Llamas \textit{et al.} used 100 mJ laser energy for fluorescence detection using Ca free samples following CaF emission.\textsuperscript{39} Bhatt \textit{et al.} succeeded with a laser energy of 82 mJ to calculate the LoD for Sr in a mixture of SrCl\(_2\) and Al\(_2\)O\(_3\), following SrCl and SrO molecular emissions.\textsuperscript{34} Guo \textit{et al.} applied 60 mJ laser energy on a solid matrix mixture of H\(_2\)BO\(_3\) and C\(_6\)H\(_{12}\)O\(_6\), H\(_2\)O and observed BO molecular emission.\textsuperscript{32} In addition, Rezaei \textit{et al.} observed AIO emission using 100 mJ laser energy on aluminized PBX samples.\textsuperscript{21}

CaCl possesses relatively strong emission bands (\(A^2\Pi \rightarrow X^2\Sigma, B^2\Sigma \rightarrow X^2\Sigma\)) at 393.5, 606.8, 617.9, 620.5 and 631.4 nm,\textsuperscript{36} making it suitable for low level Cl detection.\textsuperscript{29}

MW-LIBS is a popular method in which low laser energy is sufficient for elemental detection instead of high laser energy for LIBS to improve the LoD. MW-LIBS offers several benefits such as long plasma lifetime, larger volume, strong emission intensity, stability with time and the ability to reduce self-absorption.\textsuperscript{27–30} A laser-assisted microwave plasma spectroscopy (LAMPS) system was reported based on the electric field to the laser induced plasma by the enclosed MW cavity.\textsuperscript{31} This extends the plasma lifetime resulting in a promising improvement in sensitivity. The LAMPS technique was also reported by Efthimiou,\textsuperscript{32} with the achievement of \(\sim\)200 times enhancement. Liu \textit{et al.} applied a MW cavity system to examine ceramics and soil samples. They demonstrated an enhancement factor of \(\sim\)33 for sodium detection.\textsuperscript{33,34} In gaseous samples, Ikeda \textit{et al.} used an antenna to study the characteristics of laser and spark induced plasmas where a 15 times enhancement for Pb was reported.\textsuperscript{37} Antenna-coupled MW enhanced LIBS on solid samples was also introduced by Khumaei \textit{et al.} at low-pressure in enclosed cavity environments.\textsuperscript{11,35} A loop antenna was used to deliver MW radiation and a 32 times enhancement of Gd lines was observed. Tampo \textit{et al.} achieved a 50-fold enhancement of Gd lines at a low pressure of 0.6 kPa.\textsuperscript{36} Viljanen \textit{et al.} observed an approximately 93-fold higher LoD with MW-LIBS for copper using solid samples.\textsuperscript{38} Wall \textit{et al.} reported an 11.5-fold improved LoD for indium in a water solution.\textsuperscript{37} MW-LIBS has been demonstrated for gas samples for the detection of Na, K and Ca in flames.\textsuperscript{39} Furthermore, Iqbal demonstrated MW-LIBS with spectrometer free detection of indium, based on imaging.\textsuperscript{39}

MW-LIBS offers extension of the lifetime of the laser induced plasma. This is usually followed by a relatively longer detection gate (~500 \(\mu\)s). A longer plasma lifetime along with a prolonged detection gate provides some difficulties because emission from molecules and radicals become stronger, blocking a large atomic spectral range. However, when the process of molecular formation and emission is carefully used, the process can benefit the detection of a few elements such as chlorine. This paper reports the application of MW-LIBS directed towards quantitative detection of Cl via CaCl (\(A^2\Pi \rightarrow X^2\Sigma\)) emission at 617.9 nm and 620.5 nm.

2. Material and methods

2.1 MW-LIBS setup

The experimental setup of MW-LIBS used for this work is presented schematically in Fig. 1. A second harmonic from a Q-switch Nd:YAG laser, Quantel (Brilliant B), \(\sim\)6 ns with a repetition of 10 Hz was used. The pulse energy was controlled using a half-wave plate (HPW) and Glan-laser polariser (P). The laser energy was measured with a Pyroelectric sensor (Thorlabs, ES 220C). The beam was focussed onto the sample surface using a fused silica lens with \(f = 100\) mm. The spot size obtained at the focal point was estimated to be 140 \(\mu\)m\(^2\) while the propagation of the laser beam was at an angle of 15° to the vertical. A 7.5 mJ laser energy was considered where 3.5–10 mJ laser energy was analysed for enhancement calculation. To achieve the ablation from the fresh sample surface for each shot, the sample was placed on a rotating disk with an angular velocity of 7 rotations per minute. A second CW laser, with a camera, was used to monitor the exact distance between the sample surface and the fused silica lens.

A water cooled pulsed-microwave system operated at 2.45 GHz (Seirem), shown in Fig. 1, was used. The microwave radiation was directed \textit{via} a WR340 waveguide to a 3-stub impedance tuner and then to a waveguide-to-coaxial adaptor (WR340RN) through a quartz window. The waveguide-to-coaxial adaptor was connected to a 1 m flexible coaxial cable (50 \(\Omega\) NN cable) with 0.14 dB @ 2.45 GHz. A semi-rigid cable (RG402/U) was then connected at the end of the coaxial cable. The other end of the semi-rigid cable was attached to a Near Field 4 Athor (NFA) as shown in ref. 30 and 40. The NFA was located about 1 mm above the sample surface and 0.5 mm horizontally away from the ablation spot. The microwave pulse duration and power were controlled with an analogue signal pulse generator (Aim-TTI).
For the spectroscopic detection, the plasma emission was collected directly using a bifurcated fibre bundle (Thorlabs, BFY400HS02). The fibre bundle has a core size of 400 μm and a transmission range of 250–1200 nm. The optical line, the sample holder, the NFA and one end of the fibre were placed inside an aluminium box to minimise the residual microwave radiation, as shown in Fig. 1. One side of the aluminium box was covered with metal mesh acting as an observation window.

The spectrometer (Andor Shamrock 500i) with a grating of 2400 lines per mm has a spectral resolving power of 10 000, and the spectral resolution is 0.031 nm in the spectral range of 320–332 nm. The attainable wavelength range for the spectrometer, with a holographic grating, is 200–705 nm. An intensified CCD camera (Andor, iStar) was utilized to record the spectral signal, and it was synchronised with the laser and the microwave generator. For each concentration, 100 single shots were recorded and averaged. The experiment was conducted in the atmospheric environment.

2.2 Samples

To assess the linearity in the calibration curve and the detection of chlorine (Cl), several calibration samples with different Cl concentrations were prepared by wet impregnation from cement and KCl. The KCl anhydrous (Sigma Aldrich) powder with different weights of 6.75–82.8 mg, considering the weight of Cl in KCl, was mixed with distilled water to make a solution.

Fig. 1  Schematic diagram of the MW-LIBS setup.

Fig. 2  MW-LIBS spectra of pure CaCl₂ (blue), CaSO₄ + KCl (2.07% Cl) (black), and cement + KCl (2.07% Cl) (red). The spectra were recorded using 7.5 mJ laser energy, 600 W microwave power, 500 ns gate-delay, 300 μs gate-width and an accumulation of 100 shots.
Each solution was mixed with an exact amount of cement (4 g) with an uncertainty of ±0.00033 g to make a paste, for all samples. Eleven samples were prepared with varying Cl concentrations from 0.08 to 2.07% (by weight). The paste was placed in a circular disk to make a pellet and dried with a dryer.

3. Results and discussion

3.1 Spectral information and enhancement

Typical spectra of molecular CaCl recorded in LIBS with microwave radiation are presented in Fig. 2. A MW-LIBS scan in the range of 580–630 nm was analysed to identify the best spectral range of CaCl required for the calibration. Four possible emission spectra of CaCl in this range, i.e., 593.5 nm, 606.4 nm, 617.9 nm and 620.5 nm, as shown in Fig. 2 were identified. The MW-LIBS scan was done with three different sample sources. Samples made of pure CaCl₂ (Sigma Aldrich, 98% purity) were also tested for the confirmation of the absolute CaCl spectral range. The formation of CaCl molecular spectra depends largely on the calcium-based matrix.²⁵ Cement was used as a base material of calcium because of the large percentage of calcium in cement (~40% in Portland cement). The second reason for using cement as a base material for chlorine detection is corrosion related issues, such as pitting corrosion and concrete corrosion, in the concrete by chlorine. Fig. 3 also confirmed the presence of calcium with sufficiently high signals of calcium at 610.27 nm, 612.22 nm and 616.217 nm. Among all the possible emission spectra of CaCl, those at 617.9 nm and 620.5 nm were considered for the calibration curve because the spectral wavelength range had higher enhancement than in the range of 593.5 nm as shown in Fig. 4(a and b). Furthermore, it was observed that using MW-LIBS, there is another spectral feature near 593.5 nm that interferes with CaCl emission.

The spectral range of 616–625 nm was used to develop the calibration curve for Cl detection. This spectral range presents

![Fig. 3](image-url) MW-LIBS spectra of cement + KCl (2.07% Cl) at 7.5 mJ laser energy, 600 W microwave power, 500 ns gate-delay, 300 μs gate-width and an accumulation of 100 shots.

![Fig. 4](image-url) Typical pure CaCl₂ spectra recorded at two spectral ranges (591–598 nm (a) and 615–623.5 nm (b)), with 600 W microwave power (red), and without microwave (blue), at 7.5 mJ laser energy, 500 ns gate-delay, and 300 μs gate-width. For clarity, the LIBS signal (blue) was multiplied by a factor of 100 and 1000 for spectral ranges (a) and (b), respectively.
a suitable emission spectrum with minimum background noise. Fig. 5 shows the sample emission spectrum of CaCl for different concentrations of Cl using MW-LIBS.

### 3.2 Temporal evolution of MW-LIBS signal measurements

The temporal evolution of molecular emission intensity was investigated for MW-LIBS by maintaining a constant gate width of 300 µs and varying the gate delay from 0 ns to 2 µs. The temporal evolution of MW-LIBS is shown in Fig. 6. It was observed that the CaCl signal had an interference with the CaO signal at around 615 nm (ref. 24) shown in Fig. 6(a). A 300 µs gate width was found optimum to maximise the CaCl signal. Fig. 6(a) shows that the formation of the two radicals CaCl and CaO differs with respect to time. It was seen that the CaO signal was high initially and decreased with time until 1000 ns and increased again. Because of the constant amount of Ca present, the CaO signal was dominant initially and then the CaCl signal became stronger. To be able to investigate the optimum gate-delay, the intensities $I_{\text{CaCl}}$ and $I_{\text{CaO}}$ were first normalised to obtain $I_{\text{CaCl}}^{\text{norml}}$ and $I_{\text{CaO}}^{\text{norml}}$, respectively. The difference between the two normalised quantities $(I_{\text{CaCl}}^{\text{norml}} - I_{\text{CaO}}^{\text{norml}})$ was then plotted versus time, as shown in Fig. 6(b). Fig. 6(b) shows clearly that the quantity $(I_{\text{CaCl}}^{\text{norml}} - I_{\text{CaO}}^{\text{norml}})$ starts increasing at a gate-delay of 500 ns. Therefore, a gate-delay and gate-width of 500 ns and 300 µs, respectively, were used for CaCl detection.

### 3.3 Dependence of microwave power on experimental parameters

The dependence of the MW-LIBS signal intensity on MW power at different laser energies was investigated, with the aim of optimising the MW-LIBS signal. Fig. 7(a) shows the effect of signal to noise ratio (SNR) on microwave power. The noise level was obtained in the range of 624.01 nm to 624.23 nm, as shown in the typical inset presented in Fig. 3. As shown in Fig. 7(a), the signal to noise ratio with MW-LIBS is higher than in LIBS. This is due to the signal enhancing ability of the microwave system. The external energy supplied, using microwave radiation, will sustain the free electrons present within the laser-induced plasma. These reenergized free electrons act as an excitation source, via collisional processes, leading to lifetime extension which finally leads to signal enhancement. It is seen from Fig. 7(a) that the increase in microwave power did not increase the signal to noise ratio significantly because the increase in microwave power caused a higher noise level. Chen et al. demonstrated the same behaviour of microwave power on the
SNR. It was observed from Fig. 7(a) that the increase of microwave power after 0.6 kW did not help to increase the SNR. For proper selection of microwave power for the detection of Cl, SNR improvement calculation was done as shown in Fig. 7(b). As Fig. 7(b) shows, 0.6 kW microwave power maximises the SNR improvement. Fig. 7(b) shows that the low laser energy (3.5 mJ) provides relatively higher enhancement than high laser energy (7.5 mJ or 10 mJ). This is due to the ease of microwave coupling at a lower laser energy. Increasing the laser energy will result in an increase in the electron density of the plasma’s core which will result in a reduction of microwaves that penetrate into the plasma resulting in a measurement similar to that of a conventional LIBS.\textsuperscript{30,37} It was found experimentally that by using 7.5 mJ laser energy, a reasonable MW-LIBS signal was possible even with low values of Cl concentration. Using 600 W microwave power, the chlorine SNR improved 2.5-fold, with respect to LIBS only. It is worth noting that the LIBS signal may be increased by using high laser energy. However, it is advantageous to use low laser energy to prevent sample damage and provide a practical pathway for mobile devices.

3.4 Quantitative detection of chlorine

The LoD of Cl using atomic lines reported by Wilsch \textit{et al.} is 0.15% in concrete cores.\textsuperscript{40} Burakov \textit{et al.} found an LoD of 0.05% in cement based materials.\textsuperscript{41} Weritz \textit{et al.} analysed different building materials and reported the LoD of Cl at about 0.5%.\textsuperscript{42} Gehlen \textit{et al.} used UV lines of Cl (134.72 nm) and calculated 0.1% LoD from concrete.\textsuperscript{43} For quantitative detection of Cl, molecular emission was considered rather than atomic lines. Calibration curves were determined with LIBS and MW-LIBS molecular signals of CaCl. For correct calibration, a Cl free sample was first investigated as shown in Fig. 8.

For developing the calibration curve, the experimental parameters were 7.5 mJ laser energy, 0.6 kW microwave power, 500 ns gate delay, 300 \(\mu\)s gate width and a microwave pulse duration of 1.5 ms. Fig. 9 and 10 show the calibration curve with LIBS and MW-LIBS for 100 shot accumulation and single shot simultaneously.

Fig. 8 MW-LIBS (a) and LIBS (b) spectra for Cl free and Cl containing samples at 7.5 mJ laser energy, 600 W microwave power, 500 ns gate-delay, and 300 \(\mu\)s gate-width with an accumulation of 100 shots.
Using MW-LIBS, the LoD of chlorine is $47 \pm 7 \mu g \cdot g^{-1}$, and it presents a 3-fold improvement to that with LIBS. The LoD was obtained using a calibration curve of 10 cement samples, with different chlorine concentrations. The lowest chlorine concentration used was $800 \mu g \cdot g^{-1}$. Although $800 \mu g \cdot g^{-1}$ is not very low, the recorded noise level was very low. The combination of the slope and the standard deviation, based on the 3-sigma method, yields the recorded $47 \pm 7 \mu g \cdot g^{-1}$ LoD. The LoD evaluated in this work represents a 10-fold improvement to the Cl detection limit reported in the literature.

MW-LIBS offers a few advantages including usability at low laser energy and lifetime extension of the laser-induced-plasma. The former prevents significant sample damage and results in reliable averaging. The latter provides significant signal enhancement at a low noise level. This translates to an excellent LoD. MW-LIBS systems, however, require the use of microwave generators, waveguides and near field applicators. These additional elements add to the complexity of the detection setup, when compared to LIBS. Furthermore, a MW-LIBS setup, with a near field applicator, is not suitable for standoff applications.
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**Fig. 10** Calibration curve of [Cl] with LIBS (blue) and MW-LIBS (red) at 7.5 mJ laser energy, 600 W microwave power, 500 ns gate-delay and 300 μs gate-width for one single shot. The slope of the fitting is 9651.7 and 3289.6 for LIBS and MW-LIBS, respectively.

**Table 1** LoD reported in the literature

<table>
<thead>
<tr>
<th>Method</th>
<th>Matrix</th>
<th>LoD</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIBS</td>
<td>Concrete core</td>
<td>0.15%</td>
<td>41</td>
</tr>
<tr>
<td>LIBS</td>
<td>Cement</td>
<td>0.05%</td>
<td>42</td>
</tr>
<tr>
<td>LIBS</td>
<td>Building material</td>
<td>0.1%</td>
<td>43</td>
</tr>
<tr>
<td>MW-LIBS</td>
<td>Cement</td>
<td>0.0047%</td>
<td>This work</td>
</tr>
</tbody>
</table>

The limit of detection (LoD) was calculated using the 3-sigma method.\(^8\) The enhancing ability of MW-LIBS has been outlined in Fig. 7. The slope found using MW-LIBS data was ~4 times higher than the one from LIBS. The LoD was calculated for 100 shot accumulation and single shot measurements. The LoD for 100 shot accumulation was $47 \pm 7 \mu g \cdot g^{-1}$ while for the single shot it was $170 \pm 59 \mu g \cdot g^{-1}$. The LoD found by MW-LIBS was compared with LIBS data from the same experiment. The corresponding value for 100 shot accumulation and a single shot with LIBS was $139 \pm 23 \mu g \cdot g^{-1}$ and $168 \pm 38 \mu g \cdot g^{-1}$, respectively. The results show that the MW-LIBS yields a 3-fold improved limit of detection compared with LIBS. In addition to the superior chlorine LoD achieved, MW-LIBS offers ease of use and real-time detection. The LoD evaluated in this work represents a 10-fold improvement of the Cl detection limit reported in the literature as shown in Table 1.

### 4. Conclusion

Quantitative chlorine detection, via molecular emission, using a microwave assisted LIBS technique is reported. Chlorine detection with LIBS is also evaluated to show the benefit of using MW-LIBS over LIBS. Possible emission spectra of CaCl have been tested and the optimum emission spectrum of CaCl for developing the calibration curve has been identified. It was observed that the optimum signal of CaCl at around 617.9–621.5 nm was found at 500–1000 ns gate-delay and a gate-width of 300 μs. In addition, it was determined that a laser energy less than 7 mJ was not suitable for a proper calibration process.


42. V. S. Burakov, V. V. Kiris and S. N. Raikov, *J. Appl. Spectrosc.*, 2007, **74**, 321–327.
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Abstract
The fluorine and bromine limit of detection (LoD), based on emission from CaF and CaBr, using Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS) have been determined. Molecular emission bands of CaF and CaBr in the spectral range of 605 nm and 627.1 nm are utilised for quantitative fluorine and bromine detection. The optimum gating has been established for the CaF, at 603.3 nm and 605 nm, following 1.5 ms long microwave pulses. The MW-LIBS plasma temperature and electron density against laser energy have been demonstrated at constant microwave power coupling to optimise laser energy using Ca I lines. A linear relationship between CaF signal strength and fluorine concentration, and CaBr signal strength and bromine in cement has been validated. The recorded limit of fluorine and bromine detection was 106±6 µg/g and 0.2±0.04%, respectively. The results represent an improved detection limit at low laser energy and 4-fold improved detection limit for bromine.

Keywords: Microwave assisted LIBS, molecular emission, fluorine, bromine, detection limit.

1. Introduction
The detection of halogenated elements is important for the process of analysis, environmental or geological exploration due to their diverse usage, and adverse impacts on the environment, for example depletion of the ozone layer. Given the recent trend in increasing the use of recycled products, halogenated compounds appear to be present in these new products. It is therefore important to analyse these elements under field conditions, which are very difficult to replicate in real time applications.

The uses of halogenated elements and more specifically, fluorine and bromine are evident in different industries. For example, fluorine exists in ionic or combined forms with other chemicals in minerals like fluor spar, fluorapatite, criolite and other compounds 1. Fluorides released into the environment through volcanoes, power plants and other high temperature processes usually take the form of hydrogen fluoride gas. Fluorine contained in windblown
soils normally consists of large particles, which may settle on the ground or is washed out by the rain \(^1\). Fluorine and its compounds can be found in fire extinguishers, pharmaceutical, agrochemical products, dental care, polymers, etc. \(^2, 3\). In addition, fluorine is used as a compound in industries for manufacturing metallic aluminium, ceramics, and ionic superconducting materials \(^4, 5\). Meanwhile bromine, the 62\textsuperscript{nd} most abundant element in the earth’s crust, is used as a compound to prevent fouling of internal combustion engines, fire suppression and flame retardant \(^6\). Additionally, brominated compounds are present in many ordinary products such as in plastic in television sets, smartphones, insecticides, etc. \(^7\). Conversely, the extreme reactivity of fluorine is highly responsible for various forms of corrosion such as pitting corrosion in steel \(^8\), corrosion of reinforcement materials \(^9\), and structural material corrosion \(^10\). \(\text{F}_2\) solution can cause stress-related corrosion cracking on commercially pure titanium, which can worsen the oral cavity \(^11\). However, the economic importance and usage of fluorine and bromine requires fast, effective detection for proper quantification.

LIBS is considered to be one of the most popular detection techniques due to its fast, direct, real time chemical analysis of any solid sample. Apart from these advantages, it is found to be less sensitive to certain elements (for example, nuclear fuel) having complex structures \(^12\) low excitation efficiency \(^13\) and high ionization energy\(^14\) such as halogens. Detection limits for halogens using their atomic lines are less than satisfactory for demanding applications because of their high energy-level distributions. The use of buffer gas as an inert environment was an effective solution. Asimellis et al. detected fluorine at F I 685.6 nm for a concentration of 0.03\% under a vacuum helium environment \(^15\). Gonzalez et al. reported the detection limit of fluorine (F) was 109 \(\mu\)g/g under reduced argon (Ar) and helium (He) atmosphere using the atomic line at F I 685.6 nm \(^2\). Pavel et al. found a 150 ppm detection limit under a low pressure He environment \(^3\). Meanwhile Quarles et al. discovered a 135 ppm detection limit for F I (685.6 nm) under He purged gas \(^16\). Kratochvil et al. applied double pulse LIBS under a helium environment and reported a 0.47\% detection limit at F I 685.6 nm \(^17\). In their study, Menghan et al. observed a bromine (Br) signal at Br I 827.24 nm in an atmospheric environment \(^18\). Radziemski et al. used the vacuum ultra violet region and reported the detection limit of Br was 5.6\% at 163.3 nm atomic line \(^19\). Barbier et al. reported the limits of detection for Br were 3.6\% and 0.9\% under air and helium atmospheres, respectively. Their measurements were performed at Br I 827.24 nm \(^20\).
Other possible alternatives to increase the sensitivity of LIBS are to use surrogate measurement or molecular emission rather than atomic emission \(^{21, 22}\). Gaft et al. stated in their study that the use of molecular emission is a potential method to improve plasma emission sensitivity for halogens \(^{4}\). Alvarez et al. have shown in their study that the detection limit of F can be improved by a factor of 25 using CaF molecular emission instead of atomic emission \(^{2}\). Forni et al. detected a fluorine content amounting to approximately 0.4% using CaF molecular band for the first time on mars \(^{23}\). Alvarez et al. calculated a detection limit of 49 µg/g using CaF molecular emission in calcium-free samples \(^{14}\). Pavel et al. reported a 65 ppm detection limit of fluorine using a CaF band \(^{3}\). In another study, Gaft et al. used a bromine-containing compound and observed CaBr molecular emissions at 624.4 nm and 627 nm, respectively \(^{7}\).

Microwave-assisted laser induced breakdown spectroscopy (MW-LIBS) is found to be one of the best signal enhancing techniques at a relatively low laser energy, and this improves the limit of detection (LoD) compared with LIBS. The MW-LIBS technique has been applied over the last decade due to its distinguishable benefits including: long plasma lifetime, larger volume, strong emission intensity, stability over time, and its ability to reduce self-absorption \(^{13, 21, 24, 25}\). MW-LIBS offers an extended lifetime to the laser induced plasma. This is usually followed by a relatively longer detection gate of ~500 µs. A longer plasma lifetime along with a prolonged detection gate provides some difficulties because the emission from molecules and radicals becomes stronger, blocking wide spectral range. However, when the process of molecular formation and emission is carefully used, the process can help the detection of halogen elements. Our recent paper on chlorine detection using molecular emission is an example \(^{26}\). Here, our focus is on the quantitative detection of fluorine and bromine using the MW-LIBS technique through molecular emissions, namely CaF and CaBr at 605 nm and 627.1 nm, respectively.

2. Experimental details

2.1 MW-LIBS methodology

The experimental setup is a conventional single pulse laser induced breakdown spectroscopy that incorporates microwave-assisted laser induced breakdown spectroscopy. The setup system contains a 532 nm Nd:YAG second harmonic laser, Quantel (Brilliant B), ~6 ns with a repetition rate of 10 Hz. A fused silica lens with F=100 mm was used to focus the beam onto the sample surface. The laser beam was propagated onto the sample surface at an angle of 15°.
to the vertical. 10 mJ and 15 mJ laser energies were used to analyse the CaF and CaBr molecular emission band, respectively. To achieve the ablation from the fresh sample surface for each shot, the sample was placed on a rotating disk with an angular velocity of 7 revolutions per minute. A second continuous-wave laser \(^{27}\) armed with a camera served to monitor the exact distance between the sample surface and fused silica lens.

The microwave radiation from a water-cooled pulse-microwave system (Seirem) at 2.45 GHz was directed to a 3-stub impedance tuner through a WR340 waveguide and then to a waveguide-to-coaxial adaptor (WR340RN). A quartz window was used to finalise this process. The waveguide-to-coaxial adaptor was connected to a 1 m flexible coaxial cable (50 Ω NN cable) with 0.14 dB @ 2.45 GHz. A semi-rigid cable (RG402/U) was then connected to the end of the coaxial cable. The other end of the semi-rigid cable was attached to a Near Field Applicator (NFA) as shown in \(^{13, 28}\). The NFA was located about 1 mm above the sample surface and 0.5 mm horizontally away from the ablation spot. The microwave pulse duration and power were controlled with an analogue signal pulse generator (Aim-TTi). The microwave pulse duration was kept constant at 1.5 ms.

To analyse the plasma emission, a conventional spectrometer with gated CCD (Andor, Shamrock 500i) equipped with 300, 1200 and 2400 lines/mm diffraction grating was used. For the experiment, 1200 grating was used. The plasma emission from LIBS was collected directly through a perforated parabolic mirror (FL=152 mm) and then focussed by a plano-convex lens (FL=100 mm), onto the sample by a plano-convex UV fused silica lens. A second lens (FL=20 mm) was used to couple the emission onto an Achromatic Reflective Coupler (ARC), which is connected to a 7-fibre bundle (Thorlabs, BFL200HS02). The fibre bundle was Round-to-Linear Bundle, 7 x Ø200 μm.

2.2 Materials

Portland cement (~40% Ca) was used as a source of calcium and the NaF and KBr salts were supplied by Sigma-Aldrich. Several calibration samples, with different F and Br concentrations were prepared, by wet impregnation from cement and NaF (and KBr) in order to assess linearity in the calibration curves and detection of F and Br. Different weights of NaF anhydrous powder, ranging from 4 mg to 150 mg, was mixed with distilled water to make a solution. Each solution was mixed with the correct amount of cement (4 g) where the weight of F was considered for making the paste to be applied to all samples. Twelve samples were prepared with an increasing order of F concentration from 452 μg/g to 16958 μg/g. The pastes of all samples were placed in circular disks to form the pellets. The pellets were dried in a dryer and
the same procedure was repeated for Br containing samples with different weights of KBr, ranging from 20 mg to 450 mg.

2.3 Plasma temperature and Electron density

The strong calcium lines were considered for plasma temperature measurement as presented in Table 1. Plasma temperature was calculated using Boltzmann plot to evaluate the plasma temperature during experiment 31.

Electron density was calculated using the calcium line (422.67 nm) according to the relation between full-width-at-half-maximum (FWHM) of the line $\Delta \lambda_{1/2}$, and electron density, $N_e$ 30. The stark width broadening parameter for Ca I at 422.67 nm was considered as $(0.115671-0.118173) \times 10^{-6}$ Å 31. To understand if the plasma is at local thermodynamic equilibrium (LTE), the McWhirter criterion was calculated using equation 1 32. Figure 1 represents a typical example of a Boltzmann plot (a) and full width half maximum (b) using the Ca I lines.

$$N_e \geq 1.6 \times 10^{12} \Delta E^3 T_e^{1/2}$$ ... ... ... ... ... ... ... (1)

The instrumental broadening was determined to be 0.0321 nm by recording the Hg line at 253.6 nm. The value of $\Delta \lambda_{1/2}$ was evaluated using a simple equation 33.

$$\Delta \lambda_{measured} = \Delta \lambda_{actual} + \Delta \lambda_{instrument}$$

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>$A_\kappa$ (s$^{-1}$)</th>
<th>$E_k$ (eV)</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>364.441</td>
<td>3.55 x10$^7$</td>
<td>5.3</td>
<td>7</td>
</tr>
<tr>
<td>422.673</td>
<td>2.18 x10$^8$</td>
<td>2.93251</td>
<td>3</td>
</tr>
<tr>
<td>430.253</td>
<td>1.36 x10$^8$</td>
<td>4.77979</td>
<td>7</td>
</tr>
<tr>
<td>445.478</td>
<td>8.7 x10$^7$</td>
<td>4.68133</td>
<td>7</td>
</tr>
<tr>
<td>458.587</td>
<td>2.29 x10$^7$</td>
<td>5.22854</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 1: Spectroscopic data of calcium (Ca I) 34
Figure 1. Boltzmann plot using Ca I lines (a) and typical example of full width half-maximum of Ca I at 422.67 nm. The experimental conditions were 10 mJ laser energy, 600 W microwave power, 400 ns gate-delay and 300 µs gate-width.

3. Results and Discussion

3.1 Spectral information

Typical MW-LIBS spectra concerning the molecular emission of CaF and CaBr are presented in Figure 2 and Figure 3, respectively. Figure 2(a) presents CaF in the 603.3 nm and 605 nm range, while Figure 3(a) illustrates the molecular band of CaBr in the 627.1 nm range. There is a strong emission of CaBr in the 624.8 nm range but this band is found to overlap with other molecular emissions, which makes it difficult to distinguish CaBr at 624.8 nm. The formation of the MW-LIBS molecular spectral range of CaF and CaBr is supported by other studies 4, 7. It is seen in Figure 3(a) that at low wavelength (below 625 nm); the pure cement signal is larger than the signal for cement plus 10% bromine. The strong molecular CaO emission around 615 nm was responsible for this which subsequently subsided by adding bromine in cement. In addition, the strong emission near 631 nm was due to CaCl molecular emission at 631.4 nm 4. The most intense molecular emission band of CaF lies in the interval between 602.43 and 608.69 and 529.1 nm according to Alvarez et al.2. Gaft et al. reported the strongest molecular
CaF bands are in the region of 532.1 nm and 602.9 nm\textsuperscript{4}. Furthermore, Gaft et al. noted in their other study that the stronger CaBr molecular bands lie in the region of 624.4 nm and 627.0 nm\textsuperscript{7}. Bahrini et al. asserted in their study there are molecular CaBr bands in the 377.7 nm, 381.6 nm, 389.4 nm and 393.4 nm regions\textsuperscript{35}. CaF and CaBr molecular formation in the range of 530 nm were not investigated because the wavelength of the ablation laser was 532 nm. An investigation was done in the region of 370 nm-398 nm using MW-LIBS but surprisingly, no CaBr molecular emission band was found in this range. The formation of CaF and CaBr molecular spectra depends largely on a calcium-based matrix\textsuperscript{36}. Cement was used as a base material for calcium due to the large amount of calcium found in cement (~40% in Portland cement). The spectral ranges 605 nm and 627.1 nm were used to develop the F and Br calibration curves. Figures 2(b) and 3(b) depict the sample emission spectra of CaF and CaBr for different concentrations of F and Br, respectively, using MW-LIBS.

**Figure 2.** (a) Typical MW-LIBS spectra of pure Portland cement, black, and Cement+ 0.679% F, red, (b) MW-LIBS spectra for different fluorine concentration. The spectra recorded at 10-mJ laser energy, 600 W microwave power, 400 ns gate-delay, 300 µs gate-width and accumulation of 100 shots.
3.2 Effect of laser energy on Signal to Noise ratio and plasma parameters

The effect of laser energy with a constant MW power on MW-LIBS signal was investigated at ambient conditions to optimise the MW-LIBS signal. Figure 4(a) shows the effect of Signal-to-Noise ratio (SNR) on laser energy at 600 W microwave power. As shown in Figure 4(a), the SNR after 10 mJ starts to decrease. It was predicted that the microwave’s coupling efficiency was the main reason for this result. The increase in laser energy causes electron density in the plasma to increase, which allows the microwave to drive fewer electrons into the plasma and thereby leading to less signal. The other reason is the increase in background noise. It has been demonstrated that the SNR can be increased by increasing microwave power. Initially, the microwave cannot be coupled with LIBS plasma due to high electron density in the plasma, but during the relaxation of plasma the electron density at the periphery of the plasma falls to below the critical electron density. This allows microwave radiation through the electromagnetic field to drive free electrons and provides them kinetic energy to excite the de-exited atoms and ions by multiple electron-atom or electron-ion collision.
As long as the microwave remains coupled with the plasma, the emission lifetime improves with longer microwave duration. It has also demonstrated that the microwave power after 600 W does help to increase the signal significantly but also increases the noise \(^{26, 28, 38}\). For that reason, 600 W microwave power was used in this study. The explanation of the experimental data in Figure 4(a) is supported by our next experiment as shown in Figure 4(b). Figure 4(b) shows the plasma temperature and electron density in the plasma. The plasma temperature and electron density were calculated using the strong Ca I lines as stated previously. It is seen from Figure 4(b) that the electron density of MW-LIBS is almost constant at fixed microwave power with the increase in laser energy although the plasma temperature increased. This caused less signal for MW-LIBS with the increase in laser energy for a constant microwave power. The maximum MW-LIBS plasma temperature was 7036K, recorded at laser energy, microwave power and gate-width of 20mJ, 600Watt and 1 ms respectively. It is worth noting that Khumaeni et al. reported MW-LIBS temperature of 7700 K at delay-time of 10 µs, measured under reduced-pressure Ar surrounding gas (0.6 kPa). \(^{24}\)

To confirm the experiment did achieve local thermal equilibrium (LTE), the electron density was calculated using the McWhirter criterion and these values are found to be much lower than the electron density from plasma as shown in Figure 4 (b) using term LTE. For fluorine detection, 10 mJ laser energy was used with 600 W microwave power but for bromine detection, 15 mJ laser energy and 750 W microwave power were employed. The reason for this is due to the CaBr band being relatively weaker than the CaO band that is situated beside the CaBr signal. A slight increase in laser energy caused an increase in CaBr signal at 750 W microwave power but much high laser energy was not suitable for optimal CaBr signal. This finding agrees with Gaft et al. \(^{7}\).
**Figure 4(a).** Signal to noise ratio of molecular CaF at 600 W microwave power, 400ns gate-delay, 300µs gate-width and an accumulation of 100 shots

**Figure 4(b).** Plasma parameters at 600 W microwave power, 1ns gate-delay, 1ms gate-width with an accumulation of 100 shots
3.3 Temporal evolution of molecular Fluorine

The temporal evolution of molecular CaF emission intensity was investigated and it was found that the gate-delay varied from 0 µs to 800 µs for MW-LIBS. The temporal evolution of MW-LIBS for CaF signal-to-noise ratio is presented in Figure 5(a). It is observed from this figure that the SNR of CaF after 500 µs gate-delay started to decrease. Within 500 µs, an experiment was done maintaining a constant gate-width of 300 µs at 50 µs gate-delay interval as shown in Figure 5(b). A 300 µs gate-width was found to be the best for Ca-based molecular emission which is confirmed in another study 26. As shown in Figure 5(b), the SNR of CaF was higher at the earlier gate-delay. In order to examine the optimum gate-delay, the SNR was calculated for 200 ns gate-delay intervals with constant gate-width of 300 µs as shown in Figure 5(c). It was observed, that at 400 ns gate-delay the SNR of the CaF molecular emission band emerged as the best. The same outcome was found for CaCl molecular emission as shown in our recent published paper 26. Gaft et al. mentioned in their study that the emission lifetime of CaBr is shorter than CaO and the detection of CaBr was better with a short gate-delay 7. From the experimental data and supporting information derived from the literature, 400 ns was considered the ideal gate-delay for F and Br detection using their strongest molecular emissions at 605 nm and 627.1 nm, respectively.
Figure 5. Temporal evolution (Signal to noise ratio) of CaF molecular emission at 10 mJ laser energy, 600 W microwave power with (a) 50 µs step and 50 µs gate-width, (b) 0-400 µs gate-delay and 300 µs gate-width and (c) 0-2000 ns gate-delay and 300 µs gate-width.
3.4 Quantitative detection of Fluorine and Bromine

Under optimum experimental conditions of 400 ns gate-delay and 300 µs gate-width, several samples with increasing amounts of fluorine and bromine were analysed to prepare the calibration curves. The temporal conditions were fixed at 400 ns gate-delay and 300 µs gate-width. Figure 6 and Figure 7 illustrate the variations in the CaF and CaBr net emission signal versus the fluorine and bromine mass content, respectively. It is observed that the calibration curves reveal a linear response. The calibration was prepared for both MW-LIBS and LIBS. The slope of the calibration curve using MW-LIBS was higher than that of LIBS. The reason for this has already been described in our previous paper 26. The LoD was calculated using the 3-sigma method 39. From the calibration curve, 106±6 µg/g LoD was obtained for fluorine using MW-LIBS where with LIBS it was 406.54 µg/g only. The relatively improved LoD with MW-LIBS was due to the enhanced signal of MW-LIBS. It was estimated that the enhanced CaF signal was 8 times better using MW-LIBS. This detection limit was not the best in terms of value because Alvarez et al. 14 reported a 0.49 µg/g detection limit. However, in terms of laser energy used, we have achieved 106±6 µg/g at 10 mJ laser energy whereas Alvarez et al. 14 reported 0.49 µg/g at 100 mJ laser energy. A better enhancement was found for the CaBr signal, evaluated to be 15-fold. The LoD of 0.2±0.04% was estimated for bromine using the MW-LIBS which was 4 times higher than when utilising LIBS. With LIBS the LoD was 0.8±0.2%. Using molecular emission, this study is the first to report the Br detection limit.
**Figure 6.** Calibration curve of F using CaF molecular emission at 10 mJ laser energy, 600 W microwave power, 400 ns gate-delay, 300 µs gate-width and an accumulation of 100 shots.

**Figure 7.** Calibration curve of Br using CaBr molecular emission at 15 mJ laser energy, 750 W microwave power, 400 ns gate-delay, 300 µs gate-width and an accumulation of 100 shots.
4. Conclusion
The main goal of this work was to quantify and accurately detect fluorine and bromine. MW-LIBS technique was employed via molecular emission band on samples of with different F and Br contents. Several Possible emission spectra of CaF and CaBr were been tested in the visible region. An optimum experimental conditions has been demonstrated using CaF emission bands at 603.3 nm and 605 nm. In addition, plasma parameters have been analysed at different laser energy for constant microwave power coupling to optimise the laser energy. Using MW-LIBS, at 400 ns gate-delay, the LoD of 106±6 µg/g and 0.2±0.04% were calculated for F and Br, respectively. The LoD was calculated using LIBS for F and Br and found to be 406.54 µg/g and 0.8±0.2%, showing that there was a quadruple improvement in LoD with MW-LIBS. The LoD was obtained using a linear calibration curve of samples containing an increasing order of F and Br in the samples. This study also reports a quadruple improvement in the detection limit of Br reported in the literature.
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Abstract

Aqueous ruthenium, in flow jet, was detected in real-time at ambient condition by using Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS). A 10mJ laser energy and 750W microwave power were directed at an open liquid jet sample of ruthenium, as a 5% (v/v) aqueous hydrochloric acid solution, with concentrations ranging from 50ppm to 2000ppm. At low concentration of ruthenium, using 10mJ of laser energy per pulse and without microwave application, no ruthenium signal could be reliably detected at high sensitivity. It was observed, for liquid flow, the coupling efficiency between the microwave and the laser-induced plasma was limited to 43%. The ruthenium’s signal-to-noise ratio improvement for MW-LIBS, with respect to LIBS, was 76-fold. Based on MW-LIBS, the limit of detection (LoD) for ruthenium was determined to be 957±84ppb. This first example on real-time aqueous ruthenium detection paves the way for online monitoring of low concentration of Ru in industrial processes.

Keywords: MW-LIBS, Detection Limit, LoD, Ruthenium, Liquid detection
1. Introduction

Ruthenium (Ru) is a hard-metallic element that is part of the platinum-transition group 8 metals and is considered a rare element due to its very low mining rate [1]. Following its discovery and isolation by Karl Karlovich Klaus in 1844, scientists have been studying the numerous ways in which ruthenium can be utilized [2]. In its early applications, ruthenium was commercially used as an alloying agent for the hardening of platinum and palladium [3]. Because they exhibit rapid reversible redox processes involving a variety of coordination geometries and valence states, ranging from octavalent in RuO$_4$ to -2 valent in Ru(CO)$_6$ $^{2-}$, Ru-based materials have subsequently attracted considerable interest in multiple fields, including the development of supercapacitors, in ruthenium-platinum alloys for methanol fuel cells and in photovoltaics [4, 5]. In addition, organometallic ruthenium complexes have found very wide application as catalyst in the homogeneous and heterogeneous syntheses of numerous organic compounds [6-8] and polymers [9-11], including reactions involving Z-selective olefin metathesis catalysts [12, 13] and many pharmaceutical compounds [14]. As a consequence, the versatility of ruthenium-based compounds now permits its routine use in today’s chemical processing and pharmaceutical industries [15], including its role in the hydrogen evolution reaction [16] and aqueous-phase hydrogenation of biomass [17].

Despite the enormous scope of application of ruthenium-based catalysts, the detection and removal of residual ruthenium impurities from synthetic mixtures represents a significant challenge, particular for synthetic products destined to become active pharmaceutical ingredients (APIs). Depending on the reaction conditions, ruthenium can be dislodged from its catalytic complex and leach into the solution [18-20]. This phenomenon is common in heterogeneous catalytic reactions and occurs either by thermal effects that reduce the integrity of the catalyst carrier’s structure and/or through pH effects [18]. Although considerable effort has been expended to develop more stable ruthenium-based catalysts [20, 21], losses are inevitable and can pose a significant health and business threat. From a more general perspective, the detection and recovery of ruthenium-related leachables could be carried out by simply removing the ruthenium catalyst by filtration during the process and observing whether further reaction occurs in the filtrate; with persistent product formation suggesting that leakage had occurred [22]. Despite being a definitive analysis, this method is often impractical as the majority of production industries now operate in a continuous mode.

Chemical species detection is important in many fields such as the food industry, chemical and pharmaceutical processing and manufacture, and the mining industry. To accommodate this task, numerous analytical methods, such as Atomic Absorption Spectroscopy (AAS), have been developed to both detect the presence, and quantify the amount of an element in a given sample [23]. One detection technique that has attracted considerable attention in recent years is Laser Induced Breakdown Spectroscopy (LIBS). The reason for this interest is that the analysis can be carried out with little to no sample preparation and hence allows extremely fast and in-situ detection [24, 25]. LIBS methods exploit the concept of atomic emission spectroscopy by using a laser pulsing in a range of nano- to femto-seconds as an ablation source. This approach allows analysis without the need for sample preparation as the laser energy is focused directly onto the sample allowing an ablation of the target regardless of its physical or chemical state [24, 26]. However, LIBS suffers from the disadvantages of low sensitivity, and low reproducibility [27, 28]. This is where assisted techniques such as Microwave-assisted LIBS (MW-LIBS) come into place [29].

MW-LIBS enhances the detective capability of LIBS by extending the lifetime of plasma produced by the laser up to hundreds of microseconds [30] rather than just a few [31]. The main reason for this is that with the addition of microwave, the laser-induced plasma can be reignited by mobilising the free electrons and ions and thus further prolonging their lifetime [28]. This can be achieved by employing a Near Field Applicator (NFA) to the system [32]. The effectiveness of microwave coupling to the system has recently been demonstrated. Enhancement factors for the Limit of Detection (LoD) parameter, lowest theoretical concentration detectable, ranging from 11 folds to 93 folds have been achieved for the analysis of indium(aq) and copper(s) respectively [33, 34].
MW-LIBS can offer an attractive solution for ruthenium detection at very low concentrations. This is because it enables in-situ real-time detection, whilst still maintaining a substantial sensitivity. In regard to process technologies and with respect to the current investigation, as soon as Ru leakage becomes evident and detected in the process stream or reactor during operation, the catalyst could be isolated, retrieved, and then immediately replaced with a fresh batch. In addition to not impeding the process and preserving a constant production rate, this approach will certainly avoid further losses in Ru based catalysts and extends its useful life as the extracted species can simply be re-used by re-adsorbing it to a new catalyst carrier [35]. Owing to the extreme demand for its use as a catalysis and because only 12 tonnes per year of this rare element are mined throughout the world [1] as opposed to 10 million tonnes for copper [36], having available a highly sensitive real time procedure to identify Ru in its aqueous state could consequently be very useful during its extraction from mineral sources and for its application.

In the case of liquid detection using MW-LIBS/LIBS, the simplest approach is to have a static liquid solution held in a suitable vessel and focusing the laser on the surface of the liquid. Although it can be easily operated, using this method usually yields unsatisfactory results as most of the laser energy is used to evaporate the bulk liquid causing lower quantity of excited atoms [31]. A solution to this problem is to have the liquid flowing as a jet instead of remaining stationary. This permits a much lower laser energy consumption during the vaporisation phase since a smaller volume is present per given time [33]. Several studies have been published for liquid MW-LIBS/LIBS and the reported detection limits are tabulated into Table 1.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Technique</th>
<th>LOD (ppm)</th>
<th>Laser Energy (mJ)</th>
<th>Liquid Handling</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium</td>
<td>LIBS</td>
<td>10.5</td>
<td>47</td>
<td>Static Liquid System</td>
<td>[37]</td>
</tr>
<tr>
<td>Zirconium</td>
<td>LIBS</td>
<td>4</td>
<td>75</td>
<td>Liquid Circulation System</td>
<td>[38]</td>
</tr>
<tr>
<td>Chromium</td>
<td>LIBS</td>
<td>28.9</td>
<td>35</td>
<td>Liquid Circulation System</td>
<td>[39]</td>
</tr>
<tr>
<td>Sodium</td>
<td>LIBS</td>
<td>1</td>
<td>35</td>
<td>Liquid Circulation System</td>
<td>[39]</td>
</tr>
<tr>
<td>Indium</td>
<td>LIBS</td>
<td>123</td>
<td>6.69</td>
<td>Liquid Circulation System</td>
<td>[33]</td>
</tr>
<tr>
<td>Indium</td>
<td>MW-LIBS</td>
<td>10.8</td>
<td>6.69</td>
<td>Liquid Circulation System</td>
<td>[33]</td>
</tr>
</tbody>
</table>

An extensive study has been carried out by Balcerzak (2002) for the analytical detection of ruthenium in different samples. A variety of methods have been outlined with different detection limits including AAS, Inductively Coupled Plasma Atomic Emission Spectroscopy (ICP-AES) with Periodic Acid Solution, and UV-Vis Spectroscopy, with LoD of 0.1 ppm, 0.005 ppm. and 0.001 ppm respectively [40]. It is worth noting, however, that these analytical methods cannot be used in real-time as they require sample preparation. They are also more suitable to be employed in analytical laboratories. Currently, as previously stated, there is no reports on LoD for aqueous ruthenium (Ru(aq)) detection with MW-LIBS. Thus, to the authors’ best knowledge, this paper reports the first real-time detection of ruthenium in liquid samples.
2. Experimental

Figure 1 shows the schematic of the experimental MW-LIBS setup used for the detection of Ru. A Q-switched Nd: YAG (neodymium doped yttrium-aluminium-garnet) was used as the laser source producing a beam of 532nm in wavelength, 10Hz repetition, ~6ns in pulse duration and a beam width of 3mm. A half wave plate (HWP) combined with a Glan-laser polarizer (P) was used to alter the laser pulse energy. Pulse energy was measured with an ES220C Pyroelectric Sensor (EM) and set to an optimized energy to be determined. The laser beam passes through a perforated parabolic mirror with a focal length of 152mm and diameter 50.8mm and was then focused onto the liquid sample by a plano-convex UV fused silica lens with focal length of 100mm and diameter 50.8mm. The emission was collected by the emission detection unit which consists of Lens 1 (focal length of 100mm and diameter 50.8mm), an off-axis parabolic mirror (OPAM), Lens 2 (focal length of 20mm) and an Achromatic Reflective Coupler (ARC) as shown in Figure 1. The emission was channelled into a 7-fibre bundle (Thorlabs, BFL200HS02) connected to a spectrometer (Andor, Shamrock 500i with 2,400 lines/mm diffraction grating) equipped with an intensifier camera, ICCD, (Andor, iStar). As shown in Figure 1, an aluminium box, dotted line, was used to minimise the residual microwave radiation. One side of the aluminium box was covered with metal mesh acting as an observation window.

![Figure 1: Schematic of apparatus setup. HWP: half-wave plate, P: polariser, EM: Energy meter, NFA: near-field applicator, OAPM: off-axis parabolic mirror, ARC: achromatic reflective coupler, ICCD: intensifier camera, J: jet)](image)

Pulsed 2.45GHz microwave radiation was generated by a 3kW water cooled Sairem microwave system. The microwaves reflected power was monitored by a crystal detector consisting of a generator coupled to an isolator. A WR340 waveguide was utilised to guide microwave radiation to a 3-stub impedance tuner. Radiation passes a quartz window where a tuner was connected to a waveguide-to-coaxial adaptor (WR340RN). This adaptor was attached to a 1m flexible coaxial cable (50 ohms NN cable with 0.14 dB insertion loss at 2.45GHz). The end of this coaxial cable was connected with a Near-Field applicator (NFA) [32]. The tip of the NFA was located ~0.5mm horizontally and vertically, at an angle of 45° from the liquid jet containing the Ruthenium sample (Figure 2). The microwave pulse, duration and power were controlled by a pulse generator (Aim-TTi). This allows the microwave pulse to initiate 200µs prior to the laser pulse and was held for 1ms. When this happen,
the premature triggering of the microwave radiation allows it to reach its full power before the laser pulse occurs, and thus, ensuring proper coupling.

A steady liquid circulation system was required to be arranged into the apparatus. To achieve this, a peristaltic pump (Ismatec, MW-MSC 1), a 25ml syringe as a sample reservoir, a circular nozzle with 0.8 mm diameter and a collection funnel were connected with plastic tubing (Masterflex, 6485-16) to create the flow pumping system as shown in Figure 3. At 300rpm pump operation, 50mL of sample was periodically added to the syringe reservoir to allow a steady jet of solution and avoid air bubbles in the system. It is worth noting that, distilled water was used to wash out the Ru sample in the flow to avoid contamination between each analysis.

![Flow Pumping System](image)

**Figure 3: Liquid circulation system**

A liquid stock solution of ruthenium, dissolved in 5% (v/v) aqueous hydrochloric acid, was supplied by Choice Analytical, Australia. The stock contained 10,000±50ppm of ruthenium solution and was used to prepare samples ranging from 50 to 2000ppm. These samples were diluted with distilled water using a 1ml volumetric pipette and 50ml beaker. Additional uncertainties will occur from the equipment used yielding ±0.005ml and ±5ml respectively. These errors were assumed to be independent, and the root sum square method was used to determine the absolute uncertainties corresponding to each concentration analysed and was shown in the related graphical figure (Figure 9) as horizontal error bars.

3. Results and Discussion

Table 2 shows the wavelengths, transition probability, and energy levels of few Ru I lines [41]. It was found that the three Ru lines, with a ground state as a common level, produce the best signal to noise ratio. Further analysis was performed based on these three regions of bound-to-bound transition depending on the concentration used, the significance of self-absorption during the experiment and overall noise present during the period of experiment, and the purpose of the analysis.
Table 2: Spectral parameters of Ruthenium [40]

<table>
<thead>
<tr>
<th>Transition</th>
<th>Wavelength (nm)</th>
<th>Transition Probability (s$^{-1}$)</th>
<th>Lower Energy Level (cm$^{-1}$)</th>
<th>Upper Energy Level (cm$^{-1}$)</th>
<th>Lower Level $J_i$</th>
<th>Upper Level $J_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 , a^5F_4 \leftrightarrow 5 , z^5G_5$</td>
<td>343.674</td>
<td>7.28x10$^{-7}$</td>
<td>1190.64</td>
<td>30279.68</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$5 , a^5F_5 \leftrightarrow 5 , z^5G_6$</td>
<td>349.894</td>
<td>8.61x10$^{-7}$</td>
<td>0.00</td>
<td>28571.89</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$5 , a^5F_1 \leftrightarrow 5 , z^5G_2$</td>
<td>358.922</td>
<td>9.11x10$^{-7}$</td>
<td>3105.49</td>
<td>30958.8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$5 , a^5F_2 \leftrightarrow 5 , z^5G_3$</td>
<td>359.302</td>
<td>8.17x10$^{-7}$</td>
<td>2713.24</td>
<td>30527.06</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$5 , a^5F_3 \leftrightarrow 5 , z^5G_4$</td>
<td>359.618</td>
<td>4.20x10$^{-7}$</td>
<td>2091.54</td>
<td>29890.91</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$5 , a^5F_8 \leftrightarrow 5 , z^5F_5$</td>
<td>372.803</td>
<td>8.20x10$^{-7}$</td>
<td>0.00</td>
<td>26816.23</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$5 , a^5F_9 \leftrightarrow 5 , z^5F_6$</td>
<td>379.890</td>
<td>5.98x10$^{-7}$</td>
<td>1190.64</td>
<td>29427.32</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$5 , a^5F_5 \leftrightarrow 5 , z^5D_3$</td>
<td>379.935</td>
<td>5.33x10$^{-7}$</td>
<td>0.00</td>
<td>26312.83</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4: Signal intensity of a flow with a 600ppm Ru(aq) without microwave, red, and with microwave at 750 Watt, blue.
Figure 4 presents the difference in the signal intensity with and without microwave. The two spectra were recorded using 100 accumulation, at 1ms gate-width and without any gate-delay, prompt. The laser energy and microwave power were held constant at 10mJ and 750Watt, respectively. As can be seen from the Figure 4, using MW-LIBS allows the observation of clear and distinctive peak compared to using just LIBS. This was observed even for a line with low transition probability, for example the 379.935nm transition. With LIBS only (microwave off), the Ru(aq) was essentially undetectable at 600ppm.

To study the microwave power and the laser energy dependence, Ru(aq) concentration of 2000ppm was chosen. The signal was taken based on the emission spectrum around 372.80nm, in an attempt to circumvent the effects of self-absorption, while the noise was computed from the standard deviation of regions that does not correspond to any elements that could be present. Seventy five (75) accumulations with a gate-delay of 0s and 1ms gate-width was set in order to obtain the results in Figure 5 and 6. Accordingly, in order to determine the effects of laser energy on the signal-to-noise ratio (SNR), the microwave power was held constant and the laser energy was increased from 8mJ to a maximum of 15mJ. It is worth noting that the microwave power was kept below 750W as it was apparent that the degree of liquid splash increased with microwave power. This is a direct result of a more violent ablations as the microwave power was increased. All the tests were conducted at 750W as it was predicted from the literature, [33], higher microwave power yields consistently higher SNR.

Figure 5 shows that the SNR peaks at 10mJ laser energy, in which the signal was found to be present at 76 times the noise. This is to be expected as both the signal and the noise increases with laser energy. The only difference is the rate of which it increases [42]. Consequently, a point where the signal escalates faster than the noise was sought in a laser ablative study. Since it was found that a relatively low laser energy is needed to attain a high SNR, there is no practical reason to increase the laser energy further than the maximum point, 10mJ. This outcome was accompanied by several benefits, one of which is the reduction of sample destruction. This is always a useful trait because some samples are precious either due to their rarity or antiquity causing the need to preserve the sample to the utmost level. After the optimum laser energy has been determined, the relationship between microwave power and SNR was then confirmed and the data compared with the literature. This analysis was carried out at two different laser energies (10mJ and 15mJ) to improve the clarity of the results.
Figure 6 shows an increasing trend of SNR Improvement to microwave power, even at two different laser energies, indicating that the coupling of microwave radiation improves the SNR for the detection of Ru in aqueous solution. It should be noted that, at zero microwave power the SNR was taken to be 1 for graphical presentation of result. This relationship was also consistent with the literature because the magnitude of the impact of microwave employment on a plasma formed mainly by an element with a reasonably low upper energy level has been shown to greatly intensify the signal through the describe re-excitation [30, 32, 43, 44]. As mentioned earlier, the maximum microwave power is not to exceed 750W to maintain the safety and integrity of the equipment. This will inevitably limit the extent of manipulating the variable. From a comparably similar study that was undertaken for Indium detection in aqueous solution [33], it was found that that the highest microwave power used was 1.2kW to which it resulted in the highest SNR. Even though the same relationship was exhibited for this indium analysis, higher microwave power causes a larger SNR, the effects of using microwave power higher than 750W for the detection of Ruthenium with MW-LIBS remains to be seen.

Figure 6: Microwave dependence with described parameters at laser energy of 15mJ, blue, and 10mJ, orange
To present the capability of microwave as an enhancer, the temporal evolution of the sample was investigated. To achieve this using MW-LIBS, a 1000ppm ruthenium sample was examined based on 349.894nm detected line was detected at gate-delay step change of 100µs from 0s to 1000µs, constant gate-width of 100µs to ensure no overlapping between the timescale, and 100 accumulation shots. In addition, as determined from prior optimisations, 10mJ laser energy along with 750W of microwave power were used to achieve the results.

As can be seen from Figure 7, after the background emission at 0s, the signal persists all the way up to 1ms. This result was supported by other studies whereby the signal continues up to 700µs and 800µs, for indium (aqueous) and copper (in solid matrix) respectively, due to the extension of plasma lifetime by the microwave [33, 34]. The two sudden rises in peaks, 200ns and 700ns, could indicate misfires by the NFA due to being wetted by water droplets. Regardless, these results emphasise the effectiveness of microwave injection to the analysis.

Before the quantitative analysis of Ru(aq) detection with MW-LIBS was undertaken, two pilot experiments were performed on the liquid matrix sample, distilled water, and the microwave coupling rate based on shot to shot spectra. The reason for this was that an emission was found due to molecular transitions occurred near the 349.894nm line. This was then carried out at 100 accumulation shots, 100ns gate-delay and 1ms gate-width, and 10mJ/750W laser energy and microwave power.
combination in which the specific region was focused, and a transition wavelength that occurs near the similar range was presented into Figure 8.

As shown in Figure 8, in addition to clarifying the absence of signals at the 349.84nm transition line of Ru in zero concentration sample, band signals were received by the spectrometer at a wavelength range denoted as region M, ~351.43 – 353.6nm. Since the blank sample mainly contains the elements of hydrogen (H) and oxygen (O), it is most likely that this emission is a result of the OH* radicals [45] and [46]. The prior suggested that an OH* radical emission could indeed occur from H2O discharge while the latter presented the UV bands of OH* that could occur from the same wavelength range as shown in Figure 8 which are mainly the A2Σ(v=1)→X2Π(v=2) transition. Given this circumstance, as the time-related emission of the decaying plasma studied previously was also at the same span of wavelength, the intensity of the Ru(aq) signal relative to the OH* band, both taken as the average peak values, was also investigated.

![Figure 8: MW-LIBS spectra of a flow without Ru, (a), and with 100 ppm Ru(aq), (b), recorded at similar laser energy and microwave power](image)
It should be noted that, spectrum at 0μs delay was brought to the baseline for this. All points were shown to have negligible increase as time progresses. With respect to this finding, the molecular emission of the OH* band was found to have no substantial effect on the detection of Ru(aq) implying that higher energy from the laser and microwave was absorbed for the excitation of the chemical species of interest instead of by liquid matrix.

Previously, it has been observed that not every microwave pulse produces optimum microwave-plasma coupling. This outcome is because some small water droplets may reach the tip of the NFA reducing its efficiency. The success rate of the microwave coupling on the laser induced plasma was investigated based on 100 single laser shots at 10mJ and 750W laser energy and microwave power pair, and 0ns gate-delay with 1ms gate-width. The deciding factor of what is a coupled plasma and what is not was determined from the presence or absence of the emissive signal at 379.935nm line. It was found that only 43 out of the 100 pulses generate strong Ru signal. It was concluded, for liquid detection, the coupling efficiency between the microwave and the laser induced plasma is 43%.

To understand the plasma parameters, plasma temperature has been measured using Boltzmann plot [47]. 5% CaCl\textsubscript{2} was added to water at 100 ml level to make aqua solution. To evaluate the plasma temperature in the aqua phase, three strong Ca I lines have chosen, namely, Ca I at 422.67 nm, Ca I at 430.25 nm and Ca I at 458.59 with variety of upper state energy level ranging from 2.93 eV – 5.3 eV. Figure 9 shows the typical example of Boltzmann plot which yields a plasm temperature of 3965±165 K, measured at laser energy and microwave power of 10mJ and 1200 Watt respectively.

![Figure 9: Boltzmann plot using Ca I lines at 10 mJ and 1200 W, 2 μs gate-delay and 500 μs gate-width.](image-url)
In order to quantitatively detect the presence of Ru(aq) using MW-LIBS, a calibration curve was constructed using varying concentrations of Ru(aq) ranging from 50 ppm to 600 ppm. To ensure no background emission, 100 accumulated shots, at 100 ns and 1 ms of gate-delay and gate-width respectively were made. The transition at 349.894 nm was used due to its greater emission response and highest transition probability of the three lines chosen for this study, while being unaffected by the molecular emission of OH*. In addition, the laser energy and microwave power used were 10 mJ and 750 W respectively. It is worth noting that, the signals corresponding to each concentration were corrected for any possible convoluted noise based on average of three peak points in close vicinity to the line all of which to accommodate for worst-case scenario. Thus, Figure 10 represents the calibration curve for Ruthenium detection using MW-LIBS.

Figure 10 shows an increasing trend of signal with the concentration of Ru(aq). The regression has a high $R^2$ value, 0.9616, for the regression analysis with an intercept set to the origin and this suggests that the plot is statistically valid. Since three independent [Ru(aq)] measurements were performed, the vertical error bars were based on the deviation in signal intensity of these three measurements whilst the horizontal error bars were calculated based on equipment error during standards preparation. Thus, the LoD was calculated using: $LoD = k\bar{s_i}/b$. where; $k$ is the implemented confidence level (95%) which yields a magnitude of 3; $\bar{s_i}$ is the average background standard deviation; $b$ is the slope of the calibration curve [22, 25]. The error in the LoD was then taken from the deviation in the slope, which specifically is, a slope constructed from the extremum points of the error bars. Consequently, the LoD of Ru(aq) for this study is 957±84 ppb.
4. Conclusion

The detection of Ru(aq) using MW-LIBS was successfully demonstrated in real-time, and at ambient pressure and temperature conditions, for the first time. This was achieved by directing the laser and microwave towards an open jet aqueous liquid sample of ruthenium at varying concentrations ranging from 50ppm to 2000ppm. It was found that the high sensitivity detection of ruthenium using LIBS at ambient conditions was insufficient and requires the enhancement of microwave injection. Furthermore, an optimum laser energy and microwave power combination of 10mJ and 750W were determined but in the absence of maximum turning point for the microwave power analysis. It was observed, for liquid detection, the coupling efficiency between the microwave and the laser induced plasma is 43%. Based on the MW-LIBS signal intensity versus [Ru] plot, the Ru(aq) LoD was determined to be 957±84ppb. Thus, the MW-LIBS technique is suitable for online monitoring of Ruthenium traces with concentration down to ~ 957ppb at ambient conditions.
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Abstract:
The detection of silver using microwave-assisted laser induced breakdown spectroscopy (MW-LIBS) is demonstrated in solid and liquid samples at a 338.28 nm emission line. For solid sample analysis, the limit of detection (LoD) with a gated detector has been compared with a portable spectrometer with non-gated detector. The LoD achieved by the gated and non-gated detectors are 4.5±1.0 ppm and 7±2.3 ppm, respectively. For aqueous silver, The LoD was found to be 385±51 ppb. The LoD using MW-LIBS is more effective in liquid samples analysis than solid sample analysis for atomic detection. For MW-LIBS, it was observed that relatively low laser energy is sufficient to develop calibration curve and achieve outstanding LoD.

Keywords: Silver, quantitative detection, aqueous solution, gated and non-gated spectrometry.

1. Introduction
The precise, accurate and fast detection of precious metals is becoming an important aspect of the mining industry, in terms of exploration, development and production. Silver is one of the world’s most precious metals of the platinum family with uses across a wide variety of application such as antimicrobial, disinfectants, biosensor materials, composite fibres, cryogenic superconducting materials, cosmetic products, electrical components, food packaging, functionalized plastics, wound dressings, photographic materials and processing, electroless plating, coating, brazing and soldering uses, etc. 1-6. Due to its intensive usage, it is suggested that silver is likely end up in the environment through landfill, wastewater, soil surface, and contamination of surface waters by natural leaching caused by bedrock and mining activities. Silver may exist in different oxidation stages such as Ag\(^0\), Ag\(^+1\), Ag\(^+2\) and Ag\(^+3\) 7. Only a few silver compounds are deemed to be toxic, for example Ex. silver thiosulfate complex (less toxic), and silver nitrate (most toxic) 8. However, the wastage of silver, given its economic value requires fast effective detection for proper quantification.

Several analytical techniques involving digestion methods for analysing quantification of precious metals are reported in the literature. These include, for instance fire assay, wet acid
treatment, direct chlorination, alkaline oxidation fusion, etc. Maria Balcerzak reviewed all the digestion methods including the advantages and hindrances of these methods. However, only a few detection techniques for silver are reported in the literature are the silver-specific DNA, and visual detection based on gold nanoparticles (AuNPs) for silver ions. These techniques are limited to liquid samples and a long detection time. Laser induced breakdown spectroscopy (LIBS) technique is a promising fast detection technique that may satisfy the requirements of mining industries due to its substantial unique characteristics such as in situ, online and multi-element analysis with minimal or no sample preparation.

However, using LIBS. Daniel et al. detected silver in ore samples and reported a limit of detection (LoD) of 1 ppm. R W Septianti et al. checked the authenticity of silver jewellery and calculated the LoD of 2.74%. I. Rehan et al. used monosodium glutamate and reported a detection limit of 0.57 ppm. However, there is a limitation to the LIBS technique in that it cannot estimate the extent of metals with complex structures, elements with high content (due to matrix and self-absorption effects). Poor repeatability is also a significant limitation of LIBS. Another important limitation of LIBS observed by this present study’s authors is the need to apply significantly high laser energy for proper signal analysis. For example, Daniel Diaz et al. applied 100-180 mJ laser energy in their experiment, I. Rehan and his group applied about 60 mJ for silver detection in their analysis. The application of high laser energy makes the system more destructive when it is implemented outside the laboratory context.

Microwave-assisted LIBS technique (MW-LIBS) is a promising technique in that it enables the system to be less destructive because it employs significantly less laser energy. It is reported that the MW-LIBS system is more advantageous than LIBS because of certain benefits, for instance long plasma lifetime, larger volume, strong emission intensity, better stability and ability to reduce self-absorption. For example, Viljanen et al. observed an approximate 93-fold higher LoD with MW-LIBS compared to LIBS for copper at 2.5 mJ laser energy. Adeel Iqbal et al. reported a 14-fold improved LoD of indium than LIBS at only 2.5 mJ laser energy. M Wall et al. reported 11.5-fold enhanced LoD for indium at a laser pulse fluence of 85.2 J.cm⁻². Ahlam et al. established 8-fold improved LoD with MW-LIBS for palladium at 650 J.cm⁻². Similarly, Khumaeni et al. reported about 32-fold enhancement for gadolinium (Gd) at 5 mJ laser energy.

This work focusses on the evaluation of MW-LIBS for silver detection in a laboratory at ambient condition in solid and liquid phase. The study will be carried out with two spectrometers, namely a spectrometer with an ICCD camera and a portable small spectrometer.
without an ICCD at low laser energy. The focus is comparing the detection limit using both the spectrometer with MW-LIBS in order to make the system compatible with practical conditions outside the laboratory. The experiment includes microwave dependence on signal-to-noise ratio (SNR), plasma temperature and electron density measurement and quantitative detection of silver. Calibration curve and the LoD was calculated using standard ore samples with different contents of silver.

2. MW-LIBS experimental setup

A schematic diagram of the MW-LIBS experimental setup is presented in Figure 1(a) and Figure 1(b) for solid and liquid detection, respectively. A Q-switch second order harmonic Nd:YAG laser with a wavelength of 532 nm was utilized as a light source. The pulse width was ~6 ns with a repetition of 10 Hz. A combined half-wave plate (HWP) and Glan-laser polarizer (P) was used for controlling the ablating pulse energy. The laser energy was measured with a Pyroelectric sensor (ES 220C). The laser beam was allowed to pass along the sample surface by a dichroic mirror (DM) with a high reflectivity in the spectral range of 500-550 nm. Then the beam was focussed on the sample surface using a fused silica lens (with f=100 mm). Propagation of the laser beam was at a 15° angle to the vertical surface and the spot size was estimated to be 7.32 µm. In this experiment, 2 mJ laser energy was considered while 1-3 mJ laser energy was used for the smallest amount of laser energy in our experiment. To achieve ablation from the fresh sample surface for each shot, the sample was placed on a rotating disk at an angular velocity of 7 revolutions per minute. A second continuous-wave (CW) laser armed with a cameras served to monitor the uniform height between sample and laser beam with a camera connected to a display unit.

For liquid samples, a steady liquid circulation system was used. To achieve this, a peristaltic pump (Ismatec, MW-MSC 1), a 25 ml syringe as a sample reservoir, a circular nozzle with a 0.8 mm diameter and a collection funnel were connected to rubber-plastic tubing (Masterflex 6485-16). This process created the liquid circulation system as shown in Figure 1(b). At 360 rpm of pump operation, ~50 ml solution from liquid samples was periodically added to the syringe in order to avoid any bubble in the liquid circulation system.

A water-cooled 3000-Watt Seirem microwave system was utilized with a frequency of 2.45 GHz. The microwave was directed via a WR340 waveguide to a 3-stub impedance tuner and then to a waveguide-to-coaxial adaptor (WR340RN) through a quartz window. The waveguide-to-coaxial adaptor was connected to a 1 m flexible coaxial cable (50 Ω NN cable) with 0.14 dB @ 2.45 GHz. One end of this coaxial cable was connected to a semi-regid cable (RG402/U).
To avoid contamination from the silver coating for core wire, the tip of the other end of the wire was soldered to pure platinum wire (99.9%) to act as a near field applicator (NFA). The NFA was positioned 1 mm above the sample surface and 0.5 mm horizontally away from the ablation spot. Microwave pulse duration and microwave power were controlled with an analogue signal from an Aim-TTi type pulse generator. For solid matrix and for liquid matrix, 450W and 1200 W microwave power was used respect at pulse duration of 1.5 ms.

To analyse the plasma emission resulting from ablation, two spectrometers were employed, namely the gated (spectrometer with ICCD) and non-gated (spectrometer without ICCD) types. For the gated detection, the plasma emission was collected directly through a perforated parabolic mirror (FL=152 mm) and then focused by a plano-convex lens (FL=100 nm), onto the sample by a plano-convex UV fused silica lens with a focal length of 100 mm and diameter of 50.8 mm. The emission was collimated by plano-convex lens (FL=100 nm) and then focused by an off-axis parabolic mirror. A second lens (FL=20 mm) coupled the emission onto an Achromatic Reflective Coupler (ARC), which is connected to a 7-fibre bundle (Thorlabs, BFL200HS02). The fibre bundle was Round-to-Linear Bundle, 7 x Ø200 µm Core. The spectrometer (Andor Shamrock 500i) with a grating of 2400 lines/mm has a spectral resolving power of 10,000, i.e., the spectral resolution is 0.031 nm in the 320-332 nm spectral range. An intensified CCD camera (Andor, iStar) recorded the spectral signal, which was then synchronized with the laser and the microwave generator with an external signal delay box (Princeton Technology Corporation). In this study, the microwave pulse duration was kept constant at 1.5 ms.

Referring to non-gated spectrometry, the plasma emission was collected by a 600 µm, 0.25 m long, solarisation-resistant fibre. The fibre, placed 20 mm away from the plasma, was connected to a Mayo2000-Pro (Ocean Optics) equipped with a 25 µm entrance slit and nitrogen gas purge port. The spectrometer had a vacuum deep UV mirror and a UV Holographic grating with a groove density of 1200. Spectra were recorded by a windowless and back-illuminated uncooled detector (Hamamatsu S10420). The detector contains 2048 x 64 active pixels and a quantum efficiency of 60% at 250 nm; this configuration improves light collection and signal-to-noise ratio significantly. The integration time was fixed at 8 ms for this spectrometer with wavelength ranging from 179 nm to 400 nm.
2.2 Samples

The study was carried out with solid ore samples and high purity standard of 1% liquid silver for calculating the silver detection limit. Certified reference materials from GEOSTATS Mining Industry Consultants Reference material Manufacture and Sales was purchased, namely, GBC915-3, GBC616-2, GLC915-1, GBC916-3, GLC316-2, and GLC615-6. These samples containing silver of different certified concentrations (58±5 ppm -1373±84 ppm). All the samples were made by paste mixing with distilled water and organic binder. The paste was placed in a circular disk to make pellets and then dried with a dryer. All the samples were
prepared as the same type of pellets for the best suited on the rotating disk. The liquid silver of 1% was purchased from choice analytical for analysis purposes. The liquid samples of different concentrations (10 ppm - 500 ppm) were prepared by diluting the pure sample with distilled water.

3. Results and discussion

3.1 Spectral information

Typical silver atomic lines recorded using MW-LIBS are presented in Figure 2. Silver (Ag I) has two strong transition lines at 328.06 nm and 338.28 nm with the same transition $5P \rightarrow 5S$ which is between 0.0 cm$^{-1}$ - 30472.66 cm$^{-1}$ and 0.00 cm$^{-1}$ - 29552.05 cm$^{-1}$. Copper has a very strong line at 327.4 nm which is closer to 328.0 nm (Ag I) as shown in Figure 2. For that reason, the line at 328.06 nm was not considered for this study. The experimental analysis was continued for both LIBS and MW-LIBS with two different spectrometers (variable configurations) but at relatively low laser energy (2 mJ), LIBS did not give any visible spectra for Ag at 338.28 nm as shown in Figure 3(a) and Figure 3(b). It is seen from Figure 3 that the signal with the portable non-gated spectrometer is smaller (Figure 3(b)) than when employing the gated spectrometer (Figure 3(a)). This may be due to the gated spectrometer’s detector gain. The aim of this study was to determine the spectra at very low laser energy. At 2 mJ, MW-LIBS shows sufficient signal strength for calculating the limit of detection (LoD). Figure 3(c) represents the silver spectra in liquid phase. To check the contamination of silver from distilled water, the experiment was conducted for distilled water utilizing the same operating conditions that are illustrated in Figure 3(c) (black). It was observed that no contamination of silver from distilled water occurred. The experiment for liquid silver was conducted at 10 mJ laser energy, which was higher than the laser energy in solid phase because of inconsistent laser plasma below 10 mJ in liquid samples. Figure 4(a) and Figure 4(b) show the samples emission spectra of Ag I at 338.28 nm for different concentrations of Ag with MW-LIBS in solid and liquid of silver containing samples, respectively.
**Figure 2.** Typical MW-LIBS silver signal from certified ore sample at 2mJ laser energy, 450 W microwave power, 1ns gate-delay, 1000 µs gate-width with an average of 30 shots, LIBS (blue), MW-LIBS (red).

**Figure 3(a).** Signal from 1373 ppm Ag containing samples at 2mJ laser energy, 450 W microwave power, recorded with gated detector of 1ns gate-delay, 1000 µs gate-width with an average of 30 shots, LIBS (blue), MW-LIBS (red).

**Figure 3(b).** Signal from 1373 ppm Ag containing samples at 2mJ laser energy, 450 W microwave power, 8 ms recorded with non-gated detector with integration time with an average of 30 shots, LIBS (blue), MW-
**Figure 3(c).** Typical MW-LIBS signal of 500-ppm Ag containing liquid sample at 10mJ laser energy, 1200 W microwave power, recorded with gated detector at 2 µs gate-delay, 500 µs gate-width with an average of 100 shots, distilled water (black), 500 ppm [Ag] (red).

**Figure 4(a).** Typical spectra of MW-LIBS signal of different silver concentration from certified ore samples at 2mJ, 450 W, 1ns gate-delay and 1ms gate-width

**Figure 4(b).** Typical spectra of MW-LIBS signal of different concentration with liquid samples at 10 mJ, 1200 W, 2 µs gate-delay and 500 µs gate-width
3.2 Signal to noise ratio measurement

To justify the operating conditions used for calculating the limit of detection, the dependence of microwave power at different laser energies was investigated for optimized signal-to-noise ratio (SNR). Figure 5(a) and Figure 5(b) present the silver SNR with solid and liquid samples, respectively. It is seen from Figure 5 that, at very low laser energy, there is sufficient SNR with MW-LIBS where there is no signal with LIBS only both in solid (1-3 mJ) and liquid (5-10 mJ), respectively. This is due to the signal microwave system’s enhancing ability. The external energy supplied, using the microwave radiation, will sustain free electrons present within the laser induced plasma. These reenergized free electrons act as an excitation source, via collisional processes, leading to an extended life, which in turn finally results in signal enhancement 21, 25. Figure 5(a) shows that the increase in SNR with increasing MW power in solid samples differs slightly from the liquid samples. For the solid sample, SNR increases until 600 W is reached and beyond this figure there is no significant impact of microwave power on SNR. The same result was documented in our paper on chlorine 26 and an unpublished report on sulphur. On the other hand, microwave power yields a significant impact on SNR in the case of liquid samples as shown in Figure 5(b). There is always an increasing order of SNR when the microwave power also increases. A microwave power below 600 W has not been considered in this study due to the instability of microwave plasma. The other reason for the weaker plasma from LIBS is explained by the reflective nature of the thin water jet, which requires more microwave power for proper coupling with LIBS plasma. The results published by Matthew Wall et al. 21 support our experimental outcomes. Laser energy below 5 mJ is not suitable for plasma formation in a liquid jet.
**Figure 5(a).** Signal to noise ratio (SNR) for solid sample with 1373 ppm [Ag] at 150 µs gate-delay, 500 µs gate-width and 30 shots.

**Figure 5(b).** Signal to noise ratio (SNR) for liquid sample with 1000 ppm [Ag] at 1ns gate-delay, 1000 µs gate-width and 50 shots.
3.3 Plasma temperature and electron density measurement

To study the MW-LIBS plasma, detailed information about plasma parameters is required. Considering the local thermodynamic equilibrium (LTE), the plasma temperature was measured using Boltzmann plot \(^{27}\). To measure the plasma temperature for liquid matrix four strong lines of Ca I were used. The spectral information from NIST for plasma temperature measurement is given in Table 1. The Boltzmann plots Ca I is shown in Figures 6. The plasma temperature calculated for liquid matrix using MW-LIBS was \(4122 \pm 192\) K at 10 mJ and 1200 W. This analysis employed minimum laser energy and microwave power for silver detection. For solid sample, 2 mJ laser energy with 450 W microwave power gave sufficient SNR for developing calibration curve but for liquid, we employed 10 mJ laser energy with 1200 W microwave power. The reason for using relatively high laser energy and high microwave power is to ensure consistent MW-LIBS plasma.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>(A_k) ((s^{-1}))</th>
<th>(E_k) (eV)</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>364.44</td>
<td>(3.55 \times 10^7)</td>
<td>5.3</td>
<td>7</td>
</tr>
<tr>
<td>422.67</td>
<td>(2.18 \times 10^8)</td>
<td>2.93</td>
<td>3</td>
</tr>
<tr>
<td>430.25</td>
<td>(1.36 \times 10^8)</td>
<td>4.779</td>
<td>5</td>
</tr>
<tr>
<td>445.48</td>
<td>(4.70 \times 10^7)</td>
<td>4.681</td>
<td>7</td>
</tr>
</tbody>
</table>
The electron density of the MW-LIBS plasma was calculated using a well-isolated spectral line of Ag I at 338.288 nm with a transition of $5P^2P_0 \rightarrow 5S^2S$. The plasma electron density was calculated using the relation of full-width-half-maximum (FWHM) and electron density as expressed by Harilal et al.\textsuperscript{29} The stark width broadening parameter for Ag I at 338.28 nm was considered as 0.00392 Å and 0.004 Å.\textsuperscript{30} The full-width at half-maximum (FWHM) was measured using the stark broadened silver line as depicted in Figure 7. The FWHM was corrected by subtracting the instrumental broadening. The instrumental broadening was measured to be 0.0321 by recoding the Hg line at 253.6 nm. The electron density measured for solid plasma was $4.95 \times 10^{17} \text{cm}^{-3}$ at laser energy and microwave power of 2 mJ and 450 W, respectively, while for the liquid plasma; it was $5.12 \times 10^{17} \text{cm}^{-3}$ at laser energy and microwave power of 10 mJ and 1200 W, respectively. It was observed that electron density in liquid plasma was comparatively lower than solid plasma considering laser energy. To understand if the plasma is at local thermodynamically equilibrium (LTE), the McWhirter criterion was calculated using equation \textsuperscript{1} \textsuperscript{31}. Considering $\Delta E = 5.03$ eV and $T = 2747$ k for solid samples, the lower limit of electron density was calculated using equation \textsuperscript{1} and found to be $1.06 \times 10^{16}$

**Figure 6.** Boltzmann plot made from Ca I lines at 10 mJ laser energy, 1200 W microwave power, 2 µs gate-delay, 500 µs gate-width.
cm$^{-3}$. For the liquid plasma the lower limit of electron density was 1.51x10$^{16}$ cm$^{-3}$ considering $\Delta E = 5.3$ eV and $T = 4019$ k. These values are much lower than the electron densities calculated for solid and liquid samples, which substantiates the LTE condition:

$$N_e \geq 1.6 \times 10^{12} \Delta E^3 T_e^Z$$ ...

(1)

3.4 Quantitative detection of Silver

Calibration curves were generated using the MW-LIBS signal for both solid and liquid matrices. Calibration curves were developed using the strong silver line at 338.28 nm. For calculating the LoD in solid and liquid phases, the experimental conditions were different.

3.4.1 LoD of silver in solid phase

For the certified ore sample, the experimental conditions were 2 mJ laser energy, 450 W microwave power, 1 ns gate-delay, 1 ms gate-width with accumulation of 30 shots. Figure 8(a) shows the calibration curve for solid silver with gated spectrometer. LoD was calculated using the 3-sigma method $^{32,33}$ and found to be 4.5±1.0 ppm LoD. The same experiment was done.
with a non-gated portable spectrometer as shown in Figure 8(b), and here the LoD was 7±2.3 ppm. It was evident that a portable spectrometer can detect silver with MW-LIBS, which helps to make the experimental system portable for outside uses. LoD was calculated for liquid silver samples by developing the calibration curve.

3.4.2 LoD of silver in liquid phase

Figure 8(c) shows the calibration curve for liquid silver at 10 mJ laser energy and 1200 W microwave power. What emerged was an improved LoD of silver in liquid matrix that was better than the solid matrix. The relatively lower noise in liquid phase with MW-LIBS is the main reason for improved LoD. The LoD found in liquid samples was 385±51 ppb.

However, the studies 13-15 have been undertaken for the detection of silver as discussed in the introduction section. To the best of our knowledge, the best LoD for silver was reported by Rehan et al. 15 using silver containing salt samples. They reported LoD as 0.57 ppm which is lower than our present study of 4.5 ppm, but they employed high laser energy (60 mJ) while our experiment was conducted with only 2 mJ laser energy. To the best of our knowledge, our study is the first to report silver detection in liquid samples with MW-LIBS. Paing et al. reported 3.1 ppm silver detection in liquid via the liquid sampling-atmospheric glow discharge optical emission spectroscopy (LS-APGD-OES) method 34.
Figure 8(a). Calibration curve of solid silver with MW-LIBS at 2 mJ laser energy, 450 W microwave power, 1 ns gate-delay, 1 ms gate-width with accumulation of 30 single shots.

Figure 8(b). Calibration curve of solid silver with MW-LIBS at 2 mJ laser energy, 450 W microwave power, 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 30 single shots.
4. Conclusion

Quantitative silver detection with gated and non-gated spectrometers using microwave-assisted LIBS technique is reported for the first time. Silver detection has been described here for solid and liquid samples. The limit of detection with laboratory-scale gated spectrometer was compared to the portable non-gated spectrometer. The MW-LIBS technique is more sensitive in liquid than in solid for achieving a superior detection limit. The experimental study was carried out at very low laser energy, the objective being to establish the effectiveness of MW-LIBS when compared to LIBS. It has been shown that MW-LIBS is able to achieve a strong signal with low laser energy, yet LIBS is unable to detect any signal by using silver at 338.28 nm. The limit of detection reported in this study is 4.5±1.0 ppm in solid and 0.385±0.051 ppm in liquid. The detection limit of silver is also calculated using a portable spectrometer at 7±2.3 ppm.

Figure 8(c). Calibration curve of silver in aqua phase with MW-LIBS at 10 mJ laser energy, 1200 W microwave power, 2 µs gate-delay, 500 µs gate-width with accumulation of 50 single shots.
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Abstract:
The signal enhancement tendency of Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS) are reported in this study. Six elements with emission lines at upper energy level (UEL) ranging from 3.65 eV to 6.86 eV were selected, namely Ag, Cu, Fe, Mg, Pb and S. The signal-to-noise (SNR) improvement, for each element, has been examined experimentally and the effects of microwave power and detector gain on signal enhancement were assessed. The plasma temperature has been evaluated, based on Ca I and Pb I lines, as function of microwave power and time delay. It is found that the SNR improvement inversely depends on the value of UEL. Using microwave radiation, significant enhancement is possible for the elements with the UEL below 5eV and the cut-off limit of signal enhancement is found to be ~7eV. Based on data, a simple model is developed to predict the SNR improvement for elements. The model predicts that the highest SNR improvements may be achieved for potassium, namely 530±15 times and 150±4 times, with and without detector gain, respectively. Based on atomic detection, it is demonstrated that microwave radiation will not improve SNR for elements such as fluorine, chlorine, bromine and iodine. It confirms that plasma temperature in MW-LIBS plasma is virtually independent of delay-time and the microwave exerts no reheating impact in plasma. The detection of sulphur at 180.73 nm, using a portable spectrometer equipped with a non-gated detector validated the model. Employing 10 mJ at 532 nm, 2-fold signal enhancement and 312 µg/g limit of detection was recorded experimentally. The model is based on 5 mJ laser energy.

Keywords: MW- LIBS, Upper state energy level, SNR improvement model, Sulphur, Detection limit.
1. Introduction:
Laser induced breakdown spectroscopy (LIBS) has become popular due to its outstanding advantages, such as no need for sample preparation, fast, easy to operate. Conversely, LIBS suffers in terms of sensitivity, self-absorption, matrix of material. Many techniques have been developed and applied to improve the sensitivity of LIBS [1-5]. More precisely, double pulse LIBS (DP-LIBS), spark discharge LIBS (SD-LIBS), resonant LIBS (RELIBS), nanoparticle LIBS are found to be effective approach to improve the analytical performance of LIBS. Zhao et al. found 3 times improved LoD for Pb in soil using DP-LIBS [6]. Jiang et al. demonstrated 3-9 times improved LoD for Pb I, Fe I and Al I at 368.35 nm, 358.12 nm and 396.15 nm respectively using SD-LIBS than LIBS [7]. Khachatrian et al. claimed the significant enhancement for H, C and Si with RELIBS [8]. However, there are limitations of these techniques. For example, SD-LIBS technique is limited with conductive samples and currently predominately used for alloy analysis [9]. Dell’Aglio et al. reported that nanoparticle enhanced LIBS requires careful sample preparation [10]. MW-LIBS has been demonstrated as well suited for the signal enhancements and improve the limit of detection (LoD) [11-13].

1.1 MW-LIBS signal enhancement
The MW-LIBS mechanism relies on the coupling of microwave radiation with laser induced plasma at a critical electron density. The critical electron density is about \(7 \times 10^{10} \text{ cm}^{-3}\) for microwave radiation at 2.45 GHz [14]. Initially, the laser induced plasma consists of high electron density in the order of \(10^{17} - 10^{19} \text{ cm}^{-3}\) where the plasma acts as a reflector to the microwave [14] but during the relaxation of plasma, the electron density at the periphery of the plasma falls below the critical electron density. This allows the microwave, through the electromagnetic field, to drive the motion of free electrons and provides the kinetic energy to excite the surrounding atoms and ions via multiple electron-atom and/or electron-ion collisions. As long as the microwave is coupled with plasma, the emission’s lifetime increases to the microwave duration.

MW-LIBS offers several benefits, for example long plasma life, strong uniform plasma emission intensity, stability over time and the ability to reduce self-absorption [11, 12, 15, 16], which subsequently enhances the signal’s intensity. It is interesting to consider that the signal enhancement with MW-LIBS is different as noted in the literature although the experimental conditions were not the same. Viljanen et al. observed ~100 times greater signal enhancement with MW-LIBS than LIBS at 0.8 mJ laser energy for Cu I at 324.75 nm [12]. Tampo et al. observed a ~50 times enhancement at 5 mJ for Gd II at 367.12 nm [17], while Khumaeni et al. 
observed a 10-fold improvement for Ca I at 422.6 nm and a 40-fold enhancement for Gd I at 470.9 nm at 5 mJ [11, 18]. Meanwhile, Liu et al. found enhancement of 33, 22, 16 and 11 for Na I at 589.6 nm, Ca I at 422.7 nm, Mg I at 285.2 nm and Al I at 396.2 nm, respectively [14]. Wall et al. obtained a signal enhancement of 60 times for In I at 451.13 nm [13]. Ahlam et al. achieved 92 times enhancement for Pd I at 340.46 nm [19]. Abu et al. observed 76 times signal to noise ratio improvement in ruthenium aqua solution at 10 mJ [paper submitted]. However, it is important to study the factors, which effect the MW-LIBS signal enhancement.

1.2 Sulphur detection

An accurate and reliable detection of sulphur is important in many industrial processes. Sulphur is important non-metal light element that affects the matrix of a material [20, 21] and the oil refining system [22]. Liu et al. reported that sulphur content plays an important role in arsenic volatilisation and especially in coal burning [23].

The high energy level of sulphur has made the optical emission difficult to analyse. For example, most of its energy levels are high (7-8 eV) and lies below 190 nm. Other atomic levels are near the infrared region with high energy levels and lower transition strength [1, 24]. Nevertheless, the disadvantage of using these lines is the strong influence of atmospheric O2 [25]. For that reason, all the potential detection wavelengths of sulphur are reported in the literature such as in the ultraviolet [1, 24], visible [21, 26] and near infrared [22, 27]. LIBS is considered to be the best technique in most studies for detecting sulphur because of its successfully direct quantitative elemental analysing ability [28]. Many studies have been conducted in low pressure [22, 24, 29-31] and under inert environment [27, 32]. Hrdlicka et al.[33] calculated LoD of 0.025% for sulphur in concrete samples using low pressure helium environment at 100 mJ laser energy. Burakov et al. [1] applied double pulse laser on coal samples and detected sulphur in the 0.1-0.2% range. Trautner et al. [34] achieved 0.14% LoD of sulphur for butadiene rubber (BR) applying a double pulse laser. In addition, Timur et al. [35] applied the double pulse option and achieved 1500 ppm LoD for sulphur analysis of their concrete samples. However, this study is dealing with the application of MW-LIBS for sulphur detection. Khumaeni et al. [11] have demonstrated that the sensitivity of MW assisted LIBS is about 8 times higher than DP-LIBS.

A compact LIBS system is now becoming popular because of its portability and better commercial usage [36]. The wide range of spectral wavelength at a single scan and lower background noise makes the small spectrometer popular for analysing multiple elements in one scan [37, 38]. Despite its instrumental simplicity and compact size, the spectrometer is able to
support analytical studies relevant to archaeological, historical and elemental detection in wider ranges, particularly when quick data acquisition is required in the context large numbers of objects and samples being surveyed [39]. This motivation of the study is two-fold. First, it addresses the MW-LIBS signal enhancement tendency of any elements, and second, to report on the LoD of sulphur using a MW-assisted LIBS technique with a non-gated portable small spectrometer.

2. Experimental

2.1 MW-LIBS setup

Two experimental setups have been used in this study. The first is based on a portable spectrometer and the second based on a laboratory spectrometer equipped with ICCD. The first experimental setup is presented schematically in Figure 1(a). A second harmonic Q-switched Nd:YAG laser, Quantel (Brilliant B) at 532 nm wavelength with an initial beam width of (~3 mm) served as an ablation source with pulse repetition of 10 Hz and pulse width of ~6 ns. A half-wave plate coupled with a Glan-laser polariser was employed to adjust the laser energy, which was measured with a Pyroelectric sensor (ES 220C). The laser beam was focused on a solid sample by using a plano-convex UV fused silica lens (f1 = 100 mm, D1 = 50.8 mm) to generate a tiny plasma on a solid target. The spot size obtained at the focal point was estimated to be 7.32 µm while the propagation of the laser beam was at an angle of 15° to the vertical [13]. To achieve the ablation from fresh sample surface for each shot, the sample was placed on a rotating disk with an angular velocity of 7 revolution per minute. A second continuous wave laser and a camera helped to monitor the exact height between the sample surface and near field applicator [40].

A water-cooled 3 kW Sairem Microwave system was used as microwave pulse at 2.5 GHz. A WR 340 waveguide directed the microwave power through a 3-stub impedance tuner to a waveguide-to-coaxial adapter after passing through a quartz window. The NFA (near field applicator) was connected with a waveguide-to-coaxial adapter via a 1 m flexible coaxial cable (50 Ω NN cable) with 0.14 dB at 2.45 GHz. The NFA was designed to generate a strong electrical field near the tip without emitting any microwave radiation [12]. The NFA was located about 1 mm above the sample surface and 0.5 mm horizontally away from the ablation spot. Microwave pulse duration and microwave power were controlled with an analogue signal originating from an Aim-TTi type pulse generator.
For the spectroscopic detection stage, the plasma emission was collected by a 600 µm, 0.25 m long, solarisation-resistant fibre. The fibre, placed 20 mm away from the plasma, was connected to a Mayo2000-Pro (Ocean Optics) equated to a 25 µm entrance slit and nitrogen gas purge port. The spectrometer has a vacuum deep UV mirror and a UV Holographic grating with a groove density of 1200. The spectra were recorded with a windowless and back-illuminated uncooled-detector (Hamamatsu S10420), comprising 2048 x 64 active pixels and a quantum efficiency of 60% at 250 nm. This configuration improves light collection and the signal-to-noise ratio significantly. The integration time was fixed at 8 ms for the spectrometer as shown in Figure 1(b). Meanwhile the wavelength of the spectrometer ranged from 179 nm to 400 nm. A 99.99% pure N₂ was used as purging gas in the spectrometer with a flow rate of 4 l/min. For analysing the emission spectra, 100 single shots were recorded and then averaged. The optical line, sample holder, NFA and one end of the fibre were placed inside an aluminium box to minimize the residual microwave radiation. The experiment was conducted in an atmospheric environment.

In the second experimental setup, the ablation beam was directed to pass through a perforated parabolic mirror (FL= 152 mm), and then focused by a plano-convex lens (FL= 100 mm), onto the sample via a plano-convex UV fused silica lens with a focal length of 100 mm and diameter of 50.8 mm. The emission was collimated by plano-convex lens and then focused by an off-axis parabolic mirror (OPAM). A second lens (FL= 20 mm) coupled the emission onto an Achromatic Reflective Coupler (ARC), which was connected to a 7-fibre bundle (Thorlabs, BFL200HS02). The fibre was then connected to a spectrometer (Andor, Shamrock 500i with 2,400 lines/mm grating) equipped with an intensifier camera, ICCD (Andor, iStar). The configuration of the spectrometer is described in our previous paper [13, 19, 41, 42].
2.2 Samples

In order to assess the linearity and detection limit of sulphur, solid samples (OREAS 350-351, 600, 603, 620-623) of Rhyodacite matrix containing sulphur of different concentrations (1.07% - 9.07%) were obtained from ORE Research & Exploration Pty Ltd. For signal enhancement and plasma parameters calculation as required in this study, different elements containing samples (OREAS 350-351) of Concentrate matrix were selected and these were purchased.
from the same company. All the samples were prepared as the same type of pellets (20.45±0.1 mm dia. and 1.8±0.02 mm thick) by simple green compacting using aluminium holder that were best suited for the rotating disk. Table 1 represents the spectral lines and spectroscopic data for plasma temperature measurement, signal enhancement and SNR improvement calculation. The elements presented in Table 1 were used to analyse the SNR improvement belonged to the same matrix of OREAS except calcium. Pure CaCl₂ solid powder was used as a source of calcium.

Table 1: Spectral lines in the present work [43]

<table>
<thead>
<tr>
<th>Element</th>
<th>Wavelength, nm</th>
<th>Transition strength, ( A_{k_i} ) ( \sigma S^{-I_j} )</th>
<th>Upper state energy level, (eV)</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>280.20</td>
<td>1.61×10⁰⁸</td>
<td>5.74</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>287.30</td>
<td>3.80×10⁰⁷</td>
<td>5.63</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>363.95</td>
<td>3.20×10⁰⁷</td>
<td>4.37</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>368.35</td>
<td>1.37×10⁰⁸</td>
<td>4.33</td>
<td>1</td>
</tr>
<tr>
<td>Ca</td>
<td>364.44</td>
<td>3.55×10⁰⁷</td>
<td>5.30</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>422.67</td>
<td>2.18×10⁰⁸</td>
<td>2.93</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>430.25</td>
<td>1.36×10⁰⁸</td>
<td>4.78</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>445.48</td>
<td>4.70×10⁰⁷</td>
<td>4.68</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>458.59</td>
<td>2.29×10⁰⁷</td>
<td>5.23</td>
<td>9</td>
</tr>
<tr>
<td>Cu</td>
<td>324.74</td>
<td>1.39×10⁰⁸</td>
<td>3.82</td>
<td>4</td>
</tr>
<tr>
<td>Fe</td>
<td>344.10</td>
<td>1.24×10⁰⁷</td>
<td>3.65</td>
<td>7</td>
</tr>
<tr>
<td>Mg</td>
<td>285.21</td>
<td>4.91×10⁰⁸</td>
<td>4.34</td>
<td>3</td>
</tr>
<tr>
<td>Ag</td>
<td>338.28</td>
<td>1.30×10⁰⁸</td>
<td>3.66</td>
<td>2</td>
</tr>
<tr>
<td>S</td>
<td>180.73</td>
<td>3.27×10⁰⁸</td>
<td>6.86</td>
<td>3</td>
</tr>
<tr>
<td>Zn</td>
<td>330.26</td>
<td>1.20×10⁰⁸</td>
<td>7.78</td>
<td>5</td>
</tr>
</tbody>
</table>

3. Results and discussion

3.1 Signal enhancement

3.1.1 Effect of Microwave power and time delay on plasma temperature

To understand the role of microwave power in signal enhancement, plasma temperature with and without microwave were investigated in this research. This study was carried out with a
non-gated portable spectrometer. Determining plasma temperature is important because plasma temperature is one of the major key factors for signal enhancement. The signal enhancement is the ratio of the signals from MW-LIBS and LIBS. Plasma temperature measurement was measured using two different elements, lead and calcium. Lead and calcium have many strong atomic lines with variety of UEL. These two elements were chosen to verify the plasma temperature. The atomic database is presented in Table 1. Plasma temperature may be calculated using Boltzmann plot. Figure 2 is the typical example of plasma temperature measurement at 5 mJ laser energy and 600 W microwave power as marked red circle in Figure 3 (b). The strong lines of Pb I 280.2 nm, Pb I 287.3 nm, Pb I 363.95 nm, and Pb I 368.35 nm were applied to determine plasma temperature. Figure 3 depicts the effects of microwave power on plasma temperature.

**Figure 2:** Boltzmann plot made from Ca I lines at 5 mJ laser energy, 600 W microwave power, 1ns gate-delay and 1000μs gate-width using a gated spectrometer.

It is observed from Figure 3(a) that plasma temperature is largely dependent on laser energy. Plasma temperatures calculated at 5 mJ, 7 mJ and 10 mJ were 13087 K and 13408 K and 14001 K, respectively. Plasma temperature at zero microwave power provides higher value than with microwave. Microwave radiation leads to an enhancement in plasma duration due to large integration time. The plasma lifetime from LIBS is in fact very short. As soon as the plasma
wanes, the MW provides motion energy to the free electrons and this enhances the plasma lifetime. Microwave radiation does not only increase its lifetime but also plasma size. It has been observed that the plasma temperature for MW-LIBS is almost constant at ~6400 K. Also, note that as the plasma becomes larger, it affects the plasma temperature and electron density. So may be at high microwave power (900 Watt), plasma temperature declines slightly because of the larger plasma. The plasma size as a function of microwave power was published by Iqbal et al.[42, 44]. This result is supported by other research conducted by Khumaeni et al.[11]. The average plasma temperature calculated with LIBS is about 13500 K and with MW-LIBS is 6400 K.

Similar results were found when experimenting with a conventional gated spectrometer as shown in Figure 3(b). This time, strong Ca I lines were considered. In Figure 3(b), LTE square represents the electron density level, which meets the McWhirter criterion. The electron density was determined using the FWHM of strong Ca I line at 422.67 nm and ω of Ca I at 422.67 nm was derived from literature [45]. The value of ω considered in this study was $0.1169 \times 10^{-6}$ nm. The instrumental broadening was determined to be 0.0321 nm by recoding the Hg line at 253.6 nm. The value of $\Delta \lambda_{1/2}$ was evaluated using a simple equation [46],

$$\Delta \lambda_{\text{Total}} = \Delta \lambda_{\text{line}} + \Delta \lambda_{\text{spectrometer}}$$

To understand if the plasma is at local thermodynamically equilibrium (LTE), the McWhirter criterion was calculated using equation (1) [47],

$$N_e \geq 1.6 \times 10^{12} \Delta E^3 T_e^{1/2}$$

Where $\Delta E$ (eV) is the largest observed transition energy for which the condition holds, and $T_e$ is the excitation temperature (K)

It is interesting to note that microwave power caused an increase in electron density until a certain level was reached, which confirmed that an increase in microwave power could improve emission intensity. The microwave power increase can cause more motion energy to the free electrons and make stronger plasma, which subsequently helps to increase the emission intensity.
Figure 3(a). Plasma temperature dependence on microwave power of MW-LIBS at 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 50 single shots using Pb I lines. This experiment was conducted with a non-gated spectrometer.

Figure 3(b). Plasma temperature and electron density dependence on microwave power of MW-LIBS at 5mJ laser energy, 1 ns gate-delay, 1000 µs gate-width with accumulation of 50 using Ca I lines. This experiment was conducted with gated spectrometer.
Since the small spectrometer consisted of a fixed gate-delay and long integration time, the experiments were conducted with a gated spectrometer to demonstrate the effects of time-delay on plasma temperature. In this case, the Ca-containing sample (CaCl$_2$ powder) was used because Ca I has many strong lines as shown in Table 1. Figure 4 shows the effect of gate-delay on plasma temperature. It can be seen from Figure 4 that the plasma temperature was initially high and then after 50 µs gate-delay, the plasma temperature dropped significantly. After 100 µs, plasma temperature was virtually stable until 800 µs except at 350 µs. It is predicted that the variation is due to the coupling effect of the microwave with LIBS plasma. It is predicted that the microwave starts coupling in the 0 to 50 µs range and becomes stable at around 100 µs. This is supported by the electron density calculation in Figure 4 because microwave power cannot couple with high electron density containing LIBS plasma until the electron density drops to a critical value. The critical electron density has been calculated as $1.9 \times 10^{17}$ cm$^{-3}$ for laser energy and microwave power of 5mJ and 600 Watt, respectively. However, the average temperature calculated during delay variation with 50 µs gate-width was 6000 K, where a long gate-width of 1 ms resulted in 6800 K. Figure 3(b) deals with the effect of microwave power on plasma temperature where Figure 4 deals with the effect of time delay on plasma temperature. Figure 3(b) was an independent study than Figure 4. Figure 4 shows that the plasma temperature is independent of time and there is no reheating of the plasma due to microwave coupling. The Microwave can only increase the lifetime of emission intensity as shown in this figure.
3.1.2 Effect of upper energy level (UEL) and detector gain on SNR improvement

The second important variable that affected the signal enhancement is the value of UEL if the plasma temperature becomes constant. It was demonstrated in section 3.1.1 that the plasma temperature is independent on the microwave power. Figure 5 shows four distinguished emission lines, with different UEL of lead (Pb I). These lines were considered because, within these four-wavelength regions, there was no contamination with other lines as indicated in Table 1. Figure 5 shows Pb I signal enhancement for four different UEL. It is evident from Figure 5 there is a sharp increase in signal enhancement at a low energy level (4.33 eV) but enhancement at a high energy level (5.74 eV) is very small for the same operating conditions. The increased in the microwave power yields no signal enhancement based on lines with high-energy upper level. A similar analysis was done with other elements, namely Ag, Fe, Cu, Pb, Mg and, having different UEL as shown in Figure 6. Figure 6 depicts a linear relationship between ln (SNR improvement) and upper energy state.

Using Figure 6, a prediction model has been developed for SNR improvement as made possible by equation (2) written here:

\[
SNR \text{ Improvement} = 810 \pm 100e^{-\left(1.01\pm0.06\right)E_k} \ldots \ldots \ldots \ldots (2)
\]

Where, SNR improvement is the ratio of SNR with MW-LIBS and the SNR with LIBS only, \(E_k\) is the upper state energy level of the element in eV. Equation 4 predicts that potassium (K),...
with eK= 1.62 eV, has the maximum SNR improvement of 150±4 times. On the other end of the energy level, Equation 4 predicts minimum SNR improvement is for carbon C, namely 0.79 times. It is clear that for elements with higher upper energy >7 eV such as chlorine (Cl), fluorine (F), bromine (B), and iodine (I), there will be no signal enhancement using MW-LIBS. The cut-off limit of enhancement in terms of upper state energy level is found to be ~7eV. The recorded MW-LIBS plasma temperature of ~6000K is reason for this cut-off.

**Figure 5.** Signal enhancement of sample OREAS 351 for Pb at 7 mJ laser energy, 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 60 single shots. This experiment was conducted with non-gated spectrometer.
Figure 6. In of SNR improvement against upper energy state of sample OREAS 351 for different element at 5 mJ laser energy, 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 60 single shots. This experiment was conducted with non-gated spectrometer.

To check the effect of the detector gain, the maximum SNR improvement, the same experiment was conducted with a gated spectrometer having ICCD as shown in Figure 7. Experimental conditions and samples were the same. Plasma temperature was measured using lead lines. Figure 7 shows that the detector gain of 50 yields a significant impact on SNR improvement. Figure 7 was determined using all the lines listed in Table 1 without a sulphur line due to the spectrometer’s wavelength limitation.

It was observed that SNR improvement could be increased ~3.5 times more with detector gain than without using detector gain. Using the prediction model, the SNR improvement for any element, based on their strongest transition, has been predicted. Figure 8 shows a typical example of projected SNR improvement for the elements in the periodic table with and without detector gain using equation (3) and (4). Using equation (4), it has been calculated that the SNR improvement of potassium can be improve to 530±15 times by increasing detector gain. In the periodic table, some elements such as Ca, Mg, Cu, Ru, Fe, Ag, In, Pb and S (bold red mark in the figure 8) have been demonstrated experimentally in our lab, which achieved similar SNR improvement as data from prediction model. Few data have been published elsewhere already [12, 13, 19].
\[ SNR \text{ Improvement} = (810 \pm 100)e^{-(1.01 \pm 0.06)E_k} \ldots \ldots \ldots (3) \]

\[ SNR \text{ Improvement}_{\text{with gain}} = (2745.9 \pm 339)e^{-(1.01 \pm 0.06)E_k} \ldots \ldots \ldots (4) \]

**Figure 7.** In of SNR improvement against upper energy state of sample OREAS 351, with gain (red circle) and without gain (blue circle), of different element at 5 mJ laser energy, 750 W microwave power, 0.1 ns gate-delay, 1 ms gate-width with accumulation of 50 single shots.

**Figure 8.** Typical example of projected SNR improvement for elements in periodic table, without detector gain (blue), with detector gain (orange).
3.2 Sulphur detection

3.2.1 Spectral information and enhancement

Spectral emissions in the 180-230 nm range were recorded in LIBS with and without microwave using a portable spectrometer without ICCD as shown in Figure 9 (a). In this study, the strong line of sulphur at 180.73 nm, namely $^3S_0, J=1 \rightarrow ^3P, J=2$, was selected. The other sulphur line at 182.03 nm was not considered due to its comparatively poor transition strength. The spectra in Figure 9 (a) reveal no significant improvement in the sulphur signal. This validates the signal enhancement behaviour with reference to upper energy state. The upper energy state of sulphur at 180.73 nm is 6.86 eV. Figure 9 (b) shows the variation in sulphur signal when sulphur is in different concentrations.

![Figure 9: Spectra of ore samples (a) with LIBS, blue and MW-LIBS, red recorded at 10 mJ/pulse and 0.75 kW microwave power. The spectra of Sulphur of varying concentration with MW-LIBS also recorded in (b). The spectra were accumulated over 100 laser shots with microwave pulse duration 2.5 ms and integration time 8 ms.](image)
3.2.2 Effect of Microwave power on Sulphur Signal and enhancement

The dependence of the MW-LIBS signal intensity on MW power at different laser energies was investigated. The effect of microwave power on signal-to-noise ratio (SNR) for sulphur is presented in Figure 10. As shown in Figure 10, the SNR with MW-LIBS was higher than in LIBS. This is due to increasing the sampling time. The external energy supplied, using the microwave radiation, sustains the free electrons present in the laser induced plasma. These reenergised free electrons act as an excitation source via collisional processes, leading to a longer lifetime [13, 48]. It is evident from Figure 10 that an increase in microwave power does not raise the signal-to-noise ratio significantly, because the increase in microwave power causes a higher noise level with the signal [44]. It is worth noting that the noise level and the data processing was evaluated using the same procedure as our recent published paper [41]. The laser energy does exert an impact on SNR as shown in Figure 10. When the laser energy increases the signal-to-noise ratio also increases. From Figure 10, the best signal-to-noise ratio was 0.45 kW for 5 mJ laser energy. Similarly, this ratio existed at 0.6 kW for 7 mJ and 0.75 kW for 10 mJ, respectively. The SNR improvement is shown in Figure 11 (a). It is important to note that the microwave power does not increase the SNR significantly. Figure 11 (b) shows that the signal enhancement is about double that of sulphur. This confirmed outcome is due to higher UEL (6.86 eV) of sulphur at 180.73 nm, which has been discussed in the previous section.

![Graph showing signal to noise ratio (SNR) for different microwave powers and laser energies.](image)

**Figure 10.** Signal to noise ratio of 9.07 % Sulfur content sample for three different laser powers, at 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 100 single shots. This experiment was conducted with non-gated spectrometer.
3.2.3 Quantitative detection of Sulphur

Calibration curves were produced for LIBS and MW-LIBS using the prepared ore samples. This study concentrated on sulphur detection in solid phase. For plotting the calibration curve, the experimental parameters were 0.6 kW for 7 mJ and 0.75 kW for 10 mJ at 2.5 ms microwave pulse duration and 100 shots serving as the spectral accumulation. Figure 12 shows the calibration curve at 10 mJ laser energy. LoD was calculated with the most usable 3-sigma method [49, 50]. It was observed that MW-LIBS did not help in increasing the signal enhancement for the 180.73 nm line, due to high upper energy as discussed previously. The LoD of sulphur obtained with MW-LIBS at 7 mJ and 10 mJ were 476 µg/g and 312 µg/g.
respectively. The LoD with LIBS were only 525 µg/g and 400 µg/g for 7 mJ and 10 mJ, respectively. The experimental study was carried out in an atmospheric environment. Since this study has been conducted in an atmospheric environment, its results have been compared with other analyses undertaken in this kind of environment. Table 2 represents the LoD of sulphur in solid phase documented in a previous study and our current study. The difference between this study and prior ones is that the application of low laser energy can be done in an atmospheric environment and a portable small spectrometer without having ICCD. The application of low laser energy results in the sample remaining undamaged after the experiment.

![Image](image.jpg)

**Figure 12.** Calibration curve of Sulfur with LIBS, black and MW-LIBS, red at 10 mJ laser energy, 2.5 ms microwave pulse duration and 8 ms integration time with accumulation of 100 single shots. This experiment was done with non-gated spectrometer.
Table 2: Limit of detection from previous and current work

<table>
<thead>
<tr>
<th>Method</th>
<th>Laser Power (mJ)</th>
<th>Additional gas</th>
<th>Detection device</th>
<th>LoD</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIBS</td>
<td>20</td>
<td>Helium</td>
<td>CCD</td>
<td>0.12%</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>Helium</td>
<td>ICCD</td>
<td>0.20%</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>Atmospheric</td>
<td>Photodiode</td>
<td>0.60%</td>
<td>[51]</td>
</tr>
<tr>
<td>Double pulse</td>
<td>55</td>
<td>Atmospheric</td>
<td>CCD</td>
<td>0.15%</td>
<td>[35]</td>
</tr>
<tr>
<td>MW-LIBS</td>
<td>7</td>
<td>Atmospheric</td>
<td>CCD</td>
<td>0.048%</td>
<td>This work</td>
</tr>
<tr>
<td>MW-LIBS</td>
<td>10</td>
<td>Atmospheric</td>
<td>//</td>
<td>0.031%</td>
<td>//</td>
</tr>
</tbody>
</table>

4. Conclusion

Signal enhancement behaviour for atomic detection is demonstrated using the MW-LIBS technique. It is observed that the upper state energy level of any element plays a significant role in signal enhancement. Significant enhancement is possible for the element containing a upper energy state below 5eV but is unable to enhance elements containing higher upper energy (>7 eV) such as chlorine, bromine, fluorine, iodine, etc. This study reports that signal enhancement can be improved by increasing a gated spectrometer’s detector gain. A simple enhancement model is developed based on the experimental data. The projected SNR improvement of elements in the periodic table has been reported with and without detector gain. Potassium is predicted to be the best element with highest SNR improvement while carbon is the poorest. It is also observed that the plasma temperature remains quite stable over time and microwave has no reheating impact on the LIBS plasma. Sulphur detection in ore solid sample was conducted with MW-LIBS to validate the model. Spectral wavelength considered for this study was in the ultraviolet region at 180.73 nm using a portable spectrometer without having ICCD at low laser energy. The signal enhancement for sulphur achieved was ~ 2-fold with MW-LIBS and not LIBS. The LoD reported for sulphur with MW-LIBS was 312 µg/g, which improved LoD 1.4-fold than with LIBS. Consequently, MW-LIBS is a promising technique and emerges as a sound choice for improved detection limit for elements having a low upper energy state.
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In Situ Measurement of Potassium Release during Biomass Combustion Using Laser-Induced Breakdown Spectroscopy: Effect of Silicate on Potassium Release

Haibo Zhao, M.A. Wakil, Jan Viljanen, Qiang Song, Qiang Yao, C. W. Kwong, and Zeyad T. Alwahabi

1. INTRODUCTION

In recent years, because of the energy crisis and environmental issues caused by the consumption of fossil fuels, the renewable energy generated from CO₂ neutral biomass has been attracting more attention. However, biomass usually contains abundant mineral elements, such as potassium (K), calcium (Ca), magnesium (Mg), chlorine (Cl), silicon (Si), and phosphorus (P), which can induce serious technical problems, such as slagging, fouling, and corrosion in thermal conversion systems. Among those elements, K plays an important role in ash-related problems because of its high concentration and volatility. Therefore, it is necessary to carry out detailed investigation to understand the K release characteristics and mechanisms during the biomass thermal conversion process.

Direct combustion is an effective way to utilize biomass for energy generation. Previous researchers have conducted numerous experimental investigations focusing on the migration of K during various biomass combustion. In most studies, biomass was investigated using a fixed-bed or drop tube reactor, and the ash residues were analyzed in order to obtain the distribution of K in gas and solid phases. It was found that a significant part of K (20−100%) is released to the gas phase in the form of KCl, KOH, or K₂CO₃. The distribution of K was correlated to the forms of K and the co-presence of other mineral elements, especially Cl and Si. On the other hand, the combustion temperature can also affect the release ratio. K exists in the biomass as a form of inorganic salts and/or associated with other organics.

When the combustion temperature is lower than 700 °C, the release of K mainly originates from the decomposition of organic K. When the temperature is higher than 700 °C, the inorganic K-containing salts, especially KCl, are directly released to the gas phase due to the increase of vapor pressure. The release rates of K from K₂CO₃ and K₂SO₄ are significantly lower than those of KCl. After devolatilization, part of the organic K and KCl might be transformed into the K embedded with the char (char-K). During the char combustion stage, part of char-K can decompose and be released to the gas phase directly, while the remaining part is likely to be transformed into K₂CO₃ or other inorganic forms and subsequently released to the gas phase. A previous study has indicated that Cl in biomass can facilitate the release of K because of the high volatility of KCl. With the presence of high level of Si in the biomass, K can react with Si to form thermally stable K−silicates to inhibit the release of K.

During combustion, biomass would undergo successively devolatilization, char combustion, and ash-cooking stages. The occurrence forms and corresponding migration characteristics of K may also vary at different stages. Therefore, it is imperative to investigate the temporal release patterns of K during the combustion process. In recent years, along with the development of measurement science and technology, some online measurement methods, such as surface ionization (SI),
eximer laser-induced fragmentation fluorescence, atomic emission spectroscopy (AES), and molecular beam mass spectrometer (MBMS) have been used to detect the profile of K release in the gas phase. For example, Davidsson et al. detected the dynamic release of K during pyrolysis of birch particles using the SI technique. The release curve showed a bimodal distribution at devolatilization and the char pyrolysis stage at a high temperature. Mason et al. measured the spontaneous emission of K during combustion of willow wood pellets using the AES method. They found that the release of K during the devolatilization stage is very small and K was mainly released at char combustion and ash-cooking stages, which is consistent with the results from Jone et al.

van Eyk et al. used planar laser-induced fluorescence to detect the temporal release of K during combustion of brown coal and found that the Na release pattern was similar to that of K during biomass combustion. However, Bläsing et al. conducted the steam gasification experiment of coal at 1400 °C and measured the signals of different K species in the gas phase using MBMS. The results showed that K was mainly released during the devolatilization stage, mainly as Na°/K° and NaCl/KCl. Although the above measurement methods have made significant progress in the measurement of the alkali metal release, there are still some obvious shortages to be resolved. In particular, they are unable to achieve a quantitative measurement of K in the gas phase, which limits further application and mechanistic investigation on K migration during biomass combustion.

Laser-induced breakdown spectroscopy (LIBS) has achieved rapid development and become one of the leading online elemental analysis techniques because of its abilities in simultaneous elemental analysis, fast response, wide adaptability, and low interference. LIBS has been successfully applied to the quantitative measurement of K during combustion of biomass combustion. Hsu et al. pioneered the development of a calibration method for K concentration in a flame field. The calibration result had shown a good linearity when the K concentration in the gas phase is lower than 4 ppm. They used this calibration method to quantify the amount of K released to the gas phase during combustion of pine wood particles. Zhang et al. obtained a linear calibration result in the range of 0–20 ppm by adapting the seeding way of K-containing solutions with an oxidizing atmosphere. The LIBS measurement technique also has some limitations. Even though the LIBS technique can only quantify the total amount of K in all species at one point, it is still considered as an excellent method for in situ elemental analysis, especially in a flame field. In addition, the simultaneous measurement of the particle temperature using a two-color method was also conducted. The results showed that the temporal release characteristics of K during wood particle combustion are similar to those obtained using other online measurement methods as mentioned above. They concluded that the release of K mainly occurred during char combustion and ash-cooking stages, and the release ratio of K during the devolatilization stage is relatively low. However, the calibration ranges in previous research studies are limited. At higher K concentrations, because of the strong self-absorption effect of K in the flame field, the LIBS signal usually appears nonlinear or even saturated. As a result, the content of K in the biomasses used in the existing studies is usually low to allow a reliable measurement signal. The temporal K release behavior from biomass fuels with more abundant K content, especially the information with herbaceous biomass are scarce. Further, the Si content of the biomass used in previous studies with LIBS measurement techniques was relatively low, which implied that the effect of Si on K release is negligible. Nevertheless, studies indicated that Si can significantly inhibit the release of K during biomass combustion by forming stable K–silicates. However, the interactions between Si and K at different stages are likely to be different. Therefore, it is important to understand the temporal release behavior of K from Si-containing biomass and investigate the effect of Si on K release at different combustion stages.

In this study, an improved calibration method was established to allow a broader range of K linear calibration in the flame field for the quantitative measurement of temporal K release during biomass combustion. Willow wood with different Si contents and rice straw were used to investigate the release characteristics and main migration pathways of K during different combustion stages, especially the effect of Si on K release.

2. EXPERIMENTAL SECTION

2.1. Experimental System. Figure 1 shows the experimental system for the simultaneous measurement of K concentration and particle temperature during single particle biomass combustion. The system consists of four parts: the burner and the gas handling system, the seeding system, the optical setup for LIBS, and temperature measurement system.

A Hencken style flat burner was used in the experiment, and the structure has been described elsewhere. Briefly, the burner consists of two copper tubes, and the internal diameter of the inner tube is 23.4 mm while that of the internal diameter of the outer tube.
is 40.5 mm. The fuel, CH₄, was supplied with the inner tube through a packed bed and then evenly distributed into 58 stainless steel tubes with an internal diameter of 1 mm before entering the burner. Each fuel jet is directly adjacent to six hexagonal air flows where the combustion air is first fed through a packed bed and then a stainless steel honeycomb with an inner brass tube before entering the burner. CH₄ and air are mixed above the burner to form a uniform and stable flat flame. Co-flowing N₂ was also fed into the outlet of the brass tube to enhance the stability of the flame. The CH₄ flow rate was fixed at 450.0 mL/min, and the air flow was fixed at 5.0 L/min. The N₂ co-flow was fixed at 8.0 L/min. The resulting equivalence ratio was about 0.86. Table 1 shows the exhaust gas composition with the above combustion configuration. The temperature of the exhaust gas above the burner is 1570 ± 70 K measured using a R-type thermocouple and corrected using the radiation-correction method. In the biomass combustion experiment, the cylindrical biomass pellet was supported by a platinum wire horizontally located 5 mm above the center of the burners. The cylindrical biomass pellet was placed vertically on the platinum wire.

Before each experiment, the Pt wire was cleaned using HNO₃. The K seeding system was built for the calibration of K concentration in the high-temperature field for further quantifying the K concentration released during the combustion of biomass pellets. It consists of a bottle containing 100 mL of KCl solution with a mass percent of 8% and an ultrasonic nebulizer located under the liquid surface. During the calibration process, a fog of droplets containing KCl salt was produced in the bottle by a nebulizer. A stream of CH₄ and air mixture was used as a carrier gas. It carried the K-containing droplets into the flame field through a brass tube with a diameter of 1 mm in the center of the burner. The seeding rate of KCl is controlled by adjusting the flow rate of the carrier gas.

The LIBS measurement system mainly consists of a pulsed laser, a polarizer, a half-wave plate, mirrors, plano-convex lens, optical fibers, and a spectrometer. Laser pulse, at wavelength of 532 nm, 6 ns pulse width, and 10 Hz repetition rate, from frequency doubled Nd:YAG (Quantel YG) was used. The laser energy was controlled by a Glan polarizer and a half-wave plate and then focused 22 mm above the center of the burner to provide stable plasma. The plasma emission was captured and then directed to the spectrometer (Andor SR-500) using an optical fiber. The spectrometer was equipped with 1200 groove/mm gratings and connected with an ICCD camera (Andor iStar). During the calibration and biomass combustion experiments, the frequency of the spectrum acquired by the spectrometer was 5 Hz.

The temperature measurement system mainly consists of convex lens, an optical fiber, and a second spectrometer (USB4000-XR1-ES, Ocean optics). The radiation from the hot biomass surface was captured by a convex lens and passed to an optical fiber connected to the spectrometer. The spectrometer was equipped with a 500 groove/mm gratings and a detector with a 3648 pixel CCD chip (TCD 1304 AP).

2.2. Parameter Determination. Figure S1 of the Supporting Information shows the typical LIBS spectrum of K recorded at 75 mJ laser energy with K seeding rates at 6 and 20 mL/min. As can be seen, the spectrum has two characteristic peaks at 766.78 and 770.18 nm, respectively. In this study, the area around the peak at 766.78 nm was used to calibrate and quantify the K concentration because of its higher relative intensity. By careful choice of few parameters, a stable and clear K spectrum can be obtained. These parameters include the laser pulse power and the ICCD gate-delay time and gate-width.

Figure S2 of the Supporting Information shows the LIBS signal of K as a function of laser energy at one constant K seeding rate (20 mL/min). In the range of 0–32 mJ, the measured K signal intensity is low and remains constant with the increase of laser energy. In this range, the plasma is not generated, and the observed K signal is due to the spontaneous emission of K. From 32 mJ laser energy, the plasma spot can be seen in the flame field. In the range of 32–88 mJ, the spectral intensity of K exhibits an approximately linear increase with the increase of pulse energy. It was observed that increasing the laser energy above 88 mJ, the K signal intensity remains nearly constant with the increase of laser energy. In this range, small fluctuations of the laser pulse energy would have little effect on the K signal intensity. As a consequence, the laser energy was set to be 100 mJ to reduce the effect of the small fluctuations of laser power.

Table 1. Composition of CH₄ Combustion Exhaust

<table>
<thead>
<tr>
<th>composition</th>
<th>CO₂</th>
<th>O₂</th>
<th>H₂O</th>
<th>N₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>mole fraction (%)</td>
<td>8.2</td>
<td>2.7</td>
<td>16.5</td>
<td>72.6</td>
</tr>
</tbody>
</table>

Figure S3 of the Supporting Information shows the K signal evolution with gate-delay time at a certain seeding rate (ICCD gate width 2 μs). When the gate delay time is zero, the spectral intensity in the entire spectrum range is quite high due to the continuous emission. At 2 μs, the intensity of the K spectrum and the continuous emission are both significantly reduced, and the emission for K becomes apparent. With the further increase of gate-delay, the background noise approaches a low value, and the emission for K becomes clearer. With a gate-delay time above 10 μs, the spectral lines of continuous emission and other elements almost disappeared, and the LIBS emission of K is very clear. In the range of 10–50 μs, the intensity of the K signal gradually decreased with time.

At the high-temperature environment of the flame, there might be an obvious spontaneous emission due to the excitation of nonground state K atoms by high temperature and the corresponding electronic energy level transition. During the LIBS measurement process, the spontaneous emission signal of K will be added to the LIBS signal, which will adversely affect the linear calibration of LIBS. Based on the result above, considering the need to obtain K emission with a high value of the signal to noise ratio (SNR) and to avoid the effect of spontaneous emission. A gate-delay and a gate-width of 10 μs were found to produce an optimum SNR that was used in the following sections.

2.3. Quantitative Calibration of K in the Flame. To achieve the quantitative measurement of K concentration released during combustion of biomass pellets, the relationship between K concentration and LIBS signal intensity was required. In this work, the calibration process was performed as follows:

After the K containing droplets enter the combustion zone through the tube in the center of the burner, it would diffuse during the downstream flow due to the concentration gradient. Given the K feeding rate, the molar concentration of K at the measurement point can be calculated by CFD simulation. Then, the K signal intensity at the measurement point can be measured by the LIBS system. Finally, the relationship between the K concentration and signal intensity was obtained.

The seeding rates of K containing droplets at different carrier gas flows were determined by a gravimetric method. The K feeding system is operated stably for 12 h under a certain carrier gas flow rate, and the weight loss rate of the K-containing solution is calculated by measuring the mass of the solution bottle before and after the operation. It was found that the seeding rate of K-containing droplets is linear with the carrier gas flow rate, as shown in Figure S4 of the Supporting Information.

A CFD simulation of the flow in the flame field was conducted to obtain the radial concentration distribution of K at different seeding flow rates. Several assumptions were made first as follows: the flow is laminar steady-state and the radial temperature profile of the flame was measured to be spatially uniform (<80 K) within the radius of 4 mm. For the CFD simulation, the value for temperature was set at 1570 K; the temperature of the co-flow is room temperature, set to be 298 K. The diffusivity coefficients of each gas were taken as the binary diffusion system in N₂ which is obtained according to the Chapman–Enskog equation. The simulation results are shown in Figure S5 of the Supporting Information.

On the other hand, the K spectral signal can be partly absorbed by the K atoms in the ground state in the flame field. As a consequence, the K signal recorded by the spectrometer is the result of the coupling of the emission excited by the LIBS and the
absorption by the K atoms in the ground state. When the K concentration in the gas phase is high, the self-absorption would have a significant effect on the LIBS signal of K, which would cause the nonlinearity in the concentration and signal intensity relation. In previous reports, the computational method was applied to account for self-absorption.25-29 However, the population of the ground state of K in the flame field needs to be estimated, which would cause poor accuracy at high K concentrations. In this work, a linear calibration result suitable for the high K concentration range is obtained by a reasonable selection of the spectrum area to avoid the absorption effect in the areas where the absorption is severe.

First, the relationship between the recorded spectrum of K with the emission spectrum excited by LIBS and absorption by the atoms in the ground state is shown in eq 1.30-33

\[
S(\lambda) = I_{\text{emission}}(\lambda) \cdot G(\lambda)
\]

where \(S(\lambda)\) is the recorded spectrum by a spectrometer; \(I_{\text{emission}}(\lambda)\) is the emission spectrum excited by LIBS; and \(G(\lambda)\) is the absorption by the K atoms in the ground state.

Equation 1 can be further expressed as eq 2.34

\[
S(\lambda) = I_{\text{emission}}(\lambda) \cdot \frac{1}{1 + \left(\frac{2 (\lambda - \lambda_0)}{a}\right)^2} \exp\left(-\frac{-aL}{1 + \left(\frac{2 (\lambda - \lambda_0)}{b}\right)}\right)
\]

where \(\lambda_0\) is the wavelength in the center of the K peak spectrum, 766.78 nm and \(a, b, \alpha, L\) are constants.

According to \(S(\lambda)\), \(I_{\text{emission}}(\lambda)\) can be obtained by nonlinear fitting using Matlab.

Figure S6 of the Supporting Information shows the recorded spectrum \(S(\lambda)\) and the emission spectrum excited by LIBS \(I_{\text{emission}}(\lambda)\) calculated according to eq 2. The region between \(S(\lambda)\) and \(I_{\text{emission}}(\lambda)\) represents the absorption effect by the K atom in the ground state. As can be seen, at the center of K peak, the absorption effect is most significant and the further away from the center, the weaker the absorption effect. As a consequence, the shadow area shown in Figure S6 was used to calibrate the K concentration to avoid the effect of self-absorption.

Figure 2a shows the obtained calibration curve. Each point contains the average value obtained after at least three times of measurement and the calculated standard deviation. During each measurement, the calibration points were averaged over 200 shots. As can be seen, in the range of 0–200 ppm, there is a good linear relationship between the intensity and K concentration.

2.4. Particle Temperature Measurement. The temperature of the particle during the combustion process was measured using an emission method, which will be described below.

According to Planck equation, the radiation intensity of the solid surface at temperature \(T\) can be expressed as eq 3.

\[
I_\lambda = \epsilon_\lambda \sigma T^4 (e^{\frac{hc}{\lambda kT}} - 1)^{-1}
\]

where \(I_\lambda\) is the radiation intensity at the wavelength of \(\lambda\) (W/m² μm); \(\epsilon_\lambda\) is the emissivity; \(c_1\) is the first radiation constant, 3.742 × 10⁻⁸ W mm⁻⁴ μm⁻² K⁻⁴; \(c_2\) is the second radiation constant, 1.439 × 10⁻² μm/K; \(\lambda\) is the wavelength, nm; and \(T\) is the temperature of the solid surface, K.

During the combustion process, the char particle can be treated as a gray body, which means the emissivity remains nearly constant with wavelength.35–38 The radiation intensity from the solid surface was recorded by the spectrometer and then the temperature \(T\) was obtained by nonlinear fitting using Matlab based on eq 2. Figure S7 of the Supporting Information shows an example of the recorded radiation spectrum and the fitting curve. It can be seen that the fitted curve and the measured spectrum have a good coincidence, indicating that the previous assumption of the gray body is reasonable.

During the measurement, the characteristic spectrum emitted from the radicals and excited elements in the flame will also be collected. The characteristic features of the excited free-radical have been removed before the fitting was attempted. The tip of the thermocouple was placed in the flame 5 mm above the center of the burner. The thermocouple is perpendicular to the convex lens to ensure that only the emission from the tip of the thermocouple can be captured by the convex lens shown in Figure 1.

The temperature of the flame was adjusted by changing the flow rate of CH₄ and air. Figure 2b shows the temperature calculated using the emission method and that obtained by the thermocouple. It can be seen that in the measurement range, the two temperatures are in good agreement with a difference lower than 20 °C. Therefore, it can be considered that the emission method is accurate enough to measure the temperature of the particle during the combustion process.

2.5. Samples. Willow wood and rice straw from China were used in this study. Their ash compositions are shown in Table 2. In order to investigate the effect of Si on K release, willow wood with different Si contents was also prepared by mixing Si-free willow wood and different amounts of SiO₂. The biomass sample was pulverized to an average particle size of less than 150 μm and dried at 105 °C for 10 h. The pulverized samples were compressed into cylindrical pellets with three different masses, 10 ± 1, 15 ± 1, and 20 ± 1 mg. The pellet diameter was 3.5 mm with the height between 1 and 2.5 mm, depending on the sample density and pellet mass.

3. RESULTS AND DISCUSSION

3.1. Temporal K Release during Willow Wood Combustion. The temporal evolution of K concentration and particle temperature during combustion of raw willow wood pellets with different masses are presented in Figure 3. To our knowledge, this is the first study to measure the K release concentration profile and particle temperature simultaneously during the entire combustion process. The temperature profile can help distinguish different combustion stages together with the analysis of the K release curve. It will also be useful for developing the kinetic model of K release during the combustion process. It was found that the K release profile
shows a clear bimodal distribution, which is consistent with the previous studies.23,29 The temperature profile of the particle surface also shows a bimodal distribution, and the peak time of the particle temperature corresponds to that of the K release rate.

It should be noted that during the particle combustion process, the emission from the volatiles and soots can also be collected by the spectrometer and influence the result. However, considering the oxy-rich condition and the large volume of the particle, the emission intensity from the volatiles and soot particles are significantly weaker than that form the particle surface. As such, it is believed that the temperature obtained by the emission method is representative for the particle temperature.

In Figure 3a, after the ignition of willow wood, K released rapidly and the concentration reached a peak of 50 ppm in about 5 s after the ignition and then gradually decreased to a minimum at around 10 ppm at 7 s. The temperature of the particle is observed to be synchronized with the K and volatile release profiles because the K concentration and temperature both reached maximum at the same time when the devolatilization and volatile combustion were believed to be the most intensive. It is believed that K is released with other volatile species during devolatilization, and the increase of temperature is due to the volatile combustion around the particle. The devolatilization process is considered to be completed when the K concentration and temperature reached minimum after the first peak.

The char combustion stage commenced after the completion of devolatilization at around 10 s. During the char combustion stage, it was found that both K release and particle temperature increased with time. The increase of the particle temperature is due to the exothermic heat of char combustion. During this initial char combustion stage, the particle gradually shrinks and collapses. By comparing the K release and temperature profiles with the video recording of the particle combustion process, it was found that the time of the final collapse of the char particles was consistent with the time when the temperature and the K concentration peaked. Therefore, the time when temperature and K concentration peaked was considered as the completion of char combustion.

The ash-cooking stage commenced after the char combustion stage. It is observed that from 20 s onward, the particle temperature decreased by around 50 °C from a peak temperature. During the ash-cooking stage, K concentration decreased rapidly from the peak values and then slowly to almost zero. On the other hand, the temperature of the pellets increased slightly and remained stable until the completion of K release. This indicated that the ash and the flame field were in thermal equilibrium. Because of the variations of the volume, shape, and surface areas of the particles during the combustion process, the observed peak temperature values are different in the experimental conditions with different initial masses of biomass. Nevertheless, the overall profile of the temperature and K concentration is similar to a clear bimodal distribution during the combustion of particles with different initial masses.

The chemical composition of the ash residues after the combustion experiments were analyzed using inductively coupled plasma—AES (ICP–AES; ThermoElemental, USA). It was found that Ca, Mg, and P were the major elements present in the ash while the content of K is negligible. No Ca signal was detected during the combustion process, indicating that nearly all Ca remained in the solid phase, which was consistent with previous studies.39 If Ca was considered as a conserved element in the solid phase, it was estimated that the

<table>
<thead>
<tr>
<th>materials</th>
<th>K</th>
<th>Na</th>
<th>Cl</th>
<th>Si</th>
<th>Ca</th>
<th>Mg</th>
<th>S</th>
<th>P</th>
<th>Al</th>
<th>K/Si</th>
<th>Si/(Ca + Mg)</th>
<th>K/Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willow wood</td>
<td>3.41</td>
<td>0.08</td>
<td>0.02</td>
<td>0.21</td>
<td>7.29</td>
<td>1.24</td>
<td>0.3</td>
<td>1.17</td>
<td>0.03</td>
<td>11.66</td>
<td>0.03</td>
<td>154.3</td>
</tr>
<tr>
<td>Willow wood + SiO₂</td>
<td>3.41</td>
<td>0.08</td>
<td>0.02</td>
<td>2.08</td>
<td>7.29</td>
<td>1.24</td>
<td>0.3</td>
<td>1.17</td>
<td>0.03</td>
<td>1.18</td>
<td>0.32</td>
<td>154.3</td>
</tr>
<tr>
<td>Willow wood + SiO₂</td>
<td>3.41</td>
<td>0.08</td>
<td>0.02</td>
<td>4.50</td>
<td>7.29</td>
<td>1.24</td>
<td>0.3</td>
<td>1.17</td>
<td>0.03</td>
<td>0.54</td>
<td>0.69</td>
<td>154.3</td>
</tr>
<tr>
<td>Willow wood + SiO₂</td>
<td>3.41</td>
<td>0.08</td>
<td>0.02</td>
<td>7.03</td>
<td>7.29</td>
<td>1.24</td>
<td>0.3</td>
<td>1.17</td>
<td>0.03</td>
<td>0.35</td>
<td>1.07</td>
<td>154.3</td>
</tr>
<tr>
<td>Willow wood + SiO₂</td>
<td>3.41</td>
<td>0.08</td>
<td>0.02</td>
<td>9.98</td>
<td>7.29</td>
<td>1.24</td>
<td>0.3</td>
<td>1.17</td>
<td>0.03</td>
<td>0.25</td>
<td>1.52</td>
<td>154.3</td>
</tr>
<tr>
<td>Rice straw</td>
<td>24.18</td>
<td>0.49</td>
<td>9.49</td>
<td>37.21</td>
<td>5.07</td>
<td>1.53</td>
<td>2.3</td>
<td>0.83</td>
<td>0.20</td>
<td>0.47</td>
<td>6.98</td>
<td>2.31</td>
</tr>
</tbody>
</table>

Figure 3. Temporal evolution of K concentration and particle temperature during combustion of willow wood with initial mass (a) 9.8, (b) 15.6, and (c) 19.2 mg.
residual K in the ash accounted for only 0.6% of the total K content from the initial biomass. Therefore, it is believed that most of the K was released to the gas phase rather than forming the insoluble K—silicates in the solid phase.

Table 3 shows the K release ratios as well as the standard deviations at different stages during combustion of willow wood particles with different initial particle masses. The release ratio of K in each stage is consistent with the different initial particle mass. It was found that the majority (>67%) of K was released during the ash-cooking stage, followed by the char combustion stage at about 25%. Only <6% of K was released during the devolatilization stage.

The Cl content in the willow wood in this study was quite low, as shown in Table 2. This indicated that KCl did not exist in willow wood, and therefore, the K release should mainly be originated from the decomposition of organic K during devolatilization.

According to previous research,6,13,17 K mainly present in char as char-K after devolatilization. During the char combustion process, char-K was converted into different types of inorganic K, such as K2CO3, K2SO4, and K3PO4. For the combustion of willow wood, K2SO4 in char should be negligible after devolatilization because the S content in willow wood was low and was much lower than the K content (Table 2). On the other hand, ash residue analysis indicated that the P content in the ash after combustion was high. This implied that almost all P remained in ash after combustion if Ca was considered as a tracer. Considering all K was released to the gas phase after the experiment, the amount of K in the form of K2CO3 in the ash after combustion can be neglected. As a result, the char-K was mainly transformed into K2CO3 and part of K2CO3 was released to the gas phase during the char combustion stage. On the other hand, with the oxidation reaction of organic matter combined with K, K in char-K may also be directly released into the gas phase in the form of K or KOH.40 Nevertheless, nearly 68% of the total K remained in ash was in the form of K2CO3 after char combustion. This indicated that the majority of char-K was transformed into K2CO3 during the char combustion stage. It also indicated that the K2CO3 release rate was significantly lower than the char oxidation rate, resulting in K2CO3 accumulation in the solid phase. As shown in Figure 3, the K concentration increased with time during the char combustion stage due to (1) the consumption of the organic matrix during the combustion process, the char-K was continuously transformed into K2CO3, resulting in the accumulation of K2CO3 and thus the increase of K release rate and (2) the increase in char particle temperature.

### 3.2. Temporal K Release from Rice Straw during Combustion

Figure 4 shows the temporal evolution of K concentration and particle temperature during the combustion of rice straw with an initial mass of 10.5 mg. To our knowledge, this is the first study to carry out the in situ measurement of K using LIBS during combustion of herbaceous biomass with high K and Si contents. It was found that the temporal release behavior of K during the combustion of rice straw was different from willow wood (Figure 3) and those reported in the literature.33,41 During the combustion of rice straw, the K release profile showed a mono distribution with a single peak at around 7 s. After the ignition of the pellet, the K concentration increased rapidly before reaching the maximum level of around 620 ppm at 7 s and then decreased gradually with combustion time. From 30 s onward, the K concentration slowly decreased with time. During the ash-cooking stage (40–200 s), a low release of K was observed. During the combustion process, the temperature of the straw pellet increased rapidly to around 1170 °C and then decreased to around 1130 °C. During the ash-cooking stage, the temperature increased slightly to around 1150 °C. However, in general, the particle temperature remained stable at around 1130–1170 °C during the whole combustion process. The first peak of the particle temperature was attributed to the combustion of volatiles around the particles. After the devolatilization process, the slight decrease in temperature was attributed to the higher ash content of the rice straw. During combustion of char particles, the emissivity would change with the change of the ratio between char and the ash composition in the remaining solid particle.42 In particular, rice straw contains a large amount of Si, which would form a pronounced molten silicate in the latter stage of combustion, thus affecting the radiative heat transfer behavior on the surface of the particles and inducing the observed profile of the surface temperature.

The temporal K release profiles during combustion of rice straw with different initial masses are shown in Figure 5. It was found that all the K release profiles from different initial masses showed a distribution with a single peak. With the increase of straw initial masses from 10.5 to 19.9 mg, the peak level of K was lowered by around 100 ppm and peak position was shifted from 6 to 10 s. The shift of the peak was attributed to the increase in the burnout time with the increased initial mass. During rice straw combustion, the K concentration increased rapidly and reached a peak during the devolatilization stage. Unlike the combustion of willow wood, no relationship was observed between K and volatile release. Considering the fact that during the willow wood devolatilization stage, the K concentration was low and the release profile was consistent with devolatilization. Therefore, K release during the devolatilization stage of the rice straw is believed to be independent to the decomposition of organic K. As shown in

### Table 3. Ratios of K Released at Each Stage during Combustion of Willow Wood Particles

<table>
<thead>
<tr>
<th>particle mass (mg)</th>
<th>devolatilization (%)</th>
<th>char combustion stage (%)</th>
<th>ash-cooking stage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.6 ± 1.1</td>
<td>25.1 ± 0.9</td>
<td>69.3 ± 2.0</td>
</tr>
<tr>
<td>15</td>
<td>4.9 ± 0.2</td>
<td>27.6 ± 0.5</td>
<td>67.5 ± 0.5</td>
</tr>
<tr>
<td>20</td>
<td>4.8 ± 1.3</td>
<td>26.5 ± 2.4</td>
<td>68.7 ± 2.1</td>
</tr>
</tbody>
</table>

Figure 4. Temporal evolution of K concentration and particle temperature during combusion of rice straw at a fixed initial mass of 10.5 mg.

https://dx.doi.org/10.1021/acsemegfuel.9b03966
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Table 1, rice straw contains high content of Cl, and KCl was the most important inorganic K in straw according to previous reports. KCl was released directly to the gas phase at high temperatures, and therefore, KCl release profile follows with the increase of the particle temperature during devolatilization and subsequently, in the combustion stage (Figure 4). KCl release is a thermodynamic process, and the release rate is sensitive to KCl concentration and temperature. The decrease of the K release rate from 7 s was attributed to the decrease of the KCl amount in the solid phase. As shown in Figure 5, the highest K release rate decreased with the increase of particles mass. It was due to the increased diffusion resistance of KCl with larger particles, resulting in a decrease in the K release rate. During the ash-cooking stage of rice straw, a slow release of K was observed and the release rate was low but stable even after 60 s. On the contrary, during the ash-cooking stage of willow wood, the K release rate decreased gradually with time and nearly all the K was released to the gas phase after 300 s. The difference in the K release profile was attributed to the compositional difference between willow wood and rice straw. The rice straw in this study contains a large amount of Si and the ash exhibited significant melting morphology after combustion. This indicated that the K silicates were formed in the ash and were released during the slow decomposition of K–silicates in the ash cooking stage.

Table 4 shows the K release ratio during the rice straw combustion process. It is calculated based on the contents of K in the rice straw (Table 1) and the integration of K release concentration during the whole combustion process. It is assumed that the concentration profile of K was uniform in the gas phase and followed the concentration profile from the LIBS measurement. It was found that only about 30% of the total K was released to the gas phase during rice straw combustion. This implied that about 70% of total K remained in the solid phase and was in the form of K–silicates. The results indicated that during combustion of biomass at high temperatures, K is more likely to react with Si to form stable silicates, thereby inhibiting the gas phase release of K. With the increase of the initial straw pellet mass, the K release ratio decreased slightly due to the increase of diffusion resistance with larger particle mass. The effect was especially pronounced during the latter stage of char combustion; the melting silicates would significantly inhibit the release of K and aggravate the K–Si reaction, thereby inhibiting the vapor phase release of K.

3.3. Effect of Si Content on K Release Behavior during Willow Wood Combustion. In order to further investigate the effect of Si on K release, willow wood pellets containing different Si contents were prepared. The temporal release behavior of K during the combustion process are shown in Figure 6a. It was found that the Si content significantly affected the K release behavior. During the devolatilization stage, the addition of Si had shown a little effect on the temporal release of K, while Si had shown an obvious effect on K release after devolatilization. Nevertheless, it is difficult to distinguish the char combustion stage and the ash-cooking stage after the introduction of the additional Si in the initial biomass matrix. In the case of the willow wood with 0.20% Si content, the peak concentration of K at about 25 ppm after devolatilization was observed at around 50 s. This is much lower than that from the raw willow wood (without Si addition). When the content of Si was increased from 0.20 to 0.70%, the K release was further decreased. However, no further decrease was observed when the Si content was increased to 1.00%. During the ash-cooking stage of the raw willow wood combustion, the concentration of K decreased rapidly first and then slowly until reaching zero. In the case of the willow wood with 0.2% Si content, the K concentration decreased slowly with time and sustained a low level of K release during the entire ash-cooking stage. It was also observed that the K release during the ash-cooking stage was further reduced with the elevated biomass Si content. When the Si content was further increased to 0.70%, no K release was observed.

Table 4. Total Release Ratio of K during the Combustion Process of Rice Straw with Different Initial Masses

<table>
<thead>
<tr>
<th>particle initial masses (mg)</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>release ratio (%)</td>
<td>33.6 ± 2.2</td>
<td>30.1 ± 1.7</td>
<td>29.4 ± 1.3</td>
</tr>
</tbody>
</table>

Figure 5. Temporal evolution of K concentration during combustion of rice straw with different initial particle masses as indicated.

Figure 6. Temporal evolution of K concentration during combustion of willow wood with (a) different Si content, as indicated, at fixed initial mass of (10 mg) and (b) different initial mass, as indicated, at a fixed Si content of 0.20%.
observed during the ash-cooking stage. It can be seen that when Si was introduced to the willow wood, the K release profile during the ash-cooking stage is comparable to that from the rice straw, which also implied that the sustained K release from straw ash was attributed to the decomposition of K−silicates from the K−Si reaction. During the char combustion stage, the K release from Si-containing willow wood was much lower than that from raw willow wood, indicating that K2CO3 generated from the decomposition of char-K was mainly converted into K−silicates and lowered the release ratio of K (Table 4).

Figure 6b shows the K release profile during combustion of willow wood containing 0.20% Si content with different initial masses. It was found that with the increase of the initial mass, no major difference in K release was observed during the devolatilization stage, which implied that the addition of Si has little effect on K release at this stage. However, a significant difference was observed for the temporal K release profile after the devolatilization stage. With the increase of the initial particle mass, the K release peak was appeared to shift to the later stage of the char combustion and with a boarder shoulder. The overall K release amount was also appeared to be inversely proportional to the initial particle mass, and thus the release ratio of K was decreased significantly with the increase of the initial particle mass. This observation is consistent with the trend of the K release ratio with the increase of the initial mass of the rice straw pellets (Table 4). However, the K release ratio during the straw combustion process only decreased slightly with the increase of pellet mass, and the tendency is lower than that from Si-containing willow wood. This is believed to be the consequence of high KCl content in the rice straw. During the combustion process of the rice straw, KCl would release rapidly and dominated the overall K release. The increase in initial particle mass would have a minimum effect on KCl release. Therefore, the effect of the increase in initial pellet mass on the K release ratio was less pronounced than that on the Si containing willow wood.

4. CONCLUSIONS

Simultaneous measurements of potassium concentration and biomass temperature during biomass combustion have been developed with an improved LIBS calibration method. The effect of biomass type, Si content, and initial mass of willow wood on the temporal release of K and particle temperature during biomass combustion were investigated. The main migration pathways of K during different combustion stages, especially the effect of Si on K release, were also analyzed. With the combustion of Si-free willow wood, it was found that the majority of K was released during the ash-cooking stage, followed by the char combustion stage, only a small amount of K was released during the initial devolatilization stage. With rice straw combustion, it was found that about 30% of the total K was released rapidly during the initial devolatilization stage, most likely as KCl. Results indicated that the release of K during the combustion of rice straw was suppressed by the presence of Si with the formation of K−silicates. The inhibitive effect of biomass Si content on K release was further demonstrated by the introduction of Si in willow wood. Results also indicated that Si had little effect on the release of K during the devolatilization stage but significantly inhibited the release of K during the char combustion and ash-cooking stage.
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Concern for environmental impact and process analysis associated with elemental detection using traditional methods and the application of different elements in diversifying fields provide motivation for introducing potential technique for elemental detection. The requirement of precise, accurate and fast detection of precious and toxic elements is imperative of the mining industry, pharmaceutical and food industries, medical, space and defence in terms of exploration, analysis and imaging. In addition, combustion is a complex phenomenon, which release many elements, and compounds in time, which need to be, understand properly. Optical techniques are sensitive, selective and enable spatially localized, temporal measurements without physical sampling. In this thesis, two optical methods such as Laser Induced Breakdown Spectroscopy (LIBS) and Microwave-assisted Laser Induced Breakdown Spectroscopy (MW-LIBS) were demonstrated in ambient conditions to detect elements and to achieve the best limit of detection (LoD) as an analytical performance of MW-LIBS compared with LIBS. LIBS and MW-LIBS were applied in solid and liquid phases. In addition, LIBS were applied to monitor elemental release during thermal conversion of biomass fuels.

MW-LIBS has proven to be one of the most versatile signal enhancing techniques for achieving the improved LoD both in solid and liquid phase of a sample with reduced adverse self-absorption effects in high concentration condition. The MW-LIBS technique was more
sensitive in liquid than in solid for achieving a superior LoD. It has been shown that MW-LIBS was able to achieve a strong signal with low laser energy, yet LIBS was unable to detect any signal by using silver at 338.28 nm. In this thesis, several elements such as chlorine, fluorine, bromine, palladium, ruthenium, silver and sulphur of different UEL were tested and calculated the LoD. In this study, molecular emissions were considered for measuring chlorine, fluorine and bromine with MW-LIBS to achieve the satisfactory LoD especially for chlorine, which was a challenge for LIBS measurement. The LoD evaluated in this work represents 10-fold improvement of Cl LoD reported in literature. This study also reports a quadruple improvement in the LoD of Br reported in the literature. In addition, this thesis reports an improved LoD of silver using very low laser energy (2 mJ) until today compared the data available in literature and first-time ruthenium measurement in liquid.

As MW-LIBS is a signal enhancement technique, it was important to understand the signal enhancement behaviour of MW-LIBS and the factors, which played the key role for signal enhancement. This thesis has reported the signal enhancement behaviour of MW-LIBS for the first time in ambient conditions. The effects of microwave power and detector gain on signal enhancement were assessed in this analysis. It was observed that the UEL plays an important role in signal enhancement. Using microwave radiation, significant enhancement is possible for the elements consisting of the UEL below 5eV; however, the cut-off limit of signal enhancement is found to be ~7eV. The MW-LIBS vs LIBS signal-to-noise (SNR) improvement was examined experimentally for Ag, Cu, Fe, Mg, Pb and S. Based on data, a simple model was developed to predict the SNR improvement concerning all elements. The model has predicted that the highest SNR improvements can be achieved for potassium, which are 370 times and 100 times, based on with and without detector gain, respectively. Based on atomic detection, it was demonstrated that microwave radiation would not improve SNR for elements such as fluorine, chlorine, bromine and iodine. In addition, the effect of microwave power and time delay on plasma temperature have been studied. It has confirmed that plasma temperature in MW-LIBS plasma is virtually independent of time and microwave exerts no reheating impact in LIBS plasma.

LIBS has been proven to be one of the most versatile techniques for monitoring high temperature chemistry. A simultaneous measurement of potassium (K) concentration and biomass temperature during biomass combustion have been developed with an improved LIBS calibration method. The effect of biomass type, Si content and initial mass of willow wood on
the temporal release of K and particle temperature during biomass combustion were investigated. The main migration pathways of K during different combustion stages, especially the effect of Si on K release was also analysed. With the combustion of Si-free willow wood, it was found that the majority of K was released during ash-cooking stage, followed by char combustion stage, only a small amount of K was released during the initial devolatilization stage. With rice straw combustion, it was found that about 30% of the total K was released rapidly during the initial devolatilization stage, most likely as KCl. Results indicated that the release of K during the combustion of rice straw was suppressed by the presence of Si with the formation of K-silicates. The inhibitive effect of biomass Si content on K release was further demonstrated by the introduction of Si in willow wood. Results also indicated that Si had little effect on the release of K during devolatilization stage, but significantly inhibited the release of K during char combustion and ash-cooking stage.

MW-LIBS offers few advantages including the usability at low laser energy and the lifetime extension of the laser-induced-plasma. The former prevents significant samples damage and results in reliable averaging. The later, provides significant signal enhancement at low noise level. This translates to an excellent LoD. A longer plasma lifetime along with a prolonged detection gate provides some difficulties because emission from molecules and radicals become stronger, blocking large atomic spectral range. However, when the process of molecular formation and emission is carefully used, this process can benefit for detecting the elements, which are usually difficult in LIBS. Table 9.1 represents the signal enhancement and LoD calculated using MW-LIBS technique, which have already been placed in our papers for publication.

<table>
<thead>
<tr>
<th>Element</th>
<th>Matrix phase</th>
<th>Microwave power (Watt)</th>
<th>Detection type</th>
<th>Emitting species</th>
<th>Emission wavelength (nm)</th>
<th>Emission state energy (eV)</th>
<th>SNR Improvement (fold)</th>
<th>LoD Solid: µg/g</th>
<th>Paper (#)</th>
<th>Liquid: ppm</th>
<th>LoD Solid: µg/g</th>
<th>Paper (#)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl</td>
<td>Solid</td>
<td>600</td>
<td>gated</td>
<td>Molecular (CaCl)</td>
<td>617.9</td>
<td>2</td>
<td>2.5</td>
<td>47±7</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl</td>
<td>Solid</td>
<td>0</td>
<td>gated</td>
<td>Molecular (CaCl)</td>
<td>617.9</td>
<td>2</td>
<td>-</td>
<td>139±23</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Solid</td>
<td>600</td>
<td>gated</td>
<td>Molecular (CaF)</td>
<td>605</td>
<td>2.04</td>
<td>8</td>
<td>106±6</td>
<td>II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>State</td>
<td>Temperature</td>
<td>Gate</td>
<td>Molecular Form</td>
<td>Mass (amu)</td>
<td>Mass (amu)</td>
<td>Percent (%)</td>
<td>Notes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>-------------</td>
<td>------</td>
<td>----------------</td>
<td>------------</td>
<td>------------</td>
<td>-------------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Solid</td>
<td>0</td>
<td>gated</td>
<td>Molecular (CaF)</td>
<td>605</td>
<td>2.04</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Molecular (CaBr)</td>
<td>627.1</td>
<td>1.97</td>
<td>15</td>
<td>0.2±0.04%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>Solid</td>
<td>0</td>
<td>gated</td>
<td>Molecular (CaBr)</td>
<td>627.1</td>
<td>1.97</td>
<td>-</td>
<td>0.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ru</td>
<td>Liquid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>349.89</td>
<td>3.54</td>
<td>76</td>
<td>0.96±84%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ru</td>
<td>Liquid</td>
<td>0</td>
<td>gated</td>
<td>Atomic</td>
<td>349.89</td>
<td>3.54</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Solid</td>
<td>450</td>
<td>gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.77</td>
<td>-</td>
<td>4.5±1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Solid</td>
<td>0</td>
<td>gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.77</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Solid</td>
<td>450</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.77</td>
<td>-</td>
<td>7±2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Solid</td>
<td>0</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.77</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Liquid</td>
<td>1200</td>
<td>gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.77</td>
<td>-</td>
<td>0.38±51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>Liquid</td>
<td>0</td>
<td>gated</td>
<td>Atomic</td>
<td>338.28</td>
<td>3.37</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Solid</td>
<td>750</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>180.73</td>
<td>6.86</td>
<td>1.4</td>
<td>312</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Solid</td>
<td>0</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>180.73</td>
<td>6.86</td>
<td>-</td>
<td>400</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>340.46</td>
<td>4.45</td>
<td>~15</td>
<td>5 Additio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>Solid</td>
<td>0</td>
<td>gated</td>
<td>Atomic</td>
<td>340.46</td>
<td>4.45</td>
<td>-</td>
<td>40 Additio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>324.745</td>
<td>3.817</td>
<td>65</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>Solid</td>
<td>750</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>324.745</td>
<td>3.817</td>
<td>11.74</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>285.21</td>
<td>4.345</td>
<td>50</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>Solid</td>
<td>750</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>285.21</td>
<td>4.345</td>
<td>9.56</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>344.1</td>
<td>3.65</td>
<td>65</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>Solid</td>
<td>750</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>344.1</td>
<td>3.65</td>
<td>11.38</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>Solid</td>
<td>750</td>
<td>gated</td>
<td>Atomic</td>
<td>363.95</td>
<td>4.375</td>
<td>50</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>Solid</td>
<td>750</td>
<td>Non-gated</td>
<td>Atomic</td>
<td>363.95</td>
<td>4.375</td>
<td>9.24</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>Gas</td>
<td>0</td>
<td>gated</td>
<td>Atomic</td>
<td>766.49</td>
<td>1.62</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VI
Moreover, these characteristics of MW-LIBS will lead an opportunity to analyse isotopes for rear elemental analysis, which needs further study. From this comprehensive study, it can be confirmed that MW-LIBS can be a leading detection technique compared to others that are currently used in industries specially XRF. The performance of MW-LIBS in liquid detection is even more than in solid detection when XRF is struggling in liquid detection. MW-LIBS can be applied easily on-line detection in gaseous phase. MW-LIBS systems, however, require the use microwave generators, waveguides and near field applicators. These additional elements add to the complexity of the detection setup, when it compares to LIBS. Furthermore, a MW-LIBS setup, with a near field applicator, is not suitable for standoff applications.
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ABSTRACT

Detecting elements such as heavy metals is important in many industrial processes. The techniques currently used are time consuming and require excessive sample preparation. In this paper, we demonstrate microwave-assisted laser-induced breakdown spectroscopy (MW-LIBS) to detect palladium (Pd) in solid samples at ambient conditions. Microwave radiation was introduced by a near field applicator to couple the microwave radiation with the plasma. The results were a 92-fold enhancement in palladium signal with 8-fold improvement in the limit of detection at laser energy levels below 5 mJ (1250 J/cm² laser pulse fluence). We also investigate the optimum experimental parameters of palladium detection for both laser-induced breakdown spectroscopy (LIBS) and MW-LIBS. The maximum signal to noise ratio improvement was achieved at microwave power of 750 W and laser pulse fluence of 157 J/cm² for Pd I 340.46 nm. Finally, we examine the location of the near field applicator (NFA) with respect to the sample to show that the MW-LIBS signal strength was significantly affected by the vertical position compared to the horizontal. The detection limits of palladium with LIBS and MW-LIBS were 40 ppm and 5 ppm respectively.

1. Introduction

Element detection is a requirement in several industrial applications, including in the pharmaceutical, water treatment, mining and food industries. In the food industry, the detection of heavy metals is necessary to ensure that products are top quality, as heavy metals are a common contaminant [1]. Element detection also plays an important role in leaching, recovery and the recycling of precious metals or nuclear waste [2,3].

There are several techniques currently available for metal detection in industry. Some of the common techniques are induced coupled plasma spectroscopy ICP [4], atomic absorption [5] and X-ray fluorescents [6], which show outstanding results and extreme sensitivity. Despite their advantages, these techniques suffer from some common drawbacks; they are time consuming and require excessive sample preparation [7–12].

Laser-induced breakdown spectroscopy (LIBS) is an analytical technique in which a laser beam is used to detect elements directly from samples [13]. In the past decade, the application of LIBS has grown rapidly due to its real time analysis and the minimal preparation required, which lead to relatively fast measurements compared to other techniques [13]. LIBS has attracted interest in the industrial processes, as it is the ideal candidate for metal detection.

The disadvantages of LIBS include relatively low pulse to pulse repeatability, and low sensitivity [13,14]. To overcome these, several methods have been introduced. One of the most common techniques to increase the sensitivity of LIBS is the use of double pulse laser to create the plasma [2,14–17], which has attracted great interest due to its ability to enhance the signal as well as improve the limit of detection (LoD) [14]. Another common enhancing technique is the use of an additional source of energy to enhance the plasma of the element and to increase the sensitivity of detection [14]. These sources of secondary energy can be provided in many forms, such as resonant laser [18], spark discharge [19], stable flame [20], long pulse laser [21] and microwave-assisted laser-induced breakdown spectroscopy (MW-LIBS) [7–12,22].

MW-LIBS has been proven to enhance sensitivity by increasing the lifetime of the plasma [7–12,22]. The external energy supplied, using microwave radiation, sustains the free electrons present within the laser-induced plasma. These reenergized free electrons act as an excitation source, via collisional processes, extending the life of the short-lived laser-induced plasma. The coupling of microwave radiation with the plasma allows sufficient time for detection [11,8,12]. It has been shown recently that, by using MW-LIBS, the self-absorption issue can be
reduced significantly [11,23].

Several ways have been demonstrated to introduce MW power to the plasma, such as by using an enclosed cavity [8,10] or antenna [8,10,22], and most recently with a near field applicator (NFA) [11,12,24]. MW enhancement in the LoD using an enclosed cavity was 20-fold, 24-fold and 12.5-fold for copper [9], oxide calcium [25] and europium [10] respectively. The use of NFA at ambient condition achieved 93-fold and 11.5-fold improvements in the LoD for copper in solid samples [11] and indium in liquid traces [12] respectively.

To the best of our knowledge, MW-LIBS has not yet been demonstrated for palladium (Pd) detection. Palladium is a platinum group metal and it plays a key role in several industrial applications. Approximately 40% of automobile catalysts consist of palladium [26]; it is a cheaper alternative to the platinum fuel cell [27,28]. However, palladium is a limited natural resource and the cost of extracting and recycling it is high [29]. A sensitive detection method for palladium in the recyclable product would be valuable. Palladium detection is also useful in the pharmaceutical and food industries [30]. For example, palladium is used in some pharmaceutical tools. Here, detection of palladium is required due to the potential for severe health damage that may be caused by the complex biomolecules that are formed when palladium is combined with DNA and RNA [29]. A restriction limit of palladium contamination in the final product is strictly enforced.

Several studies have detected palladium by conventional LIBS. A study by Asimellis et al. [26] investigated palladium detection in a real automobile catalyst at a low concentration of 127 ppm, where several
lines were observed for palladium detection, with high intensity lines at wavelengths of 340.46 nm and 342.12 nm [26]. Identical lines were also observed by Snyder et al. [28] where palladium was detected on a proton exchange membrane fuel cell in aqueous suspension [28]. Palladium was also detected in a bacterial cellulose membrane in both wet and dry matrices [31]. Here, the dry membrane was concluded to be the best matrix for palladium detection.

This paper demonstrates the effect of MW-LIBS in palladium spectral signals and the effect of various experimental parameters, such as MW power and laser pulse dependence, NFA position dependence, and line dependence of MW-LIBS on the signal enhancement.

2. Experimental set up

Several calibration samples containing a range of palladium concentrations (100 to 1000 ppm) were fabricated by mixing 0.1% palladium stock solution in 5% HCl with 10 wt. % of sodium chloride solution and 5 wt. % of organic binder solution (polyethylene glycol). The additional water in the solutions was then evaporated at 250°C. The paste mixtures were transformed into a cylindrical uniform disc of 21 mm in diameter and 3.5 mm in thickness. The samples were dried at a temperature of 51 °C for 20 min.

The experimental setup of MW-LIBS used for this work is presented schematically in Fig. 1(a). The 10 Hz, second harmonic output from a Q-switch Nd:YAG laser, Quantel (Brilliant B), ~6 ns was used. The pulse energy was controlled by a half-wave plate (HWP) and Glan-laser-polarizer (P). The laser energy was measured with a Pyroelectric sensor (Thorlabs, ES 220C). The beam was focussed onto the sample surface using a fused silica lens (L1, with f = 100 mm). The spot size obtained at the focal point was estimated to be 140 μm² while the propagation of laser beam was at an angle of 15° to the verticle. To achieve the ablation from a fresh sample surface for each shot, the sample was placed on a rotating disk at 7 rotations per minute. A second CW laser, with, a camera, was used to monitor the exact distance between the sample surface and L1. The timing diagram for the experiment is shown in Fig. 1(b).

A water cooled pulsed-microwave system operated at 2.45 GHz (Seirem), shown in the Fig. 1(a), was used. The microwave radiation was directed via a WR340 waveguide to a 3-stub impedance tuner and then to a waveguide-to-coaxial adaptor (WR340RN) through a quartz window. The waveguide-to-coaxial adaptor was connected to a 1 m flexible coaxial cable (50Ω NN cable) with 0.14 dB @ 2.45 GHz. A semi rigid cable (RG402/U) was then connected at the end of the coaxial cable. The other end of the semi rigid cable was connected to a NFA, as was shown [11,32]. The NFA pointed tip was located at 45° with a distance of 0.5 mm vertically and horizontally from the solid sample, as shown in Fig. 2. A pulse generator (Aim-TTi) was used to control the microwave duration and power, and the microwave pulse was triggered prior to the laser pulse with a pulse duration of 1 ms.

The ablation beam was directed to pass through a perforated parabolic mirror (FL = 152 mm), then to focused by a plano-convex lens (FL = 100 mm), L1, onto the sample by a plano-convex UV fused silica lens with focal length of 100 mm and diameter 50.8 mm. The emission was collimated by L1 and then focused by an off-axis parabolic mirror (OPAM). A second lens L2 (FL = 20 mm) was used to couple the emission onto an Achromatic Reflective Coupler (ARC), which is connected to a 7-fibre bundle (Thorlabs, BFL200HS02). The fibre was
connected to a spectrometer (Andor, Shamrock 500i with 2400 lines/mm grating) equipped with an intensifier camera, ICCD, (Andor, iStar). As shown in Fig. 1(a).

The optical line, sample holder, NFA and one end of the fibre were placed inside an aluminum box to minimize the residual microwave radiation, as shown in Fig. 1(a). One side of the aluminum box was covered with metal mesh acting as an observation window. The spectrometer (Andor Shamrock 500i) with a grating of 2400 lines/mm has a spectral resolving power of 10,000; that is, the spectral resolution is 0.031 nm in the spectral range of 320–332 nm. The maximum attainable wavelength range for the spectrometer, with the Holographic grating, is 200–705 nm. An intensified CCD camera (Andor, iStar) was used to record the spectral signal, which was synchronized with the laser and the microwave generator.

3. Results & discussion

Spectral emissions for both LIBS and MW-LIBS were recorded for palladium in the range of 339–350 nm where several lines were observed with various intensity, as shown in Fig. 3 and Table 1, which summarise the utilities’ energy levels for each line. However, two transitions of palladium, namely 340.46 nm and 342.12 nm with the upper energy state of 35,927.948 cm−1 and 36,975.973 cm−1, were selected for analyzing experimental parameters, though only 340.46 nm was used to calculate LoD (Fig. 4).

Fig. 5 demonstrates the spectral emissions for the 0.08 wt% palladium calibrated sample with the pure palladium sample (99 wt%) to validate the signal profile with the pure sample. Both samples show similar profiles with no variation in the signal at both 340.46 nm and 342.12 nm, which validates the accuracy of the measured calibrated sample.

The signal to noise ratio (SNR) improvement as a function of MW power at various laser fluences was measured for the palladium calibrated sample of 0.08 wt% and is shown in Fig. 6. The gate-delay and gate-width were kept at a fixed value of 450 ns and 1 ms respectively. Fig. 6 shows a linear increase of SNR improvement with increasing MW power, reaching a maximum near ~750 W and then a decrease with the increase of MW power after that point.

In relation to the laser fluence selected, Fig. 6 also shows that maximum SNR improvement can be achieved at MW power 750 W for each element. The maximum enhancement of the MW-LIBS can be achieved at the lowest laser fluence of 157 J/cm². This is due to the ease of MW power coupling at a lower fluence. Increasing the laser fluence will result in an increase in electron density of the plasma’s core, which in turn will result in a reduction of MW power to penetrate to the plasma for the coupling and a measurement similar to that of a conventional LIBS [12,32]. The larger volume will reduce the influence of the MW to re-excite the core and instead it will excite the plasma fringes, as demonstrated by Chen et al. [32].

Fig. 7 shows the noise, signal enhancement and SNR improvement as a function of MW power. Note that increasing the MW power results in an increase in the signal enhancement until it reaches a maximum point and then starts to decrease. This may be related to the significant

### Table 1

Summary of Pd I spectral lines in the present work [33].

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Transition probability (s⁻¹)</th>
<th>E_l (cm⁻¹)</th>
<th>E_u (cm⁻¹)</th>
<th>Lower level J_l</th>
<th>Upper level J_u</th>
</tr>
</thead>
<tbody>
<tr>
<td>340.46</td>
<td>1.3 × 10⁸</td>
<td>6564.148</td>
<td>35,927.948</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>342.12</td>
<td></td>
<td>7755.025</td>
<td>36,975.973</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>343.34</td>
<td></td>
<td>40,838.874</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>344.14</td>
<td></td>
<td>40,771.510</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>346.07</td>
<td>3.0 × 10⁷</td>
<td>35,451.443</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>348.977</td>
<td></td>
<td>40,368.796</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
increase of the noise level at that stage, where increasing the MW power will significantly increase the noise level in addition to increasing the signal intensity. This is also shown in Fig. 7(c) as a nearly flat trend of the SNR improvement with the increase of MW power. This is due to the non-linear increase of the plasma’s volume in relation to the MW power. It creates a non-stable plasma and a measurement that generates a significant noise level, as was noted by Iqbal et al. [24] for the study of the intensity and the plasma's volume as a function of MW power.

Another significant factor affecting MW power enhancement is the position of the NFA relative to the laser beam spot on the sample. The effect of signal enhancement as a function of NFA position both vertically and horizontally has been evaluated.

Fig. 8 represents the effect of the vertical and horizontal position on the signal intensity. A constant horizontal position of 0.4 mm was considered for the effect of vertical distance measurement, and a 0.7 mm vertical position was fixed for the horizontal distance measurement. Fig. 8 shows a significant sensitivity of signal intensity with both horizontal and vertical locations of NFA from the point of laser heating on the sample surface. Note that the signal intensity is significantly sensitive to the vertical location of the NFA compared to the horizontal position of the NFA. For each 0.1 mm change in vertical position of the NFA, the signal intensity drops significantly until it reaches the effect of convectional LIBS, where the decreasing trend of signal intensity with the horizontal distance is not so fast. This might be due to the actual shape of the palladium plasma. From the measurement, it appears that the shape is a horizontal oval where increasing the NFA distance vertically represents a measurement in the plasma fringes rather in the core. The increasing horizontal direction still allows the MW coupling since the NFA is still located in the plasma. The closer the NFA is to the sample, the higher the electric field, which produces higher enhancement of the signal due to higher coupling.

Calibration of palladium in solid samples was done for both MW-LIBS and conventional LIBS under identical experimental conditions of 650 J/cm² laser pulse fluence, 750 W microwave power, 450 ns gate-delay and 1 ms gate-width. The quantitative detection was carried over the calibrated salt sample with various palladium concentrations. Fig. 10 represents the calibration curve for both LIBS and MW-LIBS, with linear fitting for the maximum intensity line of 340.46 nm. The slope of MW-LIBS is greater than the slope of LIBS only, which represents the increase in detection sensitivity with MW-LIBS. Detection increases almost the same as the increase in concentration of palladium in the sample, which corresponds to the accurate measurement and lower LoD obtained.

The LoD of palladium was calculated using Eq. (1):

$$\text{LoD} = \frac{k \cdot s}{b}$$

where $k$ is a constant (set to 3), $s$ is the standard deviation of the background, and $b$ is the slope of the calibration curve. It was found that the LoD is 40 ppm and 5 ppm for LIBS and MW-LIBS respectively. This leads to an 8-fold improvement in the LoD of palladium in solid samples. This improvement factor is within the range of previous quantitative MW-LIBS studies for solid phase [8–12,24,25]. As mentioned previously, palladium detection using LIBS has been investigated in several studies for both calibrating and mapping palladium samples unfortunately, even though some of the studies carried out were for quantitative measurement of palladium, there has not been a clear identification of LoD. Therefore, the LoD obtained for this study cannot be compared to others.
4. Conclusion

This study has demonstrated, for the first time, that MW-LIBS detects palladium in solid samples. We found that the signal was enhanced 92-fold with MW-LIBS, leading to an 8-fold improvement in LoD by MW-LIBS when compared with LIBS. The detection limit of palladium with LIBS and MW-LIBS were 40 ppm and 5 ppm respectively. The laser pulse fluence shows a maximum enhancement for the signal to noise at lower laser energy independent of the applied MW power. It was found that a point of maximum intensity is reached at a microwave power of 750 W. The position of NFA, was also demonstrated for the study to improve the LoD.

Novelty statement

We demonstrated for the first-time new LoD for Pd using an optimised-Microwave assisted Laser Induced Breakdown Spectroscopy. We achieved 11 folds improved in the detection sensitivity of Pd. A new LoD of 5 ppm of Pd in solid sample was recorded using laser energy below 5 mJ.
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