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Abstract

A new spaced-antenna partial-reflection (SAPR) radar was established at Mawson,

Antarctica (67' S, 63' E) in June 1984. From that date it has been used to measure

horizontal winds (and other data) in bhe height range 70-108 km. Wind measurements

are made at time intervals of 5-15 min and at 2 km height intervals, with a height

resolution of approximately 4 km. Using a three year continuous set of data, studies

of the mean winds, atmospheric tides, planetary waves and ionospheric echo strengths

have been made.

The mean winds from Mawson are presented and compared with those of the SAPR

radar at Adelaide, South Australia, as well as with those from simiiar-latitude northern

hemisphere radar stations. The mean wind data are also compared with recent satellite-

based climatologies and are found to differ significantly.

The diurnal atmospheric tides are found to be largely dominated by evanescent

(non-vertically propagating) tidal modes, as expected from theoretical considerations.

Some results suggest that they may be driven (in part) by Joule heating from energetic

particle precipitation in the lower thermosphere. The semidiurnal tides are found to

have comparatively large amplitudes and are formed from a mixture of propagating

modes. Tidal data are compared with recent semi-empirical models and found to be in

moderate (to poor) agreement.

Planetary wave activity is found to be as expected for a high-latitude site, with

the notable exception of the quasi 2-day wave which, for a period during January,

usually dominates the mean wind and tidal wind fields. Analysis of the amplitude and

phase relationship between Mawson and Adelaide supports current theories on the wave

structure in the southern hemisphere.
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The high-latitude ionospheric environment is substantially different from that at

mid-latitudes. Some results of ionospheric echo strength measurements (at the operating

frequency of the radar) axe presented and compared with those at Adelaide.

A brief investigation is made of the possible relationship between geomagnetic activ-

ity (expressed by the geomagnetic Kp and local-K indices) and the winds. A relationship

between the amplitude of the diurnal tide and the Kp index is found.
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Chapter 1-

INTRODUCTION AND

I,ITERATURE SURVEY

1.1- Mean winds and planetary scale 'waves in the

upper rniddle atmosphere and lower therrno-

sphere

One of the interesting aspects of studies of the atmosphere in the height range 70-

110 km is the similar magnitudes of the mean winds, planetary-scale waves, atmospheric

tides and gravity waves (see figure 3.19, page 119). This is complicated further by

the way in which these interact with each other. This is especially the case with the

study of the mean winds and planetary scale ryr/ave propagation where it is difficutt (and

often impossible) to distinguish the two if only single-station ground-based observations

are available. The degree to which the mean circulation in the middle atmosphere

is directly attributable to forcing by the vertical transport of horizontal momentum

by gravity rù/aves and other r,r/ave processes has only recently been appreciated. Thus



to describe atmospheric dynalnics by partitioning wind and wave effects into separate

bands of frequency (ie. mean/planetary/tidal/gravity and' acoustic waves) is somewhat

superficial, but this separation is useful to gain an understanding of what is a very

complex interrelation. The following section briefly summarizes some of the key points

in our understanding of the mean flow and planetary vu'ave perturbations, particularly

in the upper mesosphere and lower thermosphere'

1.1.L The mean flow

The d,erivation of mathematical expressions for the mean circulation in the atmosphere

is approached, through a series of approximations and assumptions' The basic equations

of fluid flow, embodying conservation of momentum' energy and mass, must be tailored

to suit the particular conditions and height range'

Atmospheric motion at lower levels is a response to the differential solar heating

which occurs over the surface of the Earth (except for solar and lunar gravitational

tid.es which are usually negligible in amplitude). Different temperature regimes give rise

to pressure gradients (primarily meridional) and meridional circulation cells develop in

response to these. However, meridional motion on a rotating sphere causes an acceler-

ation of the wind through the effect of the coriolis force. The wind which results when

the Coriolis and pressure gradient forces are in approximate balance is known as the

geostrophic wind, and is expressed by the familiar equations

" tdp
-lu: pda'and

where the coriolis paramet ef r - 2cl sin / (where f) is the angular velocity of the Earth's

rotation and / is latitude), p is the density, u and u are the zonal and meridional wind'

and, fi,ft ur" the zonal and. meridional pressure gradients respectively.

2



For some purposes it is more useful to consider the zonal winds in terms of meridional

temperature gradients rather than pressure gradients. Satellite-borne instruments mea-

suie radiances from which one can infer vertical and meridional temperature gradients;

winds can then be estimated from the thermal wind equation

( 1.1)

where z is the altitud.e and g is the acceleration due to gravity. This equation as-

sumes a steady state, non-viscous, frictionless and horizontaJly stratified atmosphere.

At extra-tropical latitudes, tropospheric and stratospheric winds may be estimated by

this equation, but in the mesosphere, neglect of friction leads to winds which are much

too large. Friction (or 'stress') terms, which arise from a number of processes' aÍe often

collectively parameterized. into a single term known as Rayleigh friction- Inclusion of

Rayleigh friction into a more complex wind model leads to more realistic wind profiles.

However, consid.eration of friction alone fails to explain the way in which the zonal winds

usually steadily decelerate in the mesosphere above (approximately) 60 km and often

reaerse direction somewhere in the height range 85-100 km. This effect is illustrated

in figure 3.1 (results section 3.1, page 83) where it can be seen that (at Adelaide) the

westwa¡d winds which occupy the summer mesosphere reverse to become eastward at

85-88 km. During the winter the zonal wind shear (above =60 km) is the opposite of

that during the summer and the zonal wind reverses direction at a height of 95-100 km.

Another perplexing observation for early researchers tvas the relatively hot polar

winter mesopause and cold polar summer mesopause; the latter gives the coldest tem-

peratures observed anywhere in the atmosphere (see figure 1.1). As it turned out, the

zonal wind reversals and anomalous temperatures were not unrelated effects (Holton,

1932). The widely held view is that the convergence of the vertical flux of horizontal

a
A" #1""ffa"
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momentum carried by breaking internal gravity r¡¡aves accelerates the mean flow in the

mesosphere and lower thermosphere (Lindzen, 1981; Vincent and Reid' 1983; Fritts'

1984). The direction of the acceleration is opposite to that of the geostrophic winds in

the mesosphere (which have their maximum velocities at approximately 60 km)' This

is due to wind shears in the stratosphere which act as a filter so that only gravity waves

with a relatively strong westward component of propagation will propagate vertically

into the mesosphere d.uring the summer (and vice-versa in the winter)' Gravity v/ave

drag on the mean zonal wind drives a meridional flow which is in the reverse direction

to that at lower levels in the atmosphere and results in adiabatic heating (due to a

sinking motion) over the winter pole and. cooling over the summer pole (mainly in the

height range g0-100 km). Thus a complete stud.y of the circulation in the height range

70-110 km requires an und.erstand,ing of gravity'wave generation and propagation from

the troposphere and stratosphere (which is outsid.e the scope of this brief discussion)'

Current mean wind models such as those of Groves (1985), Koshelkoi (1985), Bar-

nett and Corney (1985) and Fleming et al. (1988) are all of a semi-empiricai type,

d.rawing on data from many techniques. Middle atmosphere mean winds in the Barnett

and Corney (198b) and Fleming et al. (1938) models (discussed in the results section

of this thesis) are computed by taking balloon/rocket measurements of the tempera-

ture fi.eld at the 30 hPa ievel and using satellite radiance measurements to estimate

geopotential heights above that level, to a maximum altitude of approximately 80 km'

Geopotential height data are then differentiated to compute the 'geostrophic' winds; for

example Fleming et aI. (1938) use the equation,

(1.2)

where [z] is the zonally averaged geopotential height and [u] is the zonally averaged

5



geostrophic wind at a fixed pressure. This equation breaks down at very low and high

latitudes and various approximations are used. For heights above 80 km, temperature

and wind models must rely on empirical thermospheric models. For instance, in Fleming

et al. (1983), winds in the height range 65-120 km used a model known as 'MSIS-86'

(Hedin, 1987). Precisely how model, satellite, radar and synoptic data are merged

is usually difficult to ascertain from published information. The differences between

various models (which draw on very similar observational data) is very probably due

(in part at least) to the preferences modellers have for merging different observational

techniques.

L.L.z Planetary $¡aves

Planetary rvaves occur because of the variation of the Coriolis parameter with latitude

and they are commonly known as Rossby waves. These are strikingly visible in satellite

photographs of clouds taken at high latitudes, where the wavelike circumpolar patterns

are very distinct. Depending on their period, planetary waves fall into two categories;

'travelling' (or 'transient') and 'quasi-stationary'. \Maves with a period in excess of

(approximately) 30 days are referred to as 'quasi-stationary' and, in the absence of

satellite data (or a considerable number of radar stations distributed longitudinally) it

is difficult to distinguish the 'mean'wind from the effects of quasi-stationary waves.

For the most part, planetary v/aves do not propagate vertically but remain trapped

in the troposphere and stratosphere, but vertical propagation is possible under certain

conditions. Using the B-plane approximation (where the Coriolis parameter f is set

equal to 
"fo + By, and y is the latitude) it may be shown (Houghton , 1977) that vertical

6



propagation is possible when

o<a.ø% (1.8)

where k and / are the zonal and meridional wavenumbers respectively (ie' k : T)'

Hence equation 1.3 implies that with a westward or a la'rge eastward zonal wind' no

vertical propagation wiil occur. AIso, vertical propagation will be more likely for those

waves with very large horizontal wavelengths. This explains why the quasi-stationary

.waves, with their very large horizontal wavelengths, are a regular feature of the upper

mesosphere in winter whereas the presence of travelling waves (such as the quasi 2-day

wave) is associated with the occurrence of particular wind profiles in the stratosphere

and mesosphere. This was shown by charney and Drazin (1961), who investigated

vertical propagation of planetary waves into the mesosphere and concluded that either

strong eastward or westward stratospheric winds would trap the waves and that vertical

propagation could only take place during the equinoxes'

As with gravity waves, there are a number of possible soulces of planetary u¡aves

in the troposphere and. stratosphere, includ,ing orographic forcing, land/sea differential

heating and baroclinic or barotropic instabilities in the mean flow. The mathematical

description of "free" planetary waves with periods less than (approximately) two weeks,

is similar to that of the atmospheric tides, where solutions to the linearized Laplace tidal

equations yield. solutions known as Lamb modes (reviewed in salby, 1984). unlike the

case for the atmospheric tides, the solutions are 'normal modes" which may be thought

of as resonances determined by the spherical geometry, rotation and stratification of the

atmosphere. Like the atmospheric tides, particular modes of oscillation are described

by a'zonal wavenumber' (ie. 1,2,3....), which is equal to the number of complete cycles

around a circle of longitude (this zonal wavenumber should not be confused with the

physical wavenumber which is equal t" T). Theoretical studies and observations yield a

I



predominance of westward propagating modes (at extratropical latitudes). Commonly

reported observations of travelling planetary wave oscillations identify the so'called 2,

b, 10 and 16-day waves. \Mith the possible exception of the 2-day v/ave' the periods of

these oscillations are not integral numbers of days and typically the observed periods

fall in the period ranges L.g-2.2,4-7 and 10-20 days (vincent, 1985).

Observational studies by Barnett and Corney (1985) show that the amplitudes of

the quasi-stationary waves achieve maximum values at latitudes of 60-70o in the win-

ter hemisphere. Although the amplitudes are largest in the stratosphere, they remain

'relatively large' up to 80 km (the top levei of the Barnett and Corney planetary wave

climatology for the interim CIRA). Although the horizontal wavelengths are of the order

of the scale of the Earth, the vertical wavelengths can be relatively small (several tens

of km).

Observations show that the amplitudes of the travelling planetary \r¡aves a¡e similar

in both hemispheres but the quasi-stationary waves are significantly stronger in the

northern hemisphere. This is understandable since the travelling \ryaves are thought

to arise mainly from hydrodynamic instabilities whereas the quasi-stationary $¡aves

arise from zonal asymmetry in heating and orographic forcing. Quasi-stationary \Maves

play a principal role in the development of stratospheric warmings, which occur more

frequently and with more effect in the northern hemisphere.

Vertical and meridional propagation of quasi-stationary planetary waves is inhib-

ited by the summertime westward (easterly) stratospheric winds (Charney and Drazin,

1e61).

The quasi-stationary and travelling v¡aves are usually strongly attenuated in the

mesosphere. Miyahara (1985) suggests that, in addition to attenuation by Rayleigh

friction and radiative damping, the interaction of stationary vvaves with internal gravity

8



r¡/aves will lead to enhanced attenuation. The deposition of momentum in the mean flow

by planetary \¡/aves is often discussed in terms of the 'Eliassen-Palm (EP) flux' (Eliassen-

Palm, 1960; Edmon et al. , 1981). The EP flux can be defrned (approximately) by the

equation

F:l-rrr-,¡r#l
L a"J

where / is the coriolis parameter and 0 is the potential temperature' The first com-

ponent of ,É is the northward. flux of eastward momentum and the second component

relates to the vertical flux of eastward momentum' The EP flux is a pa'rticularly use-

ful tool in theoretical studies of the vertical and horizontal transport of momentum by

planetary \Maves. Moreover, the divergence of the EP flux is a direct measure of force

per unit mass, (Andrews and. Mclntyre, 1976; Boville, 1987) and thus the acceleration

of the mean flow may be directly plotted (for instance) in units of ms-1day-l'

1.1.3 The quasi two-daY wave

A ubiquitous feature of the summer hemisphere middle atmosphere is the presence of a

quasi 2-d,ayperiod oscillation. This phenomenon has been observed in both hemispheres

by rocket, radar and satellite techniques for over 20 years (Muller, 1972; Kingsley et al''

1978; Muiler and Nelson, 1978; Rogers and Prata, 1981; craig et a1., 1980; craig and

Elford, 1981; craig et al., 1983; vincent, 1984; Tsuda et aI., 1983) but there is still no

universally accepted explanation of the driving force. There are a number of interesting

differences in behaviour between the two hemispheres. In the northern hemisphere (NH)

the period of the wave is frequently given as 51*2 h, whereas in the southern hemisphere

(sH), the period, is usually very close to (if not exactly) 48 h (Muller and Nelson, 1978;

Craig et al., 1980). Also, both satellite and ground-based radar observations show

significantly larger amplitudes in the southern hemisphere (Rogers and Prata, 1981;

I



I

Figure 1.2: Stratospheric temperature at =4O km measured by satellite, Jan-
uary 16 th 1973, showing a v/avenumber 3 pattern (R,ogers & Prata, 1981).

Vincent, 1984; Plumb et al. , 1987). Satellite measurements of thermal radiance in

the stratosphere (Rogers and Prata, 1981) show that bhe 2-day period temperature

perturbations maximize just after the summer solstice and that the largest measured

perturbations occur at a height of 70 km at 40'S. Figure 1.2 illustrates the wavenumber

3 structure observed in these satellite observations.

Since the wave appears to be almost solely confined to the summer hemisphere,

interhemispheric comparisons are difficult to obtain. However, Craig et al. (1983) si-

multaneously observed the wave at Sheffield (53'N,2'\M) and Townsville (19'S, 747'E)

during July-August 1980. The amplitudes at Townsville were approximately half of

those at Sheffield and no fixed phase relationship was found. This leakage of the wave

from the NH summerwas not detected at Adelaide (35'S, 138'E). In a similar stud¡

Tsuda et al. (1988) made simultaneous measurements of the wave ai Adelaide ancl Ky-

oto (35'N, 136'E) during January 1984. These showed that the amplitudes at l(yoto

t'¡/ere approximately 0.25 of those at Adelaide and that the zonal components were in

approximate antiphase. The period of the wave at Kyoto appeared to show a systematic

10



variation of. 2.L-2.5 d.ays during flocal] summer, reducing to approximately 2 days in

autumn. Tsud.a et al. tentatively suggested that these period changes coincide with the

disappearance of a core of eastward mean winds in late summer.

Vertical wavelengths of the wave are usually reported to be in excess of 100 km

and the relationship of the phase with height indicates downward propagation of phase

consistent with upward propagation of energy (Craig et al' 1980, Craig and Elford, 1981)'

On other occasions the wave appears to be evanescent in the vertical. A curious feature

of the observations at Adelaide is the way in which the period is normally observed to

be (within experimental error) exactly 48 h, and the phase has approximately the same

local time from year to year. Craig and. Elford (1981) found, after 9 years of observation,

that the time of the maximum northwards wind (at a height of 90 km) occurred just

after local noon. Vincent (1984) suggests that subsequent observations are in agreement

with these earlier results.

Perhaps the most rigorous theoretical study cond.ucted so far is that of Salby (1981)'

This suggested that the 'wave may be a westward propagating Rossby-gravity (3,3)

normal mode. He examined propagation in a windless isothermal atmosphere, of the

normal modes corresponding to solutions of the Laplace tidal equation with a 10 km

equivalent depth. For each wavenumber rr¿ there exists a discrete set of Rossby normal

modes corresponding to n:rrlt n:m*7,.... When n:rn the mode is conventionally

termed the 'Rossby-gravity mode' because of its mixed character. The normalized

Hough functionsl for this mode are shown in figure 1.3.

The propagation of a (3,3) mode in more realistic conditions, (ie' with wind and

temperature structure) leads to a wave with an expected period of.2.1 days and allows

lie. solutions to the Laplace tidal equation, described in more detail in section 1.2.1

11
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Figure 1.3: Geopotential(Õ), zonal(U) and-meridional(V) HoughJunctions for

the third Rossby-gravity normal *áa" of a windless isothermal atmosphere

(Salby, 1e81).

modelling (quantitatively) of the latitudinal and vertical structure (salby, 1981)' Fig-

ure 1.4 illustrates the amplitude of the components of the wave in summer and shows

how amplification occurs at mesospheric heights. This figure also suggests there is a sec-

ondary peak in amplitude centred at the latitude of Mawson at a height of 10-11 scale

heights. Because there are no energy sources with a period of two days known to exist'

the forcing of the '\Ã¡ave is thought to be by tropospheric 'noise'' Salby proposed that a

combination of weak eastward wind.s (relatiue to the wave) and an equatorward temper-

ature gradient lead. to the amplification of the wave at mesospheric heights' since these

conditions are met during the summer this accounts for the regularity of the appearance

of the wave.

An alternate theory by Plumb (1983) suggests that the '2-day wave' is due to a

baroclinic instability of the westward jet in the summer mesosphere' Plumb suggests

that the instability occurs when the vertical windshear of the zonal wind is in excess of

6 ms-1km-1 in the lower mesosphere.
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L.2 Atrnospheric tides

Periodic tid.al oscillations in ground-level barometric pressure have been observed since

last century. \Mhile these effects are quite small (eg. at Adelaide the amplitude is

approximately 0.5 hPa), tidal oscillations of temperature, pressure and wind motion

are considerably larger in the mesosphere and thermosphere with the amplitude of

the wind. oscillations often exceeding the magnitude of the mean wind. The following

section briefly reviews some of the theory, observations and models used to describe

tidal phenomena in the upper mesosphere and lower thermosphere.

L.2.L Classical tidal theory

Atmospheric tidal oscillations with the solar period of.24h and its harmonics are excited

by insolation at different levels of the atmosphere. The gravitational effects of the sun

and. moon are negligibte by comparison and will not be discussed further in this thesis.

Absorption of infra-red radiation by water vapour in the troposphere, ultra-violet by

LT

(b)
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ozone in the stratosphere, and absorption of EUV(20-100 nm)/uV(120-200 nm) (by

many molecular species) in the thermosphere are known to provide most of the forcing

for the solar atmospheric tides.

To a first approximation, tidal motion in the middle atmosphere (10-100 km) may

be modelled by using the 'classical' method of Laplace (Chapman and Lindzen, 1970;

Lindzen, 1g74). With this model, the Earth is assumed to be a smooth sphere, and the

atmosphere to be a hydrostatic, non-viscous, shallow gas of uniform temperature. By

considering equations of momentum, energy and mass conservation and by considering

tidal motions to be small perturbations of the basic state, the Laplace tidal equations

may be linearized and solved analytically (the reader is assumed to be familiar with the

basic theory (Chapman and Lindzen, 1970) which will not be reproduced here).

The solution of the linearized tidal equations yields a set of eigenvalues and eigen-

functions which correspond to different modes of oscillation. Throughout this work, each

mode is described by the symbol ^9ff (or simply (r,*) ) where r¿ represents the zonal

wavenumber (ie. the integral number of oscillations in 24 h) and rrz is usually called

the mode number. Positive values of rn represent propagating modes which transport

energy vertically. Negative values of rn represent evanescent (cf. 'trapped' or 'rota-

tional') modes which do not freely propagate vertically and whose amplitude decays

exponentially away from the height of excitation.

A mod,e may be described as symmetric or anti-symmetric (about the equator). For

example the symmetric diurnal propagating modes are the (1,1), (1,3), (1,5)... and

the anti-symmetric modes are the (7,2), (1,4), (1,6)... For the semidiurnal tide, the

symmetric modes are the (2,2), (2,4), (2,6).. and the anti-symmetric are the (2,3),

(2,5), (2,7)...etc.

Each eigenvalue/eigenfunction solution to the Laplace tidal equation may be used to
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Table 1.1: Approximate vertical wavelengths (À,) of the diurnal and semidi-
urnal propagating tidal rnodes, computed for Mawson at 90 km (using figures from
CIRA 1988.) Equivalent depths (å") are taken from Chapman and Lindzen, (1970).

300.96c0.036

37r.3760.055

502.TT80.074

853.67100.r23

1507.85140.242

250.691

\"fkrnh"fkrnÀ"fkrnh.fkrnMode

SemidiurnalDiurnal

determine a vertical wavelength (in the case of the propagating modes (ie. positive rn))

and the amplitude structure as a function of latitude. Table 1.1 shows the eigenvalues (or

'equivalent depths' - å") of the first six diurnal and semidiurnal modes. The equivalent

depth may be used to estimate the vertical wavelength )" which is given by

À"x2n(X-ù)' (1 4)

.l/ is the Brunt-Vaisalafrequeîcyr g is the acceleration due to gravity, Hois the density

scale height.

Table 1.1 uses equation (1.a) to estimate the vertical wavelengths at Mawson. \Mith

the exception of the semidiurnal (2,2) mode the vertical wavelengths remain fairly con-

stant throughout the year and these figures are almost identical to those for Adelaide.

It should be emphasized that these estimates are for the idealized2 atmosphere and that

vertical wavelengths of the propagating tides in the atmosphere may be affected by many

2as defined by Chapman and Lindzen (1g20), pp 106-108
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factors, including mean winds and' dissipation, departure from hydrostatic equilibrium'

surface topographY etc.

Figure 1.5 from Forbes (1982a,b) shows the normalized diurnal and semidiurnal

eigenfunctions for a classical atmosphere. These functions give an indication of how the

amplitude of a given mode is likely to vary with latitude, but in the middle atmosphere

they do not give any indication of absolute (or relative) amplitude or of which mode

will dominate. precisely which mode wiII clominate at a given time, place or height is

dependent on many factors, some of which are discussed later in this section'

t.2.2 Tidal winds in the mesosphere and lower thermosphere

Although solutions to the Laplace tidal equations are only a first approximation to atmo-

spheric tidal phenomefra, they d.o provide a framework to describe the general features'

Therefore, in tidal work, oscillations are usually described in terms of the associated

,modes'. However, in a realistic atmosphere, the effects of background winds, tempera-

ture variation, Newtonian cooling, electrodynamic forces, molecular/eddy diffusion (of

heat and momentum) and composition must be consid.ered. The addition of any (or

aX) of these effects into the tidal equations rend.ers the equations inseparable and so-

lutions must be obtained numerically. The difference between realistic mode structure

and theoretical mod.e structure (of a classicals atmosphere), is usually described by the

term mod,e coupling or moile d,istortion. Higher order modes are cailed 'coupled' modes,

as distinct from'direct' (ie. classical) modes. Background winds often lead to mode

coupling.

3ie. windless, isothermal and homogenous
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Forcing and damPing

As stated earlier, atmospheric tides are primarily excited through heating by insolation

due to absorption by atmospheric constituents. In ad.dition, clouds (Lindzen, 1978)

and. coupling from the magnetosphere to the lower thermosphere are possible aclditional

sources of excitation. Figure 1.6 shows where the main heating occurs in the tropo-

sphere and stratosphere. The heating function in figure 1'6 is represented by several

curves, each one describing the amount of energy which drives a particular tidal mode'

Because heating occurs in layers which are 10-30 km thick, modes with longer vertical

wavelengths wili suffer less destructive interference and so will be preferentialiy excited'

This explains why the amplitude of the semidiurnal tidal modes (which, in general

have longer vertical wavelengths) are comparable to (and can often exceed) the diurnal

amplitudes at different levels in the atmosphere. However, because of the growth and

dissipation of individual tid.al modes (away from the height of excitation) the relative

contribution from each mode (at a given height) shows considerable variation'

Observations of tidal winds in the height range 80-100 km usually show a downward

progression of phase corresponding to an upward propagation of energy' It is probable

that tides generated by sources in the thermosphere transport energy downwards but

this is rarely observed as the amplitude will d,ecrease with increasing density accord-

-L t rrng to p 2 \v¡ner e p : atmospheric density). upward propagating tidal modes will

grov¡ approximately according to p-I until heights where appreciable damping takes

placc. Significant damping of upward, propagating tides rrsually occurs at 100-160 km

and modes with vertical wavelengths less than approximately 30 km will be strongly

damped above 100 km (Forbes ancl Hagan, 1982). Because of its long vertical wavelength

the (2,2) mode is consid,erably less attenuated and may penetrate into the thermosphere

18



DIUR.IVAL

OæNE

WATER VAPOR
OZONE

o:¡
IVATER VAPOR

DIINNAL HEATING RAÍES I !.4 (JOULES

SEMIDIURNAL
OæNE

d)t

E

l-
fI
UI

E

Fr
9
UI

E

ÞI(,
l¡lt

.oe
@l

oo4

5
þ
ãt
f

WATER VAPOR
OZONE

.oe
WATER VAPOR

r9-l :cil) sEMlDltnNAL HEATING RATES ' i'lz (JO|LES rql*fl)

Figure 1.6: Hough decomposition of diurnal and semidiurnal heating rates

at equino* u.r,d-lDecemblr) solstice due to insolation absorption by water

vapour and ozone, and multiplied by the factor "'/2,, 
where t: -L"@lp")'

(Forbes, 1982a'b)

(Groves, 1983). Diurnal thermospheric tides are excited almost exclusively in-situ and

are strongly influenced by high-latitude particle precipitation and Joule heating pro-

cesses (Forbes and Garrett, 1979); this has particularly important consequences at the

latitude of Mawson.

Vertical structure

In the height range 70-110 km considerable changes in modal composition may occur,

so that precisely which mode will dominate at a given height and time is difñculi to

predict. However, one of the advantages of high-latil,ucle observations, is that (on theo-

retical grounds at least) only the diurnal evanescent modes are likely to be present with

signiflcant magnitude (see figure 1.5) and of these the (1,-2) mode wili probably strongly

dominate. This is an unusual situation where a single mode can be observed in isolation
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(there is a possibility however, that due to mode distortion, propagating modes rnaE be

present and it is one of the aims of this study to attempt to identify these)' Usuaily'

when a number of tidal modes are present, iclentifying modal composition from vertical

wavelength is unreliable especially when complicated by the fact that meridional and

zonal tid.al components often display different vertical structure.

In the southern hemisphere, the phase of the zo¡al wind,s will usually lead that of

the meridional winds by approximately 90o. This follows from tidal theory applied to

the case where energy is moving upwards and phase is moving downwards'

Latitude structure

The symmetry (or anti-symmetry) of the Hough functions about the equator will cause

the d,ifferent modes to be d.riven with varying efñciency as the seasons change' Symmet-

ric modes will be favoured at the equinoxes and anti-symmetric modes may be expected

to increase at the solstices. This is only approximate as' even at the equinoxes, the global

d.istribution of water vapour and ozone is asymmetric (Teitelbaum and cot, 1979)'

Figure 1.5 suggests that the diurnal (1,1) and (1,-2) modes are likely to be present,

with significant amplitude, at equatorial-to-mid latitudes and that propagating modes

are unlikely to be measured at latitud.es greater than 60o. Forbes (1984) suggests that

most vertical structure variations of the diurnal tide (at mid-latitudes) are due to su-

perposition of the (1,1) and (L,-2) modes and that at high latitudes the (1,-2) mode

will dominate.

Figure 1.b suggests that semidiurnal tides will be present at all latitudes (except at

the poles) and that all semidiurnal modes will reach peak amplitudes at mid-to-high

latitudes.
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Variability of the diurnal and'semidiurnal tides

The amplitude and phase structure of the tidal winds in the height range 80-100 km

shows pronounced variability, both seasonally and' from day to day' seasonal variations

in tidal mode composition. are mostly due to changes in the shape of the vertical heating

profile and to the distribution of heating over the globe. Also seasonal changes of zonal

winds may cause mode couPling.

The causes of the observed short-term variations (approximately less than 3 days)

in tidal amplitudes and phases are not weil understood, although there are a number of

plausible explanations; Forbes (1985) summarizes some of the possibilities which include

variations in thermotidal heating by varying ozorLe and water vapour concentrations'

instability and non-linear interactions (for the diurnal tide) and modulation of grav-

ity wave d,eposition into the mean flow. Forbes' preferred explanation for short term

variations is the interference between several tidal modes, where comparatively small

changes in one modal component can result in significant variation of the total tidal

amplitude and phase. Bernard (1931) suggests that the variations of the semidiurnal

tid.e are mainly associated with the winds and irregularities in the middle atmosphere'

vial et at. (1985) suggest that partial reflections of tidal wavet (by steep temperature

gradients in the lower thermosphere) may explain the tidal variability observed at the

mesopause level.

L.2.3 Tidal modelling

Foremost among current tidal models are those of Forbes and Hagan (1938) and Vial

(1986) (for the diurnal tide) and Forbes and Vial (1989) (for the semidiurnal tide);

comparisons are made between observed data and these models in the results chapter
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of this thesis. A tidal model must account for effects not considered in the idealized

atmosphere such as background winds, temperature variation, composition, hydromag-

netic coupling, Newtonian cooling, eddy and molecular diffusion and the sources of tidal

forcing; a formidable task! Most of these effects must also be parameterized as a func-

tion of season. Normally tidal models are computed for solstice or equinox conditions'

However, the semidiurnal model of Forbes and Vial (1989) attempts to model the tides

at all times of the year (see frgure 3.41 on page 154)

As later work will show, contemporary mod.els are still only moderately (to poorly)

accurate at predicting the amplitude and phase of the tidal wind structure in the height

range Z0-110 km. However, it must be emphasized that model tides are being compared

with data derived from long-term (usually monthiy) averages and that instantaneous

measurements of tid.es can show very large deviations from mean results. variations

arise from a number of factors that are diffi.cult to parameterize. For instance, variations

in mesospheric turbulence, Iongitudinal variations in tidal forcing, lunar gravitational

tid.es, and mode d.istortion by the background winds (Forbes, 1982a) will cause difficuity

in attempts to model the tides. For instance, the lunar (gravitational) component of the

semidiurnal tide may be 20% of,the total in the lower thermosphere (Forbes, 1982b) and

for short periods of observation, this will be indistinguishable from the solar thermal

tide. Although tidal models may never provide perfect predictions, they are useful in

describing the 'average' state and the likely effects of short term disturbances (such as

stratospheric warmings or solar activity).
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1.3 Geomagnetic and high-latitude effects

Although the study of the high-latitude ionosphere and geomagnetic effects is incidental

to the main body of this work, it is worthy of brief mention because the radar's per-

formance is afiected by its high-latitucle location. It is also possible that the horizontal

wind data may be influenced by ionospheric effects not encountered at mid-latitudes' In

the upper thermosphere at high tatitudes winds are strongly affected by electric fields

which are generated. by the interaction of the solar wind with the geomagnetic field and

approximately mapped down the magnetic field lines to the ionosphere; this effect is

generally thought to diminish rapidly in the lower thermosphere'

At F-region heights ,where the electron and ion collision frequencies (2", z¿) are very

much less than the gyro frequencies (O", f)¿), the combined influence of the electric field

E and magnetic field B on electrons an{ ions, will cause them to move in the ExB

direction. In the high-latitude thermosphere, the magnetospheric electric field combined

with the geomagnetic freld, causes a large-scale circulation of plasma. The circulation

is anti-sunward, across the pole with return flows in the dawn and dusk sectors (an

approximate representation of this flow is shown in frgure 3.43, page 163)' Because of

collisions between the ions and neutral particles, the motions of ions and neutral winds

become coupled. Transfer of momentum between the two is known as 'ion drag'. At

around 140 km, {l; - u¿ and at around 80 km, Ç1" - u..This means that in the E-region

(=110 km), ions become more coupled to the neutral wind than the electrons, with the

result that a polar current system develops (with flow lines described in figure 3.43).

Although geomagnetic variations have profound effects in the magnetosphere and

thermosphere, the effects on the winds in the SAPR observing range (70-108 km) are

usually assumed to be small. However, since MST radars (which also make use of
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the motions of ionized irregularities) are operated at high-latitude, there is a contin-

uing interest in possible electric fi,eld and geomagnetic effects at D/E-region heights'

Johnson and Luhmann (1985b) correiaied 3 years of summertime magnetometer data

with horizontal winds at 87 km measured by the Poker Flat MST (65') radar, but did

not find a conclusive relationship. In a similar study (Johnson and Luhmann' 1985a)

changes in wind. spectra at 86 km were compared with magnetometer data but nothing

significant was found. Johnson et al. (1987), using winds from the chatanika radar,

did find a signifrcant relationship between geomagnetic activity (expressed by the Kp

index) and tidal amplitudes, and the observed heights of 107 and 11õ km are sufficiently

far into the lower thermosphere that a correlation might be expected. They found an

increase in the amplitude of the diurnal tide and. a reduction in the amplitude of the

semidiurnal tid,e during more active (Kp>2) period,s. They tentatively attributed this

effect to ion-drag forcing with the change in tid.al amplitudes due to the relative phase

relationship between the normal tid.es and. the diurnal variation in the direction of flow

of the ions. If effects of ion drag are to be investigated, then Mawson is well placed

to observe them. That is, although Poker Flat is at a similar geographic latitude to

Mawson, it is somewhat removed from the auroral electrojet, while Mawson is under it

at midnight.

Reid (19g8), in studies of electric field induced, drift of ionospheric irregularities (for

poker Flat) suggests that under disturbed conditions ( lEl>50 mVm-l) drift velocities

of 1 ms-l are possible at 90 km, and up to 10 ms-1 at 100 km' \Mhile these drift

figures are somervr/hat larger than those normally cited, they must be borne in mind

when interpreting SAPR winds from high-latitude sites, especially from heights above

g0 km. Until wind measurements can be continuously compared with other co-located

observing techniques, an element of doubt will remain as to precisely what is being
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measured.

Energetic particle precipitation into the ionosphere

Through a number of processes' energetic particles (mostly e-' H* and He+) precipi-

tate into the ionosphere, especially at high geomagnetic latitudes' These particles may

also be of direct solar origin or may arrive indirectly via processes within the plasmas-

phere/magnetosphere; they have energies in the range from a few to a few hundred kev'

Although the energy flux from these particles may be small compared with the solar

photon flux (=1%), the efiects on the D and E regions may be profound'

usually energetic particle precipitation into D/E-region is considered to be signifi-

cant only in auroral regions; however, it may be a contributor to the maintenance of the

structure of the mid-latitude ionosphere. Evidence for this comes from the existence of

lhe niglú-time E-region. At mid-latitudes, night-time decrease of free electrons is much

less than predicted from theory. some of the night-time E-region may be caused by ion-

ization of NO by L,,B scattered from the hydrogen geocorona, but it has been suggested

by Chamberlain and Jacka (1979) that the (mid-latitude) night-time ionization may

be due, in part at least, to particle (mainly electron) precipitation. At mid-latitudes,

Chamberlain and Jacka found a correlation between the intensity of' 427.8 nm airglow

emission (from excitation of NIF) and the geomagnetic Kp index. Since this emission is

due to collisions with energetic protons or electrons, and since the HB emission (caused

by protons) was low, they concluded that the dominant source was energetic electrons,

with an energy of around 10 keV.

Additional confi.rmation of mid-latitude particle precipitation comes from satellite

and rocket observations. Avdyushin et al. (1981) give a particle energy flux (over

mid/equatoriallatitudes, with moclerate geomagnetic activity) of 2-3x10-3Wm-2sec-1sr-l
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During disturbed periods, this flux may increase by 1-2 orders of magnitude. Wagner

and Ranta (1983) describe what they term the 'mid-latitude post-storm precipitation

belt'. They attribute increases in absorption that occur in areas with geomagnetic-La

values of.2-4.5, (which is distinctly separated from the auroral absorption zone) to pre-

cipitating high-energy electrons (ie. >40 keV). These particles have 'leaked' from the

reservoir of trapped particles in the piasmasphere by the process of pitch-angle diffusion.

For this type of precipitation, the poleward boundary of the precipitation belt is closely

correlated with the plasmapause position.

Penetration of ionizing particles to heights where the collision frequency is high leads

to strong attenuation of MF and HF radio waves. This is especially true at high iatitudes

where extremely high levels of precipitation can lead to Polar Cap Absorption events

(PCA's), causing a shortwave communication blackout which may last for several days.

PCA's are often associated with certain characteristic solar disturbances known as Solar

Proton Events (SPE's). Proton precipitation is now assumed to be small except during

SPE's. The amount of absorption and the heights at which it occurs will be related

to the spectrum and flux of the particles. Simultaneous observations from the satellite

Geos-2 (Cotlis et al. 1986) and with ground-based riometers show that absorption of

HF radio waves is most effectively caused by precipitating electrons with energies in the

range 15-80 keV, with 40-80 keV electrons contributing to 70To of the absorption. In

the D-E region, absorption will be proportional to the squa e root of the electron flux,

which follows from the usual assumption of dissociative recombination as the main loss

mechanism.

While most particle precipitation is of electrons, proton precipitation may dominate

in certain regions at auroral latitudes. Francis and Jacka (1969), observing HB emissions

afor a definition see appendix 4.1, page 186.
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(486.1 nm)from Mawson Station (L:8.7) found evidence of an HB oval which, in general,

lay equatorward of the visible aurora. They also found a poleward bulge in the HB oval

near geomagnetic midnight. These early ground-based measurements agree with recent

satellite observations (of HB emission) by Ono and Hirasawa (1987), who also find a

proton-dominant region equatorward of the duskside auroral oval.

Rocket measurements above Kiruna (northern Sweden) by Kopp et al. (1985) show

that precipitating electrons have a maximum energy deposition at 100-110 km. Torkar et

al. (1985) suggest a fi.gure of 90-110 km. Birkland currents (as the flows of precipitating

particles are known) which are capable of sustaining a visible atlrora deposit a power of

approximately 1011 \Matts (Brekke 1933). On the dayside of the auroral zone, this energy

input represents approximate|y LVo of solar heating (in the lower thermosphere), and

Brekke concludes that Joule heating by horizontal ionospheric currents appears to be

a more important heat source than the heating from precipitating electrons. However,

at greater heights in the ionosphere, the relative amount of heating by precipitating

electrons becomes much greater. A simultaneous observation from the AUREOL-3

satellite and the EISCAT radar (Stamnes et al. 1986) shows that the energy from

precipitating electrons is greater than the solar EUV input by a factor of 5-10 and

that this precipitation enhances Pedersen and Hall conductivities by approximately five

times compared to the solar EUV contribution.

Results later in this work show that at Adelaide (35' S) the diurnal variation in D-E

region ionization is mostly under solar control with possible influences from mid-latitude

particle precipitation, but that at Mawson electron precipitation and processes associ-

ated with the plasmasphere/magnetosphere have a significant effect on the structure of

the D-E region ionosphere.
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1.3.1 The winter anornalY

The term winter anomaly usually refers to the increase in electron concentration in

the lower D-region (60-70 km) during the wintertime' The increased ionization at

lower levels where the collision frequency is large, leads to an increase in HF radiowave

absorption. Additionally, the increase in ionization will permit reflections or scatterings

from lower heights. This effect probably contributes (in part) to the descent of the

minimum observing height of the SAPR radar (at Mawson) from approximately 80 km

during the summertime, to approximately 70 km d'uring the wintertime (Schwentek' H''

1963). However, depending on context, winter anomaly may also refer to short-term

enhancements (usually iasting a few days) which tend to occur more frequently in the

wintertime. Except where stated otherwise the former interpretation will be used in

this work.

\Mintertime increase in D-region ionization is usually attributed either to an increase

in the D-region concentration of No (which is readily ionized by tr.), or to a temperature

rise of a few tens of degrees (which alters the chemical reaction rates that control electron

production/loss). Also the ionization of. o2(7 L,n) by solar uv is frequently cited as a

smaller, but significant contributor to enhanced electron concentrations'

In the high-latitude D-region, [NO]5 is large and short term changes in HF radio wave

absorption at mid-latitud,es may be due to rapid equatorward transport (the lifetime of

NO at D-region heights is several days). Mid-latitude absorption has been associated

with stratospheric warmings and large amplitude planetary v¡aves (Gregory and Man-

son 1970, Kawahira 1982), but the nature of the relationship is a subject for further

research

t[ ]:"Th" concentration of.""
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Offermann (1979) has suggested that the short-period' increases in absorption may be

correlatecl with increases in stratospheric temperature (this is not the kind of warming

related to large-scale circulation breakdown). Ranta and Ranta (1977) showed that

the (short period) winter anomaly also occurs at high geomagnetic latitudes but at L

values greater than (approximately) 4.4, D-region changes are highly correlated with

geomagnetic activitY.

Often the winter anomaly is discussed. in relation to the transition heighf, which

(in this context) refers to the altitude level where the densities of 'l{o+ and water

cluster ions are equal. Rocket data described by Offermann (1979) show that this

height descends from 83-85 km to approximately 77 km (and occasionally lower) during

the winter anomalies (this lowering of the transition height also occurs during PCA's

and D-region disturbances, such as follow solar flares)'

The shorter period winter anomaly can appear relatively suddenly; within perhaps

24 hours. Koshelkov (1987) has attributed. this phenomenon to meteorological and

aeronomical processes and. has prod'uced a model whose equations govern temperature

and the concentration of ions and neutral particles. In terms of this model, several

changes take place when an anomaly is in progress'

o D-region electron concentration increases by =10 times

o [NO] increases between = 75-95 km

o Temperature increases between 75-90 km

. [¡/+] increases 2-3 times'

Koshelkov argues that the cause of these effects is temperature change and verti-

ca\fhorizontal transport, which may be triggered by a period of strong turbulence in the

29



mesosphere and lower thermosphere. Aithough Koshelkov is referring to short period

anomalies, it is often suggested that the longer-term seasonal variation is due to some

kind of turbulent mixing associated with the breaking of gravity waves, pianetary waves

or tides, or changes in global dynamics which result in enhanced verticai/horizontal

motions

Recent computer mod,elling of [lro+] transport processes support the strong rela-

tionship between [¡{o+] and. the winter anomaly. Garcia et a1., (1987) show that the

winter anomaly can be understood in terms of auroral production of [I{O+] by electron

precipitation. Transport of [¡ro+] from a polar night 'reservoir' cafl' account for both

the short- and long term variation in the winter anomaly.

The ongoing discussion in the literature and the diffi.culty in unequivocally defining a

fund,amenrløl cause of the winter anomaly underscore the complexity of the interrelation

of dynamical and chemical processes in this region of the atmosphere'

L.4 Ground based techniques for rerrlote sounding

of the middle atmosPhere

Ground-based. probing of the atmosphere with radio v/aves began with ionospheric

sound.ing soon after the advent of radio transmission. Questions arising from the long-

distance propagation of radio lvr/aves led to the discovery and structure of a multi-layered

ionosphere. Technological d.evelopments in the wake of the Second World War, particu-

larly in radar, rocketry and satellites, have dramatically improved our capacity to make

observations of the Earth's atmosphere from ground level to interplanetary space and

even to study the atmospheres of other planets. Albhough this thesis is largely con-

cerned with horizontal winds in the D-region (acquired by the SAPR method), it is
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useful to review briefly some of the sounding techniques in current use to assist in the

intercomparison of results from different sources'

The ionosonde

The ionosond.e was the first widely used. atmospheric remote sensing technique enabling

continuous observation of electron density structure. An ionosonde typically sounds

the height range 0-1000 km with significant ionization usually commencing at around

60-70 km. Although the maximunr, height of the observations is usually in the range

300-400 km, the ionosond.e also detects apparent refl.ections from much greater heights,

caused. by multiple reflections between layers and the ground' and sometimes between

the d.ifferent ionospheric layers. The technique is still widely used with a large array

of stations worldwid.e. Prediction of long-range HF radio propagation still relies on

continuous data from many wiclely-separated stations. Appleton first named the two

main ionospheric layers (E,F) from observations of discreet reflecting layers in the height

range 100-500 km.

Typically an ionosonde scans a frequency range 0.5-20 MHz. Radiowave penetration

of each ionospheric layer occurs for signal frequencies greater than the plasma frequency

/¡y, which can be determined from electromagnetic theory, viz'

.fiv:*r#r',

where e:electronic charge, ?7r,":¡¡¿ss of electron, €:permittivity of free space and

-l{:electron number density. Therefore the electron number densities of the different

ionospheric layers can be estimated from the frequencies /¡¿ at which those layers are

penetrated.
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The riometer

A riometer (an acrorìym for Relative-Ionospheric-Opacity-meter') usually consists of

a receiver with a bandwid,th of a few MHz operating at around 30-50 MHz' connected

to a vertically pointing low-gain antenna. Cosmic radio noise (of mainly galactic ori-

gin) usually passes through the ionosphere unattenuated at these frequencies except for

times of unusual electron concentration in the D-region, where the high rate of electron-

neutral collisions will absorb energy from eiectrons set into motion by the passage of

electromagnetic waves. By comparing the strength of the galactic noise with that mea-

sured during times of no absorption, estimates can be made of the rate of ionization

and hence the flux of precipitating energetic particles. This instrument is especially

useful at high geomagnetic latitudes where D-region absorption is strongly correlated

with PcA,s (polar cap [HF] absorption events), solar flares and auroral/geomagnetic

phenomena.

'Wave-wave interaction and heating of the ionosphere

Probing the ionosphere by using high-power low-frequency transmitters to elevate iono-

spheric temperatures arose in 1933 out of what was dubbed the Luxemburg effect' This

v¡as caused by a powerful transmitter in Luxemburg (operating at 250 kHz) whose

transmissions modulated the temperature of the electrons at D-E region heights' Since

radio wave absorption on the D-region is reiated to electron coilision frequency, medium

frequency signals (= 1 MHz) propagating through the D-region and reflecting from the

E-region became cross modulated with the Luxemburg signal.

wave interaction , or healinq as this technique is usually known, is used at a number

of stations, especially at Arecibo, Puerto Rico and Tromsø in Northern Scandanavia'

The heating transmitter (operating on LF to HF frequencies) usually has a peak power
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of several megawatts and is normally pulsed synchronously with a 'probe' signal trans-

mitted on an HF or VHF carrier frequency. If the probing signal is pulsed at twice the

frequency of the heater, pairs of probe pulses will give a reflection profrle r,vith heat-on

and heat-off. Also the heater may be switched on for longer periods to study longer

term changes to the ionosphere caused by artificially elevated temperatures. At Tromsø

these changes can be monitored by incoherent scatter radar.

A heater may also generate VLF radio rffaves because in the E-region the conductivity

is related to the temperature of the electron gas. If the heater is modulated at VLF

frequencies, the E-region DC current will be modulated, leading to the generation of

artificial VLF waves.

The rneasurernent of electron density by the differential-absorption rnethod

Due to the presence of the geomagnetic fi.eld, the ionospheric plasma is a birefringent

medium, and oppositely-rotating circularly-polarized waves wiil experience different re-

.fractive indices and absorption coefficients. Since a linearly polarized electromagnetic

'wave can be thought of as two equal and oppositely rotating circularwaves (designated

O for Ordinary or right-hand polarized and E for Extraordinary or left-hand polar-

ized), ionospheric reflections from such a'ü/ave will be 'split' as the two components

propagate with different velocities and attenuations in the ionospheric plasma. Since

the reiative attenuations and reflection coefficients are related to the electron density

(["-]), a profile of E and O reflected signal strengths can be used to deduce a height

profile of electron concentration (Belrose, 1970).

In the low D-region, the measured amplitude ratio of the reflected signals *& i"

approximately the same as the ratio of the reflection coefficients ff at a given height.

However, because of absorption, fi I *M at greater heights and ff must be cletermined
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by integrating from lower heights. consequently, the method becomes more unreliable

with increasing height and is usually only useful in the range 70-90 km' Before inco-

herent scatter radars, rocket and differential absorption were the main techniques for

stud,ying electron density in the D-region'

MST radar

MST or Mesosphere-Stratosphere-Troposphere radars are usually high'power VHF Doppler

radars that utilize weak reflections from refractive inclex irregularities which har'-e a scale

size of about one half of the raclar wavelength (however' some UHF incoherent scatter

rad.ars are also described as 'MST' radars)' Some well known examples of these radars

are at Poker Flat in Alaska, the SOUSY rad'ar in West Germany and the MU radar

in Kyoto, Japan. By using steerable narrow beams, 3-dimensional winds may be mea-

sured. in the height range (approximately) 2-20krn and 70-100 km rvith a typical height

resolution of 300m-2 km.

Although called Mesosphere-Stratosphere-Troposphere radars, they are (usually)

only effective in the troposphere, lower stratosphere and ionospheric D-E regions, but

performance is largely dependent on power. In the troposphere, the effects of turbulence

and atmospheric wave motion on gradients of temperature and water vapour lead to

perturbations in the d.ensity. vHF scattering from these perturbations is most effec-

tive within the first few km and to get much higher than the tropopause requires high

power and narrow beam widths. However, at D-region heights, perturbations in elec-

tron density (d.ue to turbulence, probably caused by breaking gravity waves in a region

of a vertical gradient in electron d.ensity) produce sufficient backscatier to measure the

winds.

Most MST radars operate at around 50 MHz and so optimum scatter will occur at
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the Bragg length ()) when the spatial scale of the scatterers is approximately three

metres. This is inside the so called inertialscale of turbulence in the troposphere but is

usually considered to be within the uiscous range at D-region heights' However' recent

work by Kelley et al. (1937) suggests that in the mesosphere, the turbulence scales of

neutral particies and the electron gas may rloL necessarily be the same' They suggest

that in the very cold summer poiar mesosphere higher concentrations of water cluster

ions may cause the ionization irregularities to be of a smaller scale than the scale of the

turbulence in the neutral gas' They further suggest this would take the l(olmogorov

microscale for the electron gas to rvithin the inertial Iange and possibly explain the

enhanced vHF backscatter from the summer polar D-region.

Meteor radars

Meteor radars d.etermine winds in the middle atmosphere by measuring the Doppler

shift of the signal reflected from ionized. meteor trails. Generaliy meteors enter the

atmosphere at velocities of 10-70 kms-l ancl vaporize at heights between 80 and 100 km'

These trails of ionization persist for approximately 1 second, which is sufficient for a

wind measurement to be made.

Generally meteor radars operate at vHF frequencies of 30-50 MHz and empioy cw

(continuous wave) or pulse techniques. With CW, the range is determined by using

more than one frequency or by phase-shifting the transmitted signal' The direction of

the meteor is located by using narro'v¡/ beams or receiver arrays arranged to determine

the inclination of the incoming wavefront.

MST and incoherent scatter radars are often operated as meteor radars' Although

there are diurnal and. sporadic variations in the rate of incoming meteors, meteor radars

can provid.e neutral wind measurements irr the height range 80-100 km with a time
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resolution comparable to the SAPR radar. At present, the upper height limit is imposed

by lack of signal and the possibility that ExB drift of the ions may be included in the

wind measurement. Recent work by Olsson-Steel and Elford (1987) suggests that the

majority of meteors occur aboae 100 km and work is currently in progress to detect

these with the VHF radar at Adelaide'

Incoherent scatter radar

Another type of MST radar are the Incoherent (or Thomson) scatter radars (ISR's)

which are very large and powerful UHF rad'ars. They operate with enormous ERP

(effective rad.iated power) and. deliver a wealth of information' These instruments'

of which the best known are located, at Jicamarca in Peru, Aricebo in Puerto Rico,

Millstone Hilt in the U.S.A. and EISCAT in Scandanavia, make use of extremely weak

scattering which comes from free electrons. The scattering cross-section from a single

free electron is

o" -- |E-sin{]2,- +Tn'Le

where p is the permeability of free space, e and n'¿e a;re the charge and mass of an

electron and { is the polarization angle (the angle between the direction of vibration

of the incident fleld, an{ the direction from the scatterer to the receiver)' This is a

very small figure indeed, being approximately equal to 8x10-3osin2rþ tJ' Random

fluctuations in the electron density due to thermal motion of ions and electrons cause

fluctuations in the index of refraction, even though the mean electron density is constant.

These refractive index fluctuations must not be confused with those due to variations of

mean electron density which cause the coherent scatter with the SAPR radar. Note that

these coherent effects do not operate at UHF because there are no Fourier scales equal

to half the radar wavelength. The electron scatter reflects a very smail fraction of the
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porver of the incid.ent waves. Therefore the height range for observations commences

r,vhere appreciable ionization begins (æ50 km) but extends to the outer limits of the

magnetosphere/plasmasphere (and even to the measurements of the atmospheres of

other planets).

In the ionosphere, electrons and ions have different temperatures (T",Tn), implying

different Maxwellian velocity distributions. The shape of the Doppler-broadened fre-

quency spectrum is related to ft and once this ratio is known, electron density can be

determined. from echo power. (electron density can also be measured from the Faraday

rotation of the echoes). The Doppler shift of the reflected signai gives the drift velocity'

The separate velocities of the ions and of the eiectrons and the mass of the ions can

also be inferred' from distortions to the Doppler spectrum'

\Mith very high spatial and temporal resolution, ISR's can measure electron density'

electron and. the ion temperatures, ionic composition, neutral species density and tem-

perature, drift motions and the orientation of the geomagnetic fieid. Because of their

enormous height range, ISR's lend themselves to the stud'y of high latitude auroral and

magneto/plasmaspheric interactions and they can measure auroral ionization'

Judging by the number of recent papers describing new applications for the tech-

nique, the full power of the ISR is yet to be realised'

Light radar (IIDAR) and Fabry-Perot spectrometer (FPS)

Although not currently in wid.espread use, it is likely that lidars will become a major

tool for continuous observations of tropospheric/mesospheric temperature and density'

In the D-region, two techniques are usecl; resonant ancl Rayleigh scattering. Resonant

scattering occurs from the lolv concentrations of metals (probably of meteoric origin)

in the height range 80-100 km. Tunable lasers can cletect abundances of Na, K, Li and
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(very recently) ca. The prominent sodium layer which exists at approximately 90 km

can be studied bY this technique'

Lidars using Rayleigh scattering can measure height profi'les of density (and there-

fore infer temperature) in the range 30-90 km with afr accuracy of better than 10I( in

the mesosphere (Chanin, 1984). Since observations can be made continuously' this can

provid,e considerably better temporal resolution than rockets or satellites' If operated

in conjunction with a radar, the winds, temperature and density could be measured

simultaneously, which would be of great benefit in the study of rvave motion in the

atmosphere. (To this end, a lidar is currently under construction at the Mawson Insti-

tute).

By measuring the Doppler-shift and Doppler-broadening of atomic spectral-line

emissions in the atmosphere, the scanning Fabry-Perot spectrometer (of the kind cur-

rently operated by the Mawson Institute at Mawson, Antarctica) is capable of measuring

the temperature and radial veiocity of the atmosphere (Jacka 1984)' The source of the

emissions may be airglow or auroral emissions. trvhile temperature and velocity may be

measured. accurately, the height of the source region must be assumed' For example'

it is hoped. that measurements of the sodium layer at approximately 90 km may be

used to confirm the accuracy of the horizontal winds determined by the spaced-antenna

technique.

The spaced-antenna partial-reflection radar

The spaced-antenna, partial-reflection technique is a relatively simple and inexpensive

method of making continuous measurements of horizontal winds in the middle atmo-

sphere ancl lower thermosphere. These radars operate in a pulsecl-mocle at 2-6 MHz

ancl make use of scattering from quasi-isotropic irregularities with a scale size of ap-
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proximately one half wavelength. In the case of the radar at Mawson, the size of the

scatterer would be around 75 m, which is within the inertial range of turbulence. Sig-

nals are partially reflected by the ionization (free electrons) of the ionospheric D and E

regions in the height range 60-100 km (although refl.ection from near the bottom of this

range is determined by time of day and ionospheric conditions). These scattered signals

produce a far-field diffraction pattern at the ground which moves at twice the horizontai

velocity of the scattering layer. The exact cause and nature of the irregularities is still

a topic for research and is the subject of the substantial Ph D. thesis of Hocking (1981).

The upper limit for observations is normally at the level of the ionospheric E-region.

That is, rad,ars that operate at around 2 MHz are unlikely to be able to penetrate this

region, but even if they can there is another more important reason why 100 km is the

upper limit for observations. In the D-region the ionization is so weak that there is no

significant change in the mean refractive index and the speed of propagation of the signal

is near the speed. of light. When ionization becomes appreciable the speed of propagation

decreases and the apparent height (as measured by the radar) and true height begin to

differ significantly. Wind measurements at large heights are still possible, but without

some method of knowing the distribution of free electron concentration, there is no way

of knowing from what height the signal was scattered'

Because the ionosphere is a birefringent medium, magneto-ionic splitting takes place,

and this can affect the operation of a SAPR radar. That is, the splitting of a plane-

polarized wave into O and E6 circularly polarized waves can cause problems when the

two waves interfere with each other, giving the impression of fading. More importantly,

at all times the E'mode is more efficiently scattered but during the day is attenuated

more than the O-mode. Therefore, to maximize the strength of the signals scattered

6clefined and discussed in sections 2.2.3 (page 69) and 3.3.2 (page 168)
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from the D/E-regions, it is desirable to transmit in the mode which is most effi'ciently

returned,. At Adelaide the best performance comes from transmitting O-mode during

the day and E-mode during the night.

Analysis of the moving HF diffraction patterns over the ground has become a well

established technique, lending itself well to computer analysis, and is described in detail

in the theory and equipment sections of this thesis'
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Chapter 2

THEORY AND EXPERIMENTAT

DETAILS OF THE SAPR RADAR

AT MAWSON

2.L Moving pattern analysis; theory and practice

The moving pattern analysis used throughout this work is that developed by Briggs et

al. (1950) and reviewed by Briggs (1934). Alihough this method is commonly used, this

section reviews some of the basic ideas which may assist later with the interpretation

of the results. Later sections discuss the application of this theory to physical data and

show the limits and potential errors of the technique in practice.
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z.t.t Describing moving patterns - some basic ideas

The apparent velocitY

There are many kind.s of moving patterns one observes frequently. For example, ripples

on the surface of a stream ancl moving clouds are patterns which evolve as they move.

Trying to determine the systernatic rnotion of an evolving pattern is the aim of moving

pattern analysis.

Partial reflections of high frequency radio rñ/aves from the ionosphere produce a

moving diffraction pattern of signal strength over the ground. The speed and direction

of this pattern is reiated to winds in the ionosphere, being twice the wind speed because

of the point source effect (Felgate, 1970). It is the aim of the SAPR technique to infer

wind speeds and directions from analysis of these diffraction patterns. Such a pattern

can be conveniently described by a contour diagram, where the contours represent equal

signal strength. A contour diagram wiil haVe the appearance of hills and valleys and,

if the pattern is moving, signals detected by a single radio receiver wili correspond to

a cross-section through the'hills'and'valleys'. 2}l/rHz radio'wave reflections from the

ionosphere will produce a diffraction pattern which is of large scale and a very large

array of detectors (such as the Buckland Park 2 MHz fiiled array - 1 km in diameter)

will be required to visualize the moving pattern. Fortunately a large filled array is not

necessary to measure the speed of the pattern and in fact a minimum of three (non-

colinear) detectors can be used to determine the speed and direction and also to derive

ä, r¡eä,surerneul of huw fast the pattern is evolving with timc. Thc following discussion

follows that presented by Briggs (1984).

Although the three (or more) detectors may be arranged in any configuration' it

is easier to consider first the case of three detectors arranged in a right angled tri-
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angle XOY (figure 2.1) with an x-axis separation of {s and y-axis separation of 4o'

\Mhen a hill-shaped pattern passes over the sensors xoY, each one will record a similar

but time-shifted function corresponding to cross-sections through the 'hill'' If the pat-

tern is roughly circular, then a'line-of-maximum' drawn between the maximum points

x*,g^,Y- wiii be approximately perpendicular to the direction of motion. Figure 2'2

shows the signals from the x and Y detectors which have time lags of t" and ú, compared

with that of the origin.

From this information an apparent velocity of pattern motion may be determined by

simple geometry. Figure 2.3 shows the direction of a line-of-maximum with a velocity

V; the time lags t,,ty being related by

ty

f

T
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Note that u, and. uy aîe not the components of the velocity V, but may be used to

compute V geometrically; figure 2.4 shows how the apparent velocity vector is perpen-

dicular to a line joining u' and ur.

Thus the calculation of an apparent velocity and direction from three detectors is a

straight-forward task (and indeed apparent velocity is one of the first results actually
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computed by the SAPR analysis program). However the pattern described in figures2'I-

2.4 îsa special case where the pattern does not change shape with time and the contours

are (on average) circular. \N'hen the pattert euol'ues with tirne and is systematically

elongateil in one d,irection,, assessment of the pattern velocity requires a more rigorous

treatment, usually known as full correlation analysis (FCA)'

Full Correlation AnalYsis

FCA begins by first considering the 2-dimensional cross-correlation p(€,'t) of a random

pattern described by the function f (',A)'

< f(*,a).f(x*Ë,a*q)>
p(t,n) : < V@,a)l' >

where 
-f6Ð:0 and () denotes an average over all values r,y.

If the 2-dimensionai (2D) function is random and' isotropic then the cross-correiation

function (CCF) p(t,rù : constant will form a set of concentric circles' Therefore p(Ë'n)

is only dependent on the radial displacement from the origin a¡rd we may write,

pG,ù:p(A€z+Brf)

If however, a systematic stretch is applied. to the random 2D function, the ccF

becomes a set of concentric ellipses which may be described b¡

pG,ù: p(A€2 + Brt" +2H€n)

when the function evolves with time (but shows no systematic movement), a 3-dimensional

ccF may be drawn with axes of tr\ and r. In this coordinate system, surfaces of con-

stant correlation will form concentric ellipsoids aligned with the r axis' Now the ccF

may be described by

p(€,n,,r): p(A(' + Brt' + I{r2 +2H{cn)
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Having produced a spatio-temporal ccF, the basis of the FCA may now be understood'

Firstly, consider a temporal auto-correlation determined for a fixed point in space' Since

time is the only variable,

P(0,0, r) : P(K12)

similarly, at a fixed time a spatial auto-correlation may be described by

P(€,0, 0) -- P(A€')

Both the spatial and temporal auto-correlations have t]rle same functional form, arld

therefore, constants relating to th,e spatial correla,tion functions mag be d,ed'uced from th'e

temporal correlation functions. This ¿sszrnption forms the basis of the FCA technique'

The final step in modelling the CCF of a time varying function, is to consider

systematic motion in the X, Y plane. Now the surfaces of constant correlation in the

gD CCF will be concentric ellipsoids tilted with respect to the r axis. However, to an

observer traaelling uith the function, there is no systematic motion and the function

is changing randomly. Therefore in the moving coordinate system t',U',ú the CCF

becomes,

p(€' ,T',r) : p(A('' + Bn'' + Kr2 * 2ï(tqt). (2.L)

The moving and stationary frames of reference are related b5

r:t'*Vúsinö:r'+Vrt

a:at*Vtcosó:y'+Vut.

Substituting these into ( 2.1), the equation becomes,

p(t,rt,r) : p(A(€ - u,r)' + B(n - unr)2 i I{r2 + 2H(€ - u,r)(q - uvr) (2.2)

which has the form,

p((,rt,r) : p(A{' + Bn" r cr2 * 2F(r * 2Gr¡r + 2H€q). (2'3)

46



Therefore coefficients A,B,C,F,G,H completely describe the spatio-temporal ccF of any

systematically elongated, randomly changing, moving function (ie. pattern)' All these

coefficients can be evaluated experimentally and used to derive the components of the

,corrected,' (ie. systematic) velocify V (also sometimes called the 'true' velocity).

Calculating the true velocity and other useful information from experimental

observations

Recall flgure 2.1 showing three sensors arranged on a right angle triangle- The CCF of

the sensors on the x-axis will be,

p(€0, o, ,) -- p(At| + Cr' * 2Ftor * 2Gqr)

To fin{ the time lag r', at which this auto-correlation is a maximum, set * :0, which

glves,

, F,r': -¿Ço

Similarly, the time lag for the y-axis sensors ls

'Gru: -¿\o'

rj and r{ lrrray be easily calculated on a computer. Assuming that the pattern is random,

then theoretically the auto-correlations of all three sensors will be identical. In practice

they are not and a mean auto-correlation is computed and used in the analysis. This

auto-correlation p(0,0, r) will be (from equation (2.3)), purely a function of r' That is,

p(0,0, r): p(Cr2).

Now the simple cross-correlation of the r-axis sensors p((,0,0) may be equated with

the auto-correlation p(0,0, r,) where r, is the time shift for the auto-correlation to fall
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to a value of p((,0,0). Hence from equation (2.3)'

p(AtÐ: p(cr2) - t:á
Similarly for the sensors on the y-axis,

and for the sensors at (0,?0,

H rly A€o Brto

e - zt"rt"- 2crrc- zcrt"

The cross-correlations r],rl,,rlu are easily calculated on a computer and therefore the

ratios â,â,$,$,fi arc known. Only C (the scale) is required to fully describe the

CCF p((,7,r). Again using equation (2.3), define úe.5 as the time for the mean auto-

correlation to fall to 0.5. Therefore,

p(0,0, ro.s) : p(C"3à: 0.5.

Now that the CCF is fully described by the coefficients A - G, these may be used

to evaluate the true velocity of the pattern and other useful information. Equating

coefÊcients of {z arrd r¡r between equations (2.2) añ (2.3) gives a pair of simultaneous

equations in V, and V, which uniquely determine the true velocity:

AV, + HVu : -F (2.4)

BVu+HV,--g

In addition to the true and apparent velocity, other useful information may be de-

rived from coefficients A- H. Il a characteristic ellipse is defined as the CCF for which

p(*,y,0) : 0.S then the spatial dimensions and orientation of that ellipse give a measure

of the physical size and elongation of the pattern. Similarly, by defining a time ?o.s at
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which the mean auto-correlation falls to 0.5 (for an observer moving with the pattern)

a measure of the time-scale of the random changes within the moving pattern is ob-

tained. Another useful measure of random changes is a quantity % with the dimensions

of veiocity, d.efined as v" : (pattern scale in direction of motion)lTo.r.

2.t.2 Application of the theory to physical data

Cornputer software used in SAPR analysis

Computer software used, in SAPR analysis follows closely the theory presented in the

previous section. During the clata-acquisition phase, the computer stores a time series of

the complex signal amplitude from each of the three spaced receivers. The transmitter

is pulsed at 20 Hz and reflections are coherently averaged over eight pulses. This gives

an effective sampling interval of 0.4 s. Tlne in-phase an.d quailrature amplitudes from

each receiver (for a given height) are digitized into 8-bit signal levels and sampled at

each 0.4 s for a period of.102.4 s (ie. 256 data points).

After the data-acquisition phase, the computer begins analysis by cross-correlating

the time series between each of the three receivers. Because the time series are complexl

the complex cross-correlation

lp({)':ffi
is formed (and similarly for the complex auto-correlation). Note that the modulus of

the correlation coefficient is used in subsequent analysis. The cross-correlation functions

usually have maxima within a few seconds of the zero time shift. By interpolation

between computed points these time differences (or 'lags') Ti,j caî be found and, using

lsee section 2.2.4,page 76
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the simple algebra described in section 2.!.!, the apparent velociby may be computed'

This process is repeated for each height level'

To calculate the ,true, velocity using full correlation analysis, the computer begins

by calculating the auto-correlation for each receiver and' averaging these to form the

mean auto-correlation function. This is used', along with the three cross-correlation

functions to calculate the true velocity (using the equations described in section 2'1'1)'

In addition, as a by-product of FCA, other potentially useful data are produced'

The power signal-to-noise ratio is calculated by measuring the size of the 'spike' which

occurs (at zero time shift) in the auto-correlation function. The ratio of the amplitude

of the spike, to the amplitud.e of the cross-correlation (near the zero time shift) is equal

to the reciprocal of the power signal-to-noise ratio (Hocking, 1981)' This frgure is used

by the computer to assess whether the signal is of sufficient quality to proceed with

analysis. AIso the systematic pattern size, orientation and elongation are recorded'

The programs have been written in the (Data General) FORTRAN language with

ASSEMBLER language subroutines. ASSEMBLER is used to communicate with the

experiment interface and to do high-speed. tasks such as the calculation of complex

auto/cross-correlation functions. The current computer program running the SAPR

experiment (at Adelaide and Mawson) has evolved from software used when the analysis

was cond.ucted remotely on a main-frame computer. The advent of economic mini-

computers allowed this data reduction to be done in-situ. The actual program listings

are not reproduced in this thesis but are available from the Atmospheric Physics Group

at the University of Adelaide on request.
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Errors and limitations of the FCA method

The several assumptions mad.e for FCA must be tested when physical data are used' For

instance, when the 2 MHz SAPR (at Mawson) was operating normally' under normal

ionospheric conditions, the number of wind. measurements successfully passing all the

quality checks accounted for ònly 20-40% of the total data acquired' Briggs (1984) has

discussed the rejection criteria, which are briefly listed' below' Also included is an esti-

mate of the percentage of data rejected for each type of 'error' (where the assumptions

of FCA were not satisfied).

r shallow fading The d.ata is rejected if the stand,ard' deviation of the signal level

is < 2To of the mean level. This occurs when the signal strength remains nearly

constant during data acquisition. This condition can also occur when the receivers

become saturated and with equipment failure. (Occurrence KITo)

o signal to noise level below -6dB coherent averaging is conducted during data

acquisition (over a set of eight sequential data points) and this improves the signal

to noise ratio (S/N) by about gdB. \Mhen, after averaging, the S/N drops below

-6dB, the data are rejected. Reflected signal strengths are usually too weak from

heights below about 80 km but this situation varies regularly with the day and

season and irregularly with ionospheric disturbances' During strong Polar-Cap-

Absorption (PCA) events, reflections from the D and E regions may disappear

completely for several days (The occurrence of this condition is largely a function

of height, being virtually 100% at heights below 76 km, and only a few percent at

heights above 86 km).

o Mean auto-correlation did not fall below 0.5 This indicates extremely slow

fading (ie. greater than =10 s - Occurrence 2-6To)'
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. Cross-correlations have no well deflned maxima or the cross-coruelation

maximum is greater than 1 Sometimes very noisy signals can cause this (Oc-

currence L-2%).

o Percentage tirne discrepancy (PTD)>O.3 Ideally the three time lags (E'i¡)

deducedfrom the three cross-correlationfunctions should sum to zero. In practice,

this rarely occurs and a PTD 'quality figure' is defi.ned as

The PTD gives an indication of whether the assumptions of the moving pattern

analysis are valid. Although data used throughout this work have a PTD<0'3'

May (1988) suggests that PTD's up to 0.5 are acceptable. (Occurrence 10-20%).

o V! <O This implies V. (defined earlier in this section) is imaginary' If V x 0,

this indicates pure drift with negligible random change' Computational errors

can sometimes make V"2 slightly negative, in which case the apparent and true

velocities are very similar, because the true value of v" is zero. This is a benign

'error' as the data are not rejected and, in fact, are probably of high quality (so

long as % is only stightty negative). (Occurrence L0-20%)'

o Computed coefficients for the characteristic ellipse indicate hyperbolic

rather than elliptical contours (Occurrence 2-5%)'

¡ corrections to the apparent velocity by FCA are too large

Data are rejected if:

- Vooro"nt ) SV'u'

- Vooro,"nt 10.5Vru.
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- the apparent and' true directions differ by more than 40o'

Even when the data have successfully passecl all the rejection criteria, a few spurious

wind figures may occasionally be produced. Incorrect figures can often be identified as

'spikes'or 'transients'in the data (ie' winds which imply impossibly large acceleration

of the mean wind); they are usually referred to as 'outliers'. Most'of these spikes can

be removed by producing histograms of wind velocities and using these to determine

limits at which velocities become unacceptably large' care has to be taken to ensure

that correct data is not also removed in this process.

\Mith the wind data used throughout this thesis, the following method was used to

remove outliers from the data. Data r,,vas separated into two-week intervals' and for

each of these, velocity histograms (at each 2 km height interval) were produced' These

histograms were approximately normally-distributed', but visual inspection showed that

there 1¡/ere sometimes a number of unacceptably large velocities which fell outside the

,bell,-shape of the histogram. By choosing velocities which left out 2l% of' the data in

each histogram tail, limits were determined' which were then used to edit the data'

There is always some difÊculty in justifying methods which remove suspect data

points. In the above case, the decision to remove 5To of the wind data (ie' 2l%oftomeach

tail) was empiricaliy based. and was fairly successful at removing obviously incorrect data

points. However, while the high-velocity spurious data are removecl, there are probably

other false low-velocity data remaining. It is more d.ifficult (or perhaps impossible) to

detect these, but fortunately, for the purpose of this thesis, this is of small concern' That

is, the SAPR collects data with (generaily) a 5-15 min time resolution between each wind

measurement (at each height level), and since hourly averages are usually employed, the

low-velocity spurious data are less likely to cause problems when conducting spectral

or harmonic analysis (ie. numerical methods which involve taking the square of a
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wind velocity (such as harmonic analysis), and Fourier spectra (which can be seriously

affected. by transient spikes) will be relatively unaffected by the low-velocity spurious

data). However, it must be acknowleclged that this process of removing'outliers' may

bias the data toward lower velocities.

Precisely why incorrect wind figures can be produced (after carefully testing the

assumptions of FCA) is unknown. However, it is a common problem when dealing with

non-Gaussian statistics, to observe 'outliers' or 'glitches' in the data'

There are critics who question precisely what is being measured by the SAPR

method. Clearly the wind measurements of the SAPR method are closely related to the

actual winds in the mesosphere and lower thermosphere, but the degree of accuracy is

occasionally questioned. Over the years several attempts have been made to compare

the SApR wind measurements with those from other techniques; for instance Hocking

and Vincent (1g82) made direct comparisons with rocket observations. More recently,

May (1ggg) and Hocking et al. (1989) have discussed in great detail the accuracy and

reliability of wind. measurements (and other parameters) deduced by the spaced antenna

method. Application of the technique to measure tropospheric and stratospheric winds

(using VHF radars) permits direct comparison with radiosonde measurements' The

conclusion drawn is that FCA provides accurate measurements of winds and this basic

assumption is used throughout this thesis.

2.2 Equiprnent

This section describes the construction and general theory of the hardware used with

the Mawson SAPR radar. Although an earlier version of the experiment operated at

Mawson Station cluring the summer of 1981-2, (lvlacl,eod and Vincent 1985, Macleod
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1986), all the equipment (excluding the towers) was returned to Adelaide in 1982 and

substantially rebuilt. The original system had been designed for semi-mobile use and

had been operated at Townsville (20'S 147"Ð) periodically between 1976-80.

The author, with considerable assistance from the Mawson Institute and many

ANARE expeditioners, rebuilt the racl.ar during his 1984 wintering at lVlawson. The

major part of the construction took around 6 months. After the writing of the first

draft of this thesis, the author returned to Mawson (during the summer of 1988-89) and

conductecl a major overhaul of the radar, including the replacement of the computers,

replacement of antenna feed,ers and a careful inspection of the electronics and antennas.

This is briefly described in appendix 4.2.

2.2.L Factors to be considered when constructing an antenna

array in the Antarctic

The radio frequency environment

From the point of view of radio communication, Mawson station can be divided into

three distinct areas

o an electrically quiet area for high frequency (HF) receiving antennas (West B.y),

o an area for the high-power HF transmitting antennas (East B.y),

o the main living area of the station itself

Land area is at a premium at Mawson, so most of the large HF antenna arrays are

very close to each other and sometimes overlapping. Short rüave communications with

Australia are conducted using L or 2 transmitters which send telemetry (by tt,.e Fre-

quency Shift Keging (FSK) technique) or voice (by Sinsle Side Band, (SSB)). As FSI(
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requires a continuous carrier u¡ave and as each of the commt-rnications transmitters pro-

duces 10 kW of rad.io frequency (RF) output, the RF energy density at the transmitter

site is relatively high; so much so that ind'uctive coupling between adjacent antennas

(or even od,d pieces of wire) can produce uncomfortably large RF voltages' Spurious

emissions from the transmitters are relatively low, but in view of the large powel being

used, consid.erable undesirable noise is produced'

Other strong sources of RF noise are electrical generators, fluorescent lights, motors

and the many computers and microprocessor controlled devices about the station' Static

electrical discharges produced by blizzarcls often generate sufficient RF noise to halt HF

communications (the drifting snow particles carry static charge and generate radio noise

when they contact the antenna wires). The build,up of charge on antenna wires can lead

to continuous arcing to felectrical] ground (and electric shocks for the unwary) if the

feed.ers are not earthed. In summary, Mawson Station is an electrically noisy site for a

2 MHz SAPR radar and the desire to minimize interference has largely determined the

present location of the receiver (Rx) and transmitter (Tx) arrays'

Notes on the PhYsical environment

Mawson station is an extremely wind,y place. The mean wind speed during 1985-

g7 was 11 ms-1 (21 knots). On average 27 ð.ays of each month experienced strong

winds (>14 ms-1 or 22 knots) and of these, on 13 days the winds exceeded gale force

(>17 ms-1 or 34 knots). Maximum wind gust velocities for any month were typically

40 ms-1 (g0 knots) but sometimes exceeded 50 ms-1 (100 knots). Very few finhabited]

locations on the earth's surface consistently experience winds of such magnitude'

Mawson,s unusually high winds are mainly lcatubatic, produced by a dolvn'lvards florv

of cool air off the Antarctic continent. In some places this wind becomes channelled
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into a narrow region, giving rise to very strong winds which blow in an almost constant

direction. This is the case at Mawson where the wind vector is usually within a few

degrees of.3!2 [geographic] (ie. a south-easterly). This constant wind direction influ-

ences the design and orientation of buildings ancl largely determines where snow drift

will build up around structures.

Temperatures range from *õoC in summertime to -35'C in wintertime, rvith usual

wintertime temperatures below -20'C. Blizzards, which usually occur every few weeks

(especially during the wintertime) often gust to 40-50 ms-1 (100 knots). During the

winter, snow drift blown from inland, form hills around structures and may completely

bury the smaller buildings.

The land surface at Mawson is undulating igneous rock (charnockite) strewn with

moraine boulders. On the southern side of the station, rock gives way to hard ice which

rises steeply inland. For about 9 months of the year, the sea surface around Mawson

is frozen solid to a depth of about 3m extending out to a distance of several hundred

kilometres from land.

2.2.2 Layout of the SAPR transmitter and receiver sites

Because of extremely limited space at Mawson and the large area of the SAPR transmit-

ting antenna array, the antenna \Mas rebuilt on the site of the earlier (1981-2) radar. This

area in \Mest Bay is one of the flattest on the station and is bordered by a communica-

tions log-periodic (transmitter) array (pointing directly towards the SAPR transmitter

array), an IPSO (Ionospheric Prediction Service Organisation) ionosonde array, and

the sea. Figure 2.5 shows the positions of the radar transmitter and receiver antennas

relative to the main living area and to the communications transmitter antenna area

(which is situated on the East Arm of Horseshoe Harbour).
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Figure 2.6 shows the many buildings dotted around the harbour but it does not

show the intricate spider-web of antennas and feedeis which covers them. Due to the

diffi.culty in finding places to erect receiver towers and the desire to avoid interfering

with existing antennas, compromises had to be made'
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2.2.3 Construction of the SAPR radar

construction took six months and the outside temperature largely determined the se-

quen,ce of operations. Cranes, pneumatic rockdrills, and other essential machinery cease

to work at low temperatures (<-15"C) so the work-plan required that outside work be

completed fi.rst. Chronologically the work proceeded as follows:

o erection of the transmitter towers,

o erection of the receiver towers,

o rigging the transmitter and. receiver arrays with antennas and feeders,

o tuning the antennas and servicing the transmitter'

o getting the computer hardware and software into operation'

The following sections describe these tasks in more detail

Erection of the transmitter towers

The sApR transmitter array consists of four 1lm-tall towers arranged in a square and

supporting four folded.-dipole antennas (see Figures 2-7 and 2.9). This configuration is

used at Adelaid,e and was used with the earlier mobile array at Townsviile and Mawson'

Each half-wavelength folded dipole is approximately 75m long, this being slightly shorter

than the separation (80m) between the towers'
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Figure 2.6: An aerial view of Mawson.



Before the new transmitter array could be erected the 4 old towers remaining from

the 1gg1-2 rad,ar hacl to be lowered and. removed. These three-section telescoping towers

.were reconditioned and re-rigged for use as the new receiver aerial towers (18m tall)'

The transmitter affay site was re-surveyed and holes for new guy anchor points

drilled. The hard charnockite rock surface is well suited to making extremely strong

anchor points for the guys. Anchor points were made by dritling a 3 cm diameter hole

50 cm into the rock, and sledge-hammering in anchor pins' Figure 2'8 shows how a

steel wedge at the bottom of the hole spread.s the base of the split anchor-pin and holds

it securely in position. For extra strength, molten sulphur tü/as poured down the hole'

Bordering the area reserved for the SAPR transmitter array is a large vertical log-

periodic antenna array and. numerous open wire feeders conducting power from the

10 k\M transmitters. Great care had to be taken when working near these feeders as

they were live for most of the day. Surprisingly, despite the large flux of RF radiation in

the area, there .was a small pyramidal build,ing at the centre of the radar transmitter site

containing explosives and detonators and at the edge of the site there was a shipping

container with more explosives. Although electrically operated detonators are not used

at Mawson (because of the induced current hazard) it was requested that in the interests

of safety the explosives be moved elsewhere, and they were subsequently moved to West

B.y.

A small quantity of concrete was poured for the antenna base plates. \Mith air

temperatures of -10oC, the concrete had to be warmed with hot air (from a flermann-

' Nelson kerosene powered heater) until it was sufficiently cured, which took about a day.

Normal concrete would require several days of heating to fully cure, but the concrete

used was a special fast setting type known as Vertipatch'.

The transmitter towers ln/ere of standard triangular-section ANARE (Australian Na-
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tional Antarctic Research Expedition) type construction' These are supplied in 1'83m

sections which may be bolted together to make a tower as tall as required' our towers

(made of 6 sections) were l1m tall and after some modifi.cations to the top sections,

lvere erected into position by a Grove crane (Figure 2'10)'

Erection of the receiver towers

Finding satisfactory sites to erect the receiver towers required much thought and diplo-

macy. over the last few years the outward' appearance of Mawson staiion (and the

other Australian Antarctic stations) has changed dramatically with the construction of

large new buildings, road.s, pipelines and other structures' Building work is likely to

continue for some years, and it has further decreased the already limited space available

for new antennas. The receiver towers had to be sited such that they were clear of

buildings (including proposed ones) and existing communications antennas and yet had

to be spaced in an equilateral triangle with sides of 150-180m (1'0-1'2 l)' Aiso, at each

tower l:ne 2 dipoles had. to be orthogonal to each other and preferably aligned in the

same direction as the other dipoles.

The final positions of the receiver clipoles are shown in Figure 2'11' The skewness

64



)

,
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of some of the dipoles indicates the compromises which had to be made. The towers

form a triangle which is nearly equilateral, having sides of 153, 156 and 163m. Also the

aeronomy building which houses the receivers is conveniently centrai to the array, thus

minimizing the length of coaxial feeders.

Rigging the antennas and feeders for the arrays

Rigging the antenna arrays in the extremely windy and cold conditions proved to be a

very time consuming task taking about 6 months to complete. At Mawson, the high

winds place substantial loading on towers and wires. Folded dipoles in the transmitter

array have to be pulled taut between trvo masts 80m apart and so considerable tension is

required. Because of the high tensile strength required, the wire used for antennas and

feeders is hard-clrawn copper-cadmium (3 mm diameter), of the type used by Australian
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Telecom for long trunk routes and. antennas. There is a further reason for using this wire'

Mawson is subjected to frequent blizzards and the powdery drifting snow is surprisingly

abrasive on thin metal wires. For example, during 1984, measurements on some 'soft'

copper wire feeders showed that the wire diameter had decreased by a few percent over

several months (this abrasion was first noticed when the characteristic impedance of

an open-v¡ire feeder mysteriously changed). After abLizzatd the copper wires usually

gleamed a coppery-pink colour, but resumed their tarnished green appea"rance after

several days. The copper-caclmium wire was much less subject to this abrasion.

Copper-cadmium wire was used for the open wire feeders as these required tensioning

to prevent vibration and fatigue caused by the strong winds. The feeders in the Tx array

which connect the antenna to the phase shifter unit (at the centre of the array) are an

electrical half wavelength (à:75.g*) in length. L + length of feeder is sometimes known

as a loaiJ shifter because the impedance measured at one end is equal to the impedance

connected at the other end. This is useful for making precise measurements of antenna

imped.ances and for ensuring that the feeders do not transform the antenna impedances

to awkward vaiues if the antennas and feeders are mismatched.

Ail the fittings and supports for the feeders rñ/ere built in-situ using whatever ma-

terials were available. Over ihe years a surprising amount of antenna hardwar" ("g.

guy wires, haulyards, rockbolts, insulators, pulleys etc.) has been left lying around the

station and with the discontinuity caused by the annual replacement of technical per-

sonnel, much of this equipment has been forgotten. This was a great benefit as many

fittings for the feeders were made from equipment salvaged from odd piles of 'junk'.

For high-power low-loss R.F transmission, open wire feeders are nearly always used

in the Antarctic. Conventional PVC sheathed coaxiai cable becomes very stiff and hard

at low temperatures and quickly abracles and cracks in Mawson's windy environment.
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trvhere coaxial cable is used (as with our receivers) it is desirable that it be laid when

the temperatures are 'warm' (>-10'C) and that it is securely tied down in a cable tray'

trvhere there is no cable tray the coax has to be securely held down with rocks and snorv'

Tuning the arraYs

For the transmitter array, tuning was fairly straight-forward. Each folded dipole hacl

an impedance, measured at the centre of the array, of around 200 f) (cf' 300 f) for

free space). Inductive reactance in these dipoles was balanced out with the addition of

parallel capacitance. Any other odd reactance and mismatched impedance was balanced

out by the antenna tuning unit (ATU, a standard rr-network) which transformed the

imped.ance of the entire amay into a resistive load of 77 Q.

The phase-shifter unit (PSU) at the centre of the transmitter array delays half the

pov¡er of the transmitted pulse waveform by a quarter of a cycle' Dipoles on opposite

sides of the array are connected in parallel. When the original and phase-shifted signals

are transmitted on the orthogonal dipole pairs, a circularly polarized rvave is gener-

ated.. A relay insid,e the Psu box switches between ordinary ( 'o" ie' right-hand) or

extraordinary ('E' ie. left-hand) polarization by reversing the connections to one pair

of dipoles. To check that the polarization switching of the array was working correctly,

a dual-beam oscilloscope was used to confrrm that the two dipole pairs were receiving

voltages which were indeed 90' out of phase.

The receiver dipoles were trimmed to resonance, but in-situ measurements at the

mastheads (see figure 2.I2, page 71) indicated an impedance of around 70 C¿. Since

the characteristic impedance of the coaxial feeder is 50 0, 50:70 O baluns (balanced-

to-unbalanced, transformers) rnere installed at the mastheacls to optimize the mabching.

lvith a little re-trimming of the clipoles, the antenna impedance measured an ideal 50 f,)
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(non-reactive) and. was resonant at 1.94 MHz. Separate coaxial cables from each dipoie

are returned, to the aeronomy building where an extra I iength of coaxial cable is added'

using relays, to one feeder or the other. As with the transmitter array, the addition

of the original and 90o phase-lagged signal optimizes the reception of E or o circularly

polarized signals.

Other control cables

The transmitter is approximately 400m distant from the aeronomy building where the

receivers are located. Control signals to the transmitter are relayed via a coaxial cable

which runs between the aeronomy and transmitter buildings. This cable, for the most

part, runs inside electrical cable trays.

A twisted-pair cable runs from the transmitter building to the relays in the PSU

box. since this cable lies on the ground. and runs 50m perpendicular to the prevailing

wind, a problem was encountered with abrasion. This problem was solved by using

surplus 100 ampere low-temperature wire which had suffi.cient weight to resist vibration

and whipping by the wind.

2.2.4 Other hardware (excluding antennas)

For the most part, the Mawson SAPR rad.ar hardware and software are very similar

to those in operation at Adelaide. They have been extensively described by several

authors including Hocking (1931), Balt (1981) and Macleod (1986). Therefore, only

a general functional description will be presented with special references to technical

features specific to the Mawson SAPR radar. A summary of system specifications is

presented in table 2.L, page 72.

Figure 2.13 presents a functional block diagram of the whole SAPR system' The
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Location: Mawson Antarctica, 67o 36'5, 62" 53'E

Transmission Frequency: 1.94 MHz
Transmitting array: +x|À folded dipoles arranged in a square with

sides of length |À
Dipoles phasedlo transmit E or O mode circular polarization

Antenna elements eievated = åÀ above terrain
Beam width (to -eclB points) =50 degrees

Receiving array: 3 pairs of horizontal droopy dipoles arranged in an

approximate equilateral triangle with sides of
153, 156 & 163 metres(: 1.0, 1'0, & 1'1À)

Antenna elements elevated -l - åÀ above terrain
Each dipole pair crossed and phased to receive E or O mode

circular polarization
Transmitter : Peak power 4 kW

Pulse width 30 ¡rs
Pulse repetition frequencY 20 Hz

Receivers: single conversion superhetrodyne with IF of 485 kÏIz
Bandwidth x 26 kHz
Gain = 100 dB
Detector Phase-sensitive detection of. in phase k quailrature

signal
Data Acquisition:Output from phase sensitive detectors (in phase arJ

quød, cornponents) digitized into 8-bit words

Number of heights sampled 10

\ /idth of height interval 2 km
Heighiresolution=4km
Number of points coherently averaged 8
Effective sampling rate 2.5 Hz

Interval between successive wind measurements 5 minutes

Computer: Data General NOVA 2 with 32I{ core-type memory
Terrain: Antenna arrays built on bare rock (charnockite) adjacent to

the ocean and less than 20m above sea level

Table 2.7: A summary of system-specifications for the Mawson SAPR radar
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Figure 2.13: Mawson spaced antenna partial reflection radar - block diagram

equipment can be divided into 5 general areas which correspond to 5 separate pieces of

hardware:

o the timebase rack,

¡ the receiver rack,

o the transmitter,

o the demodulator/digitizer rack,

o the computer.

Each of these units will now be described in further detail.

73



The timebase rack

Because the radar measures both the amplitude and phase of received signals (ie' phase

relative to the transmitted signal), the whole system needs to be phase coherent and

therefore signals to the transmitter, receiver local oscillators and digitizer control are

obtained. from a single 29.7}.l/1lFrz master crystal oscillator. That frequency was chosen

so that by simple integer division, all the required frequencies could be generated. The

transmitter receives a 9.7 MHz sign"l (?) via coaxial cable and divides this by 5

to produce the carrier frequency of 1.94 MHz (ie. ¡fl. The receiver local oscillator

frequency is 2.425 ]r'.Hz (ff) and the IF frequency is 485 kHz (ie. ,ftl) A 485 kHz

signal from the master oscillator is required by the phase-sensitive detectors.

A 100 kHz signal (W) from the master oscillator controls a 3 MHz phase lock

Ioop (PLL) oscillator whose function is to produce range markers and timing for the

digitizers. The choice of 3 MHz for use in the digitizer control circuitry is related to

the speed of iight. That is, at 3 MHz, radio waves (in free space) will travel almost

exactly 100m per cycle (99.931m exactly) and therefore simple division of this signal

can be used to measure distance in convenient units. For example, 30 kHz and 150 kHz

signals derived. from this oscillator provide the 2 and 10 km height markers when using

a dual-beam oscilloscope to display the amplitude of the reflected signals as a function

of height.

The transmitter

At Mawson, space limitations require that the transmitter be approximately 400m dis-

tant from the receivers and experiment controller. Previously, the antenna arrays lvere

co-located and several cables rv\¡ere connected between the computer interface and the

transmitter. In the earlier (1981-2) system at Mawson, three cables were used: one for
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the 1.94 IVIHz carrier, a second for the transmit trigger pulse and a third to the polariza-

tion relays. All three cables have now been combined into one coaxial cable, improving

reliability and serviceabiliiy. This has been achieved by encoding the transmitter trig-

ger pulse, the polari zation and other information in a serial data-stream transmitted

continuously along the coaxial-link cable. In addition 9.7 MHz is transmitted along

the coaxial cable and both signals are separated at the link splitter (see Figures 2.13

and 2.14)

From the link splitter, the seriai data is decoded and the 9.7 MHz is divided by 5.

When a trigger pulse is received, a burst of 1.94 MHz digital signal is sent to the exciter

and the pulse shaper produces a cosine-squared pulse (which approximates a Gaussian

waveform). The filtered, amplified signal from the exciter is now a sine wave and is

further amplified by the driver. After the [sin2] envelope is amplifi.ed by the modulator,

the power amplifier multiplies the envelope and the RF pulse (a delay circuit ensures that

both signals arrive at the power amplifier simultaneously). Typically the duration of the
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pulse is 30 ¡;s (between half power points) with an output voltage (at the transmitter)

of 1000-1600 V peak-to-peak (ie. 2-4 kW into a77 Q load)'

Relays in the PSU at the centre of the array determine the polarization (E or O

mode) and are actuated by the control decoder.

The receivers

The receivers are conventional single-conversion superheterodynes with a local oscillator

frequency of 2.425 MHz (from the master oscillator) and an intermediate frequency of

485 kHz. The gain is ry100 dB and the bandwidth æ25 kHz. Figure 2.15 shows the block

diagram for the receivers. Earlier versions of this experiment (pre 1979) simply detected

the signal after the IF stage, thereby obtaining a voltage rvhich was proportional to the

amplitude of the input RF signal. It was realised that significant improvement could be

made to the signal-to-noise ratio and extra information obtained if the detectors were

made phase-sensitiue.
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phase detection is achieved, in the following way. Consider the voitage of the IF

signal to be of the form

A(t)coslus¿ + O(¿)l

where øo is the IF carrier frequency (a85 kHz). A(ú) represents the amplitude modula-

tion of the signal and Õ(ú) represents the phase (of the received signal relative to that

of the transmitted.). iÞ(f) will include any constant and Doppler phase shift' Normal

detection (or ,demodulation') will recover only the amplitude modulation A(t). Com-

piex numbers (of the form I + iQ where i : F) are used to represent the output

produced in phase-sensitive d.etection. consider Figure 2.16 w-here some of the input

signal, A(t)cos(us¿ + Õ) is multiplied (the r! symbol) by . reference signal cos(ust)

(in phase with the transmitter) and then passed through a low-pass frlter (LPF)' The

product of two cosine terms can be rewritten by the trigonometric identity

cos(A*B) , cos(A-B)cosAcosB: 2 -,-- Z-

and therefore it is clear that the voltage of the output signal (after removal of the

high-frequency term by the LPF) will be proportional to

A(t)cosô
2

This is called the real (ot in-phase) part of the signal. Similarly, since cos(A - 90o) :

sin(A) and using the trigonometric identity

sin(A+ B) , sin(A- B)sinAcosB: z --T-

t}.e imaginarg (or quailralure) component is equal to

A(t)sina
2
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Figure 2.16: Generation of the in-phase (I) and quailrature (Q) components

This process is also shown on the right hand side of Figure 2'15' Phase-sensitive de-

tection permits the measurement of Doppler shift and a significant improvement in

signal-to-noise.

Digitization and computer control

In its current configuration, the experiment attempts a sounding every 5 minutes, spend-

ing the first 102.4 seconds acquiring data and the rest of the time analysing and recording

it. During the data acquisition phase, the computer controls the receiver gain, polariza-

tion and the initial height for which data is recorded (and some other parameters) and

every fi of a second. it initiates a transmitter pulse. Once the transmitter trigger has

been sent, the digitizer control board (DCB) momentarily takes control and determines

the sequence of events to follow.

After the transmit pulse has been sent, the DCB commences timing and waits until

reflections return from the start height requested by the computer (usually between

Z0-g0 km). After this time has elapsed (4.7-6.0 ms) the DCB sends an impulse to

the digitizers which then convert the in-phase arrd quailraúure outputs from the three

receivers into six 8-bit words. The DCB then stores these numbers in its own buffer

ut
)
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memory. This process is repeated 10 times at 6.7 ¡ls intervals (corresponding to a change

in height of 2 km), thus collecting data over a 20 km height range. Once the digitization

process is complete the computer proceeds with a Direct Memory Access (DMA) high-

speed transfer of data (sixty 8-bit words at a rate of 2x105 words per second) from the

DCB buffer memory to its own memory. Having completed this the DcB waits for the

computer to trigger another transmitter pulse and the process is repeated'

The computer hardware and software

The computer is a Data General (DG) 16-bit NOVA 2 minicomputer running DG

diskette operating system (DOS). Memory is limited to 32I( and is of the magnetic core

type. By modern standards, this computer is limited in memory capacity, is a bulky size

and requires a lot of maintenance, but its chief merits are its high speed DMA facility

and its ability to compile FORTRAN language programs which may include high speed

ASSEMBLER language subroutines.

Peripheral devices include a 9-track read/write tape recorder, a teletype/screen and

dual diskette drives. With this system, in-situ analysis of recently collected data is

possible, which is a signifi.cant improvement on earlier systems where data had to be

returned to Adelaide for analysis.

Communication with the experiment is made through the interface boa¡d which

is mounted inside the computer chassis. Through this board the experiment control

information is transmitted. and status information is returned. Transfer of receiver

signal data is made through a direct-memory-access process, which means that the

computer very rapidly places a sequence of data on the data-bus and this is written

directly to the memory. It is this DMA facility which allows the computer to operate

at the speed necessary for real tirne analysis.
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Software used to run the experiment is written in Data General FORTRAN and

ASSEMBLER languages. The main program which runs the experiment is written

in FORITRAN with ASSEMBLER language subroutines. ASSEMBLER language is

used. where high speed is required (such as when performing complex auto'correiation

functions) and where control words and data are being communicated via the NOVA

interface board.

Data red.uction occupies most of the computer's time and wind fi'gures a.re produced

within three minutes of the data acquisition. The software which makes these reductions

is a development of software originally written for remote processing of SAPR data, but

more powerful computers now allow this to be done in-situ'

The software used at Mawson is similar to that used in Adelaide, although at Mawson

rewriting of some ASSEMBLER language subroutines was required.

Since the first draft of this thesis, the equipment at Mawson has been substantially

upgraded. For more information the interested reader is directed to appendix 4.2.

Notes on mains polr¡er supplY

Mawson is reticulated with 230 Volt, 50 Hz mains pov¡er, produced by diesel-electric

generators. However, the supply often failed (during 1984) and was subject to large

variations in frequency (t5 Hz) and voltage (ranging from 200-230 volts). The large

voltage drops v/ere corrected by the addition of a 1 kW Stabilac AC voltage regulator,

which supplied the equipment in the laboratory.

As described earlier, Mawson is electrically very noisy and much of that noise is

propagated via thé electricai distribution system. \Mhen the SAPR system first com-

menced operation, high voltage transients often stopped bhe cornputer several times a

d.y. This unworkable situation was resolved by addition of low-pass mains frlters on
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all equipment. Even so, a certain amount of RF interference is still picked up from the

mains and. the computer still occasionally stops because of voltage surges and t'ransient

spikes.
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Chapter 3

RESUTTS

Chapter 3 draws on data from several sources' Data from Mawson, Antarctica were col-

lected by the author during 1984, and by employees of the Australian Antarctic Division

d.uring 1gg5-gg. Data from Ad.elaide was made avaiiable courtesy of the Atmospheric

Physics Group of the University of Adelaide.

3.1- Mean winds and planetary 'waves

3.1.1 Introduction

This section presents observations of the mean circulation ancl planetary wave activity

in the upper mesosphere and lower thermosphere at Mawson and Adelaide, and com-

pares these with the results of recent models of winds for the southern hemisphere'

Comparisons are also made with recent observations made at similar latitude stations

in the northern hemisphere. Note that the quasi two-day wave is discussed separately

in section 3.1.4 (see page 108).
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3.L.2 Observations

Zonal'Winds

Figure 3.1 shows the zonal mean (or 'EW') circulation at Adelaide constructed from

three years of continuous data. The rms differences between the monthly means (eg'

thedifferencesfromÑ)*.ybetakenaSameaSureoftheinterannual

variability in the EW component. The time-height cross-section of figure 3.1 is very

similar to that of Manson et al. (1985) which was made from observations taken at

Adelaide during the period 1978-1983 (Although the data of Manson et al' cover a

longer period than that shown in figure 3.1, they are from an assemblage of observational

campaigns ranging from a few days to a few weeks in duration). The only significant

difference between the present and earlier results (1973-83) is that the zonal flow is

somewhat more westward at heights above 95 km in winter during the period 1984-1987.

Otherwise the form of the zorLalflow is similar during the ten year period between 1978

and 1987.

A time-height cross-section of the zonal flow at Mawson is shown in figure 3.2.

It is apparent that the zonal mean circulation in winter at Mawson is considerably

weaker than at Adelaid,e and. that the summer westward flow extends to slightly higher

altitudes. As with Adelaid.e, the interannual variability (as measured by the rms value

of the monthly means) is about 5 ms-l.

One interesting difference in the temporal behaviour of the zonal winds at Mawson

and. Adelaide concerns the relative timing and rapidity of the reversals of the flow at

the two sites below 95 km. The change over from the summer to winter circulation

commences at both locations is during February-March with the zero-wind contour

descending rapid]y. The reversal of the zoralwinds in spring proceeds systematically at
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Figure 8.1: Contours of zonal Ítean wind at Adelaide in ms-l constructed from
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Figure 3.2: Contours of zonal mean wind at Mawson in ms-1 constructed from 3

years of continuous data. Shading as for Adelaide'
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Figure 3.3: Spring transition of wind vectors at Mawson' Arrows represent

unfiltered mean daily winds'

Adelaide with the zero-wind contour descending at a rate of about 10-20 km per month'

The springtime reversal at Mawson however, occurs even more rapidly than indicated

in figure 8.2. This is because fi.gure 3.2 is constructed from monthly averages and this

tends to disguise the abruptness of the reversal. Figure 3.3 illustrates more vividly

the spring transition, with individual vectors indicating the direction and strength of

the mean wind at each height on a daily basis in the period October 15 to November

19, 1985. During the first weeks of October, the winds are variable from day to day,

probably reflecting propagation of planetary wave activity from below. However, in the

3rd week of October, this variability gives way to a strong westward flow below 95 km

with the transition occurring almost simultaneously at all heights.
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The Meridional Winds

The three-year meridional (or 'NS') mean winds, are shown in Figures 3'4 and 3'5'

The rms monthly d,eviations are about 2-5 ms-1 so that, on a proportional basis, the

meridional winds are much more variable than the zonal winds. At Adelaide the NS flow

is essentially poleward, at heights below about 85-90 km in all seasons except summer

and equatorward at heights above this level. only in mid-sumrner does an equatorward

flow penetrate downward into the mesosphere. The meridional winds appear to behave

in a less systematic manner at Mawson and in general they are also somewhat weaker

than at Adelaide. One feature which appears to be common at both locations is a broad

jet-like structure which occurs in mid-summer at or just above the height at which the

EW winds reverse (approximately 90 km). Equatorward winds at Adelaide have been

observed (in some years) to reach peak values of about 10 ms-1 about two weeks after

the summer solstice.

Values in excess of 5 ms-l in magnitude are also observed at heights near 80 km or

below in February-March and in August to October at Adelaide. As described in fig-

ure 3.44 (top diagram), (page 166) echoes are not always observed continuously through-

out the day, and below 80 km, are usually very much weaker at night. Therefore, at

Iower heights it is possible that incompiete removal of the diurnal tide might contam-

inate these results, especially as the diurnal tide attains its largest amplitudes at the

equinoxes (Vincent et al., 1983). These authors show that at the equinoxes at 80 km,

the time of maximum northward diurnal wind occurs near midnight with amplitudes

of about 10-20 ms-l. At Adelaicle, the incomplete sampling at night at heights below

T8 km causes a tendency for the diurnat tide to produce a net negative bias to the

mean wind. Estimates of the possible bias, made by extrapolating downward the phase
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and amplitud.es measured, near 80 km to heights near 75 km, suggest that the diurnal

tide produces a southward (negative) bias of about 2 ms-1. \Mhile significant, this bias

cannot account for the values of -10 ms-l observed in August to October at 75 km. At

Mawson, the much weaker diurnal tide and the capacity to acquire data over a complete

day probably does not produce as much tidal bias as at Adelaide, but the considerably

lower transmitter power and higher noise level mean that data below 76 km must be

treated with caution.

Similar tidal bias effects may be expected for the zonal winds at Adelaide, although

they will not be proportionately as large because of the greater magnitudes of the

prevailing zorLal winds. The phases of the zonal component of the tide a¡e such that

tid.al bias will produce a net westward wind of less than 5 ms-l at heights near 75 km

during the period between March and September, i.e. the incomplete averaging of the

diurnal tide causes the strength of the eastward winds to be slightly underestimated

during the winter.

With the presence of travelling and quasi-stationary waves, it is improbable that

single station observations of the winds (at a given time) represent the global (zonally

averaged) circulation. In fact, it is possible that the pseudo-random structure of the

meridional wind in figure 3.5 is largely due to travelling planetary wave activity, with

contributions from quasi-stationary r¡/aves during the wintertime'

The annual wind oscillation

The annual oscillation in the zonal and meridional winds at each height may be har-

monically analysed into mean, annual and semiannual components. Figure 3.6 presents

the amplitude and phase of ihe annual oscillation at Mawson and Adelaide. The am-

plitude structure of the zonal components at the two locations is similar although the
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amplitude at Adelaide is approximately 2.5 times that at Mawson' Ai Adelaide, lines of

constant phase descend slowly over several months, except that at heights of 70-80 km,

the phase is roughly constant. This descending structure is clear from inspection of the

mean zonal winds in figure 3.1 (page 84) which shows the seasonal changes commencing

at greater heights. At Mawson however, seasonal changes tend to be more abrupt ancl

occur over a large height range simultaneously (for example the springtime zero-wind

line in figure 3.2, page 85). This effect is reflected in the constant value of the zonal

annual phase at Mawson.

Trying to determine consistent features of the meridional wind is difficult given its

weakness and variability. However, the phase of the meridional wind at Adelaide does

suggest an equatorward wind in summer which is consistent with the widely held view

of an equatorward summer circulation in the upper mesosphere' At Mawson the phase

structure is more complex, suggesting a different meridional circulation. Between 94-

110 km there is a relatively strong (6-8 ms-l) equatorward flow centred on mid-winter,

but at 94 km there is an approximate 6 month jnmp in phase indicating maximum equa-

torward flow during midsummer. From 84-76 km there is a trend to earlier occurrence

of maximum equatorward winds, although below 80 km, the data must be treated with

caution due to the possibility of distortion caused by the low acquisition rate during the

summer months.

The amplitude and phase of the annual zon;al oscillation have been tabulated in the

semi-empirical climatology of Fleming et al (1988). The model figures for Mawson' are

overlaid on the data in figure 3.6 and the agreement in amplitude and phase is excellent.

Note however that fi.gure 3.6 compares the amplitude of the annual component without

the inclusion of the annually-averaged mean wind. In a similar fashion to figure 3.6,

the amplitude and phase of the semiannual oscillation have been computed and are
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reproduced (for the interested reader) in figure A'3 (page 193)'

Planetary'Waves

The winds at Mawson and Ad,elaide often exhibit signifi,cant changes on a day by day

basis, especially in winter. This behaviour suggests the presence of large scale travelling

or quasi-stationary wave activity. In order to investigate how this activity varies as a

function of season and altitude the data were band-pass filtered such that fluctuations

with periods less than about 2 days and longer than about 30 days were removed' Note

that the limits of the filter exclude the effects of the quasi 2-day oscillationl which

is a well known feature of the mesopause region at Adelaide in mid-January (Craig

an¿ Elford., 1981;Plumb et al., 1987). Defining u and u as the zonal and meridional

prevailing2 wind. and u' and u/ as perturbations ftrom the mean, time-height contour

plots of the mean square amplitud.e" (u'" +"q,, provide a convenient measure of wave

activity. Figures 3.7 and 3.8 show the mean square amplitudes at Adelaide and Nlawson,

respectively, for the years 1985 and 1986.

At Adelaid.e, most activity is concentrated in the lower mesosphere, peak values

being reached near 70 km in mid-winter. A subsidiary maximum also appears in au-

tumn (March/April) 1985. The maximum rms wind perturbation amplitudes are about

2b ms-1. The planetary wave amplitudes for Mawson in figure 3.8 do not show Ade-

Iaidets prominent enhancement during winter and generaliy the amplitudes are smaller

at heights up to 80-100 km. It is possible that wintertime amplitudes at low levels are

larger than observed, but the lower equipment sensitivity at Mawson makes it more

difficult to stucly planetary 'waves below 76 km, especially during the summer' Some

ldescribed in detail in section 3.1.4, page 108

2ie. wind data smoothed by a 30-day moving average
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interannual variability is evident, with larger amplitudes occurring in 1986 than in 1985'

Because of ionospheric differences the Mawson radar can probe 10 km higher than

the Adelaide system. It is apparent from figure 3'8 that the wave amplitudes grow with

altitude. It is possible that these disturbances are not associated with meteorological

activity in the lower atmosphere but may be associated with auroral disturbances in the

lower thermosphere. Mawson is in the auroral region and strong local heating by Joule

d.issipation of ionospheric currents and by particle precipitation can cause disturbances

which persist for several daYs.

When working with daily averages of the winds, and observing the semi-regular

way in which they change in response to the passage of planetary waves (for example,

figure 3.3 on page 86), it is tempting to try and correlate these winds with the passage

of synoptic systems, which have a similar period. It is known that high windshears

associated with fronts and jet-streams at mid latitudes may generate gravity v¡aves which

propagate into the lower thermosphere (cf. Jacob and Jacka, 1985)' And of course, the

planetary \Maves generated in the troposphere do propagate into the mesosphere' Using

charts published by the European Centre for Medium Range Forecast (consisting of

a sea level pressure and. 500 mb geopotential height chart) a comparison was made

with the mesospheric disturbances. Comparisons were made with large changes in

surface pressure, the passage of fronts, the presence of high or low pressure systems

and windspeed/direction at the 500 mb level. In one study, two years of daily mean

surface pressures (from Mawson) were cross-correlated with radar winds. To date, no

significant connections have been found.

Examination of the individual fluctuations in u and 'u shows that at Adelaide the

zona| perturbations tend to be larger by a factor of 1.5-2 on average at heights below

80-85 km, while the meridional fl.uctuations tend to dominate above 90 km. This does
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not appear to be the case at Mawson where no component consistently dominates at a¡Iy

height or time. calculation of the Ñ covariances shows that only in June/July do the

zo,.aland meridional perturbations show signiflcant correlation (figure 3.9)' At Mawson,

lheûú covariances are small and probably not significant whereas at Adelaide they are

almost invariably negative in sign. This means that usually a northward perturbation is

associated with a westward perturbation and a southward perturbation with an eastward

perturbation.

3.1.3 Discussion

The radar winds at Mawson (acquired between 1984-38) have been compared with

earlier observations from Mawson taken during January 1981 (Macleod and vincent,

1g8b) and with SAPR radar measurements reported from Scott Base (78o S, 170' E)

d.uring December 1g82 by Fraser (1984). Over this short period there is good agreement

with the mean winds, especially in the magnitude and direction of the equatorwàrd flow

observed around 90 km.

With regard to northern hemisphere observations, a long sequence of wind measure-

ments has been published by Tetenbaum et al. (1986) for Poker Flat (65' N, 147" \M).

Figures 3.10 and 3.11 show comparisons of the zonal and meridional winds observed at

Mawson in the period 1984 to 1986 and at Poker Flat for the years 1983 to 1984 (note

that the zonalwinds at Mawson have been shifted by 6 months for ease of comparison).

There are interesting simila,rities and differences. The zonalcirculation exhibits reversals

in February at Poker Flat, behaviour associated with minor stratospheric warmings in

these years. As noted above however, the spring time reversal at Mawson is very abrupt

and appears to occur a little later in spring than at Poker Flat. The summer-time winds

show very similar patterns at both sites.
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Tetenbaum et al. (1986) note that the meridionai winds at Poker Flat showed less

year to year consistency than the zonal winds and frgure 3'11 shows that significant

interannual variability is also evident at Mawson in this wind component. Perhaps

the most consistent feature at both locations is the weak summertime equatorwards

florv which often peaks at, or just above, 90 km with peak equatorr,vard velocities of

approximately 10 ms-l (see figure 3.11). Interestingly, the meridional shears are such

that d becomes poleward at heights below about 85 km. Although the magnitucle

of the summer meridional winds are the same as the mid-latitude values, it should

be noted that the Coriolis torques (given by fO, where / is the Coriolis parameter)

are 1.6 times larger at the high latitudes. This implies that the gravity r¡ave body-

forces, which are thought to drive the meridional circulation (e.g. Lindzen, 1981),

are also correspondingly larger at 65-70' latitude (about 115 ms-lday-l compared to

70 ms-lday-l at 35o latitude).

Recently, satellite measurements have provided better models of the zonal circula-

tion in the southern hemisphere middle atmosphere. The new interim CIRA (MAP

Handbook, vol 16) contains estimates for mean winds in the southern hemisphere based

on rocket and satellite observations collected during 7973-78, in the height range 20-

80 km (Barnett and Corney, 1985). Koshelkov's (1985) southern hemisphere climatology

is based on land and shipborne rocket data and also covers the range 20-80 km. Since

the lowest continuous (reliable) observations of the SAPR radar at Mawson occur at ap-

proximately 75 km, these models are of limited usefulness for comparison. Fortunately,

a very recent global climatology by Fleming et al. (1988) covers the height range 0-

120 km. This empirically based model incorporates balloon, rocket, radar and satellite

observations and includes an empirical thermospheric model for heights above 86 hm.

This climatology probably presents the best wind estimates currently available for the
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entire SAPR height range.

Figure 3.12 from Barnett (1987), is similar to that presented in

that it was computed (by Barnett) for the specific latitude and longitude of Mawson,

and. therefore incorporates the effects of travelling and quasi-stationary planetary waves

(in this case wavenumbers 1 and 2 are included). The zonal and meridional winds are

inferred from the mod,el temperature profiIes (based on satellite radiance measurements)

via the geostrophic approximation. Comparison with the observed zonal winds (see

figure 3.2, page 85) is only possible over the height range 75-85 km' In this height range

there is a reasonable agreement between the model and observed winds. In particular,

the timing and general structure of the seasonal changes are comparable, and show the

sudd,en reversal d.uring spring (from eastward to westward winds) and the more gradual

reversal during autumn. However, in the model, the sudden descent of the zero-wind

iine (during spring) occurs in mid, September, whereas it is usually observed during

mid-to-late October. The position of the autumn zero-wind line in the model, is within

a week of the position observed, which is quite reasonable considering the approximate

two week variation in this transition. Amplitudes during the summer compare very

well with both model and observations reaching a maximum of 20-25 ms-l during

December-January. Wintertime model amplitudes of 20-40 ms-l during June-August

are not observed; radar observations indicate typical wintertime eastward winds of 5-

15 ms-l in the height range 80-110 km.

The Barnett (1987) model meridional winds bear no apparent resemblance to the

observations but this is entirely understandable given the relative weakness (normally

I , l<5 ms-l) and considerable interannual variability of the meridional wind at Mawson'

Although figure 3.5 is an average of three years of data the contours have a pseudo-

random appearance and a much longer observing time will be required to establish a
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,background' state (if one exists at all). Also, the meridional winds in figure 3'12 are

derived from model (satellite-based) zonal temperature variations (by the geostrophic

approximation) and therefore are a function of the vagaries of planetary wave activity

and gravity ,vr¡ave drag. However, the fact that satellite-based geostrophic winds ancl

observed winds often differ, can lead to sorne interesting results. Labitzke et al. (1987)

discuss the ageostrophic winds and use these to study the seasonal fluctuations in plan-

etary wave and gravity wave drag.

For interest, the Barnett (1937) winds have also been computed for Adelaide and

are shown in fi.gure 4.4 (page 19a). The magnitude and seasonal changes of the zonal

rvinds compare extremely well with figure 4.5, which is derived from an average of

rocket rvinds collected at woomera (31' s,137o E) during Lg62-72.

The mod.el of Fleming et at. (1938) is probably the most comprehensive available

which covers the entire SAPR observing range. The zonally averaged mean zonal 'winds

from this semi-empirical model are presented in figure 3.13. Broadly speaking, the model

correctly estimates the general features of the observations (note that fi'gure 3.13 and

the three-year mean zonal winds (in f.gure 3.2, page 85) are drawn on identical axes).

However, closer inspection reveals some important differences. As was the case with the

Barnett (1987) model, the model summer winds (October-March) in the height range

70-90 km are in excellent agreement with the Mawson observations but the wintertime

winds (over virtually the entire height range) are 2'3 times larger than those observecl.

Given that the contours in the model winds were drawn from monthly averages, the

agreement of the zero-wind lines is good. However, the 15 ms-l 'jets' rvhich occur in

the model at 95-105 km during October-November and March have not been observed

during 1984-87. In fact, over this height range, at these times, the winds are normally

weak and sometimes westwards (l , | ( 5 ms-1). The model winds show a sudclen
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deceleration during late August through to early September, whereas observations sug-

gest that the deceleration is greatest during mid-October. However, in figure 3.13, the

contours were drawn around data points derived as monthly means. This may slightly

distort the spacing of the contours and it is likely, for instance, that the deceleration

during late August-early October, is much more realistic than that shown.

Koshelkov (1985) has made an extensive collection of more directly measured (rocket)

winds and temperatures in the southern hemisphere which have provided the base for a

specific southern hemisphere model. Groves (1985) combined both rocket and satellite

temperature observations to generate winds using the geostrophic equation. Like Bar-
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Table 3.1: Comparison of monthly mean zonal winds (*"-t) at a height of
g0 km observed at Mawsot (M) *ith rrrod"l results from Fleming et al (19!8) (F)'

Barnetr and corney (1985)(8), brá'"". (1935xG) and Koshelkov (1985xK)' The last

column (RMS) ir n" ,*r'ìu,írr" of monìhly d'ifference between the model and radar

JFMAMJJASOND RMS

L4

17

-30 -36 I

22

F

B

G

M

K -29 -26 -r7 0 L2 4 L4 13 5 -9

nett and Corney (1985) and Barnett (1987), these models have upper limits at about

80 km so that they only partly overlap the radar winds discussed here'

Table 3.1 compares the model zo¡a| wind.s and the Mawson winds at a height of

80 km. Agreement with the mod.els is better for Adelaide than for Mawson, where the

differences are especially significant in winter.

These comparisons must however, be treated with some caution because the model

winds are zonal means whereas the radar observations are confined to a single location

an{ were made in a later epoch than the satellite measurements. However, it is clear

that, while the model and radar winds agree well for most of the year, the models show

larger eastward winds in mid-winter (especially at the latitude of Mawson). While it

is possible that some other (as yet unresolved) factor may be causing the radars to

slightly und.erestimate the winds, it seems that it must operate only in mid-winter since

there is good agreement at other times of the year. Furthermore, it is not due to the

raclars being incapable of measuring large wind speeds since it is not uncommon for

zonal wind speeds in excess of 50 ms-l to be measured for several hours at a time

-22 -4 11 11 31 46 47 52 2t 4 -L2 -23

-15 -16 10 10 31 41 40 38 10 3 -10 -20

-15 -18 I 10 29 38 36 35 4 2 -9 -13

-20 -t4 -10 10 10 10 10 10 10 4 -20 -21

105



at Mawson during the passage of planetary waves' It is interesting to note that the

amplitude of the annual zonaloscillation in Fleming et al. (1938) agrees very well with

the observations (cf. figure 3.6, page 92) but the annual mean (zonally averaged) zor.:al

winds are consistently biased 10-20 ms-l eastward of the observations'

Labitzke et al. (1987), using 4 years of satellite observations' compared the derived

geostrophic winds with those from the MF radar at Saskatoon (52o N,107o W)' This

study, like our own, suffered the disadvantage that the techniques overlapped only in

the height range Z8-80 km. As with the results from Adelaide and lvlawson, they found

good. agreement in the summer but significant ageostrophic motion was observed in

the autumn and winter. Interestingly though, the disagreements at Saskatoon r'|¡rere

generally because the radar winds were stronger tirrar- the geostrophic winds' This

contrasts with Ad.elaide and Mawsonwhere the radar winds are significantly weaker than

the Barnett and Corney (1985) winds (especially at Mawson). Possible explanations for

the d.iscrepancy between the observations are gravity 1fi¡ave induced drag or gravity wave

interaction with planetary waves (Miyahara, 1985). This may assist in explaining the

weaker winds at Mawson, but not the larger winds at Saskatoon.

\Mhen considering the mismatch between the models of Barnett and Corney (1985)'

Barnett (1gS7), Groves (1985) and Fleming et al. (1988) it is noteworthy that the

common characteristic of these models is that the winds are derived by applying the

geostrophic approximation to the rocket and satellite measured temperatures and ra-

diances. Recently, Boville (1987), for example, has pointed out that the geostrophic

wind,s can significantly exceed the true winds in the winter upper stratosphere because

of curvature of the streamlines due largely to the presence of waves. It is possible there-

fore that the radar and model wind differences which are apparent in mid-winter are

caused by overestimated. modei winds; as noted in section 3.\.2, it is in this period that
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the planetaryu¡aves in the lower mesosphere attain their largest amplitudes at Ade-

laide, so that the flow curvature will be largest, at least locally. Koshelkov (1986) also

finds marked discrepancies between the geostrophic and' actual wind patterns, and in

particular with the wintertime eastward winds in the 80-90 km height range' clearly

geostrophic winds do not accurately model the actual winds but as Labitzke ei al' (1987)

point out, the discrepancies are a useful indicator of atmospheric processes.

In addition to probiems with application of the geostrophic approximation, the er-

rors in base-level meteorological data, from which satellite-derived data are extrapo-

Iated, may iead to significant error in satellite based wind moclels. Grose and O'Neill

(1ggg) recommend "....it is prudent to advise caution in drawing inferences, particula^rly

quantative ones, from meteorological flelds derived from satellite data. Such counsel is

certainly apt for the southern hemisphere where coverage of data from sources other

than sateliites is limited."

The large planetary wave activity which is observed in June/July at Adelaide is

consistent with the analysis of the circulation of the upper stratosphere in the southern

hemisphere by Hartmann (1976) and Hirota et al. (1983). They found that transient

planetary 'vr/aves of wavenumber 2 and periods of the order 10 days exhibit a change in

their location during winter, following the latitudinal march of the core of the strato-

spheric eastwards jet which attains its most equatorward position near 40o S in June and

July. The upper limit of these observations r¡¡as near 50 km in altitude, so considering

the data of figure 3.7, it appears that the rv\¡ave amplitudes maximize at some height

below 70 km. The rapid decrease in wave amplitude with height between 70 and 80 km

is probably due to gravity wave drag effects (Miyahara, 1985). The negative u'utfluxes

(figure 3.9) are also consistent with what is known about the planetary waves since

they correspond to an equatorward, Eliassen-Palm flux (proportional to -úrr) which
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is characteristic of waves in the southern hemisphere mid-winter (shiotani and Hirota,

1985). In their height-latitude analysis of the variations of the zonal wind and wave

activity with time, shiotani and Hirota (1985) showed that in late winter the jet shifts

poleward and downward and that quasi-stationary wavenumber 1 activity is enhanced'

Improvements in the sensitivity of the Mawson radar are required to study winds and

'waves at heights below 75-80 km.

3.t.4 The quasi 2-d,ay'wave at Mawson and Adelaide

The present study draws mainly on data collected at Adelaide and Mawson during the

sH summer months of December, January ancl February for the years 1985-86 and 1986-

87. For the purposes of the present analysis, the winds Ïvere averaged over the height

range 87.5-97.5 km in ord.er to minimize efrors and reduce the number of record gaps'

This should have little effect on the 2-day wave because of its large vertical wavelength,

but it may have red.uced the tidal amplitudes. Also, one hour averages were formed in

Universal Time (U.T.), and are used throughout the present analysis'

Although the wave is present for most of the summer months (and may have a

few ,bursts' of activity lasting for a few cycles) it usually reaches maximum amplitude

during the latter part of January, whereupon it may abruptly diminish (as was the case

in 19g7). Maximum amplitudes in excess of 40 ms-1 are often observed in the meridional

wind component at Adelaide. Figure 3.14 shows that the amplitude structure is similar

at the two sites but the amplitude at Mawson is approximately 0.3 of the amplitude at

Adelaide. Note that in Figure 3.14 occasional gaps in the wind data were filled (to avoid

spurious 'ringing' in the frltered clata) by taking an average of the wind 48 h before and

after the missing data point. lVhile it may be argued that this process could introduce

a fictitious 48 h component, it is acceptable in this case as the true frequency is very
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Figure 3.14: Comparison of the meridional components of the wind at Ade-
laide and Mawsàn during December-January 1985-86 (teft) and L986-87
(right). 'Wind data have Èu"., band-pass filtered by . square filter of period
range t.8-2.2 days.

close to 48 h, and the data gaps very few.

Figure 3.15 shows amplituile spectrafor the last two weeks of Januaryin 1986 and

1987, when the 2-day.wave amplitude is a maximum. These diagrams have been ar-

ranged. to allow comparison of spectral amplitudes between the zonal and meridional

wind. components of the 2-d.ay wave at each station. At Adelaide the ampiitucle of the

meridional component averaged 33 ms-1 in 1986 and 45 ms-1 in 1987, rvith the zonal

components approximately 0.3 and 0.5 (respectively) of the meridional. At Mawson,

the merid.ional amplitudes for the two years were both about 12 ms-1, with the zorral

amplitud.es approximately 0.25 of the meridionat in 1986 and 0.9 of the meridional in

1987. During the last two weeks of January 1985 (not shown in Figure 3.15) the com-

ponent amplitudes at Mawson were again comparable and averaged 10 ms-1 for the

meridional component and 8 ms-1 for the zonal.

The geographic separation of Mawson and Adelaide is 33o in latitucle and 75o 35'

in longitude. If the 2-day wave is assumed to be due to a westward travelling rvave of

zonal wavenumber 3, and assuming there is no phase change with latitude, the 2-clay
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the ampiitudes of .rry prrr"ly sinusoidal components which are present in the records

analysed.
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wave at Mawson should lag that at Adelaide by 30,23 h. In order to estimate the actual

time differences between the stations, cross-spectral techniques were employed. Fig-

ure 8.16 shows a normalized cross-spectrum between the meridional winds at Adelaide

and Mawson for January 1-31 1987. The spectrum has been smoothed with a window

of 0.2 cycles d.y-t to show trends in phase difference. At the 2-day period the phase

difference is approximately 2L5o ot 28.6 h. \Mhile the 2-day 'ü/ave dominates the diurnal

and semidiurnal tides over this period, in this diagram the tides may be underestimated

due to height-averaging of the data.

Table 3.2 shows the apparent phase lag between the stations for several independent

periods during 1986 and 1987. These estimates were determined by computing a cross-

spectrum for the interval and measuring the phase at a frequency of I cycle d.y-t. Given

variations in the quality of the data, it is difficult to create a reliable error estimate for
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Table 3.2: Phase relationship of 2-d,ay wave components between Mawson and

Adelaide. IJniversal time 
-has 

b.er.r used and figures shown are the number

of hours by which Mawson lags Adelaide'

28.624.6January 1-31 1987

2r.t18.7January 1-31 1986

average 24+8 26+6

32.332.0January 23-31 1987

24.819.6January L7-22 1987

26.526.9January 9-16 1987

24.222.3January 1-8 1987

2L.517.8January 77-22 1986

MeridionalZor'aÏInterval

the cross-spectral phase. Therefore phase differences from several independent periods

are presented. to demonstrate any trends. Intervals were chosen to be at times when the

2-ð.ay til/ave 1Ã¡as large (see Figure 3.14). Over these periods the phase of the meridional

wind, component at Mawson lags that at Adelaide by approximately 26+6 h (150"-240'),

and the zorral by 24i8 h (120'-240').

Figure 8.17 shows a cross-spectrum of the wind components at Mawson. Note that

phase is approximately 90o at the l,t,Z,| and 3 cycle day-1 frequencies (where significant

peaks in amplitude occur). Table 3.3 shows the phase relationship of the zonal and

meridional wind components of the 2-day rvave between each station. These figures

were obtained by taking the cross-spectrum of the wind components and measuring the

phase at a frequency of I cycle d.y-t and, as lvith table 3.2, several independent periods

are presented. In the SH, the circular polarization of vertically propagating atmospheric
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Figure 3.17: Normalized cross-spectrurn of the meridional and zonal wind

"J-por,"nts 
(averaged over the height range 87.5-97.5 km) for Mawson dur-

ing January 1987.

tid.es and.long-period. waves is normally anticlockwise (ie. the zonal leads meridional by

approximately 90') and therefore it may be expected that for the 2-day wave the zonal

component will leacl the meridional by 12 h. Phase relationships between the 2-day

wind. components given in table 3.3 show that generally this is the case. However it is

interesting to note that at Mawson the phase difference of the components of the 2-day

winds is usually close to 90o and at Adelaide often closer to 45o (previous data from

Adelaide gave phase differences in the range 6-L2h (craig et al., 1980).

Figure 3.18 shows the phase relationship of the þltered] meridional winds at Mawson

and Adelaide during January 1987. The average period of oscillation during this periocl

is 47*1 h at Adelaide, and 48+1 h at Mawson. Due to this slight difference in frequency,

the two oscillations are approximately in antiphase at the beginning of the month and

in quadrature toward the end. \Mhile it is clear that the two stations do not have a
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constant phase relationship, other observations (e.g. Table 3.2) indicate that the phase

usually remains within the range of that shown in Figure 3.18.

Use of d.ata for individual heights shows that, within the height range being sampled

(80-100 km), amplitudes at both stations maximize at 92t6 km with no measurable

vertical phase variation (although, within the errors of these measurements, vertical

wavelengths >60 km may well exist). Craig et al.,(1983) find vertical wavelengths of

b0+10 km at low latitude (ie. Townsville - 19"S) but wavelengths >100 km are usual

at Adelaide and are also consistent with the present observations at Mawson.

3.L.5 Discussion

During all summers (from mid-1984 to the present) 2-day wind oscillations have been

measured. at Nlawson with typical amplitudes (during January) of 10-15 ms-l, and

reaching a maximum in late January. The simultaneous onset and deveiopment of
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Table 3.3: Phase relationship of 2-day wave wind components. Figures show

the number of hours by which the zonal leads the meridional component'

7.911.9January 1-31 1987

Ð.110.0January 1-31 1986

average lL+2 7+4

L2.L13.0January 23-31 1987

5.310.8January 17-221987

3.47.9January 9-16 1987

8.210.0January 1-8 1987

6.911.0January 17-22L986

AdelaideMawsonInterval

the 2-day d,isturbance at Mawson and Adelaide suggests that the wave is global and

persistent to high southern latitudes.

In the northern hemisphere, the 2-day wave is also observed at fairly high latitude. A

study by meteor winds at Garchy, France (49'N) and Obninsk, U.S.S.R' (55'N) (Glass

et al. 1975) showed 51 h-period oscillations of 13 ms-r (at both sites) which persisted

for two weeks in July/August. This amplitude compares well with Mawson, but Carter

and Balsley (1932) observe only weak 2-day winds with the meteor radar at Poker Flat

(65'N, compared with 67'5 at Mawson). Although more quantative data is required,

a weaker 2-d,ay wave in the high-latitude NH is consistent with the generally weaker

2-d,ay wave amplitudes observed at mid-latitudes in that hemisphere (Craig and Eiford,

1981; Vincent,1984).

At Adelaide the d,isturbance is predominantly meridional with the zonal amplitudes

approximately 0.3 of the meridional. During 1985 and 1987 wind component amplitutles
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at Mawson !,vere comparable but in 1986 the meridional strongly dominated' In 1985

and 1987 the meridional amplitudes were still slightly stronger (10-15%) but further

data will be required positively to establish a trend'

Using satellite observations of the stratosphere (40:E20 km), Rogers and Prata (1981)

found. a 2-day-period temperature perturbation maximum (of 0.6K) at 20"s. The pertur-

bations become immeasurable outside the latitude range 20'N-50'S which is interesting,

as mesospheric wind observations from Mawson showed that the 2-day winds occur with

significant amplitud.e at higher latitudes than these satellite observations would suggest'

Earlier studies by pairs of similar-latitud.e stations show good agreement with the

theory of a wave travelling westwarcl at approximately 60' longitude per day (Craig

et al., 1930). The phase differences of the wind compofr.ents between Adelaide and

Mawson are 24t8 h for the zonal and 26t6 h for the meridional (cf. Table 3.2). These

are 1ess than the g0.2g h which would have been expected if the v¡ave was of precisely

2-day period, an¿ the stations were of comparable latitude. This suggests that the phase

may have changed by around 5 h (æ40') over the 33o latitude separation between the

stations. Salby (1981) has modelled the amplitude and phase structure for the 2-day

wave at ,midsummer' (ie. using a wind mod.el which draws no distinction between the

hemispheres) but only up to 12 scale heights (84.5 km - CIRA 1988). At this level,

there is 65t20, (4.3 h) phase difference between the waves at the latitudes of Mawson

and Adelaide, but it is not clear [from Salby, 1981] which location leads or lags' It is

probable that there is a phase variation with latitude and this may account for Mawson's

approximate 5 h phase lead (ie. Mawson is approximately 5 hours 'early') seen in both

the zonal and meridional wind components. However, because the phase relation is not

fixed, times can be found when the phase difference is very close to the 30.23 hours

which woulcl be expected for similar latitude stations (eg. January 23-31, 1987).
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This variable phase relationship also suggests that the global structure of the wave

region may be changing, with the mid and high-latitude parts of the \Mave propagating

at different velocities (in this case, assuming that wave velocity is related to observed

frequency, the mid-latitud,e part of the wave is propagating faster)' Similar behaviour

has also been observecl between mid-NH and low-latitude SH parts of the wave. For

example, simultaneous observations at ShefÊeld (53'N) and Townsville (19'S) by Craig

et al. (1983) gave periods of 5111 h at Townsville and 49t1 h at ShefÊeld. Also meteor

radar observations from Kyoto (Tsuda et al. 1988) showed that the period of the 2-day

rvave may vary from 2.L-2.5 days d.uring summer and may become 2 days during the

autumn. These changes were tentatively correlated with the disappearance of eastward

mean winds at around,95 km, which may be related to changes in zonal circulation at

a lower level. Considerably improved satellite observations or an array of radars will be

required to fully resolve the latitude and time-dependent amplitude and phase structure

of the mesospheric 2-day wave.

3.2 Atrnospheric Tides

3.2.L Introduction

This section presents observations of the tidal winds from Mawson, Antarctica, acquired

at various times during 1984-87. The diurnal and semidiurnal tides are discussed sepa-

rately and these are compared with results from the northern hemisphere (from Poker

Flat, 65o N) ancl wiih the tidal wind models of Vial (1986, 1938) and Forbes and Hagan

(1982, 1988).

Figure 3.19 is presented. to demonstrate the comparable magnitude of the tides and

mean winds (in the height range 70-110 km) observed at Mawson and Adelaide. In
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this diagram, individual vectors represent monthly averages of the winds over intervals

of 2 km of height and t h of local time. (Figure 3.19 groups together the autumn

months; similar diagrams for summer, winter and spring are presented in appendix A'4

on pages 1g7-1gg). The mean wind circulations described in section 1'1 are clearly

displayed ancl Ad,elaide's prominent diurnal tide is clearly visible with the diagonal

patterns of arrows indicating downward phase propagation' At Mawson, a diurnal

tide cannot be detected. by eye but closer inspection shows a propagating semidiurnal

tide (especially conspicuous d,uring M"y). This figure also demonstrates the different

observing conditions at Mawson and Adelaide. At Adelaide, prevailing ionospheric

conditions do not normally permit observations below 80 km by night, and data is not

collected at heights above 100 km. However, at lVlawson, ionized particle precipitation

(and other phenomena) permit 24 h observation at lower levels although data-acquisition

rates below 80 km are normally very low (especially during the summer).

In the following sections, several graphs of long-term tidal averages (ie. a month or

greater) are presented,. These figures have been produced by placing the wind data into

month-long data-sets and conducting an harmonic analysis. Since it is unlikely that

the phase of a tide will remain constant over a month, amplitude figures presented may

well be smaller than those from shorter-period observations. Because of ambiguities

which can be produced in this way, there are a number of conflicting views on how long-

term tidal averages should be determined. Throughout this work averages for intervals

greater than one month are formed by taking the vector average of the monthly means.
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Figure 3.19: Hourly mean winds measured at Adelaide (35' S) and Mawson
(67' S).\ /inds are averaged for the autumn months of 1986. Note that wind val-
ues plotted at 12 h (for example) on the time axis, are the averages taken between
12:00-13:00 h local time. Similar diagrams for the summer, winter and spring seasons

are presented in appendix 4.4, pages 197-199
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3.2.2 The diurnal tide

Observations at Mawson

Figures 3.20 ancl 3.21 present the mean behaviour' as a function of height, of the am-

plitud,e and phase of the diurnai tide at Mawson. These data from 1985 have been

analysed into summer, winter and' equinox 'seasons' and in addition, an annual average

(1985) has been computed. Unlike the mean wind, the amplitudes of the meridionai

components of the tides (both diurnai and semidiurnal) at Mawson ale usually greater

than those of the zonal components. This effect is demonstrated in figure 3.20 where

the annual average meridional amplitudes (above 90 km) are approximately twice as

large as the zonal ampiitudes. The equinoctial and winter amplitudes are comparable

with the annual average, but during the summer, the amplitudes of both components

are 30-50% greater than the average.

In the height range between 75 and 90 km amplitudes are generally small (<5ms-1)

except in summertime when the amplitude of the zonal component is 4-5ms-1 and

the meridional component is 7-10ms-1. Above about 90 km (during all seasons) the

amplitudes show an approximately linear increase with height. The maximum amplitude

values occur at the top of the observing range (108 km) and are (during all seasons)

15*2ms-1 for the meridional and, 7t2rns-L for the zor,;al component. Figure 4.9 (in

appendix 4.4, page 200) shows the diurnal amplitudes during the solstitial months of

June and December and these are very similar to the seasonally averaged summer and

winter plots in frgure 3.20. The diurnal tidal amplitudes at Mawson show only small

and gradual changes with season.

The vertically orientecl phase profiles of the diurnal tide (figure 3.21) suggest the

presence of purely evanescent tidat modes, as expected at high latitudes (see the Hough
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functions of the diurnal tide figure 1.5 on page 17). That statement applies particula^rly

to the meridional phase profiles which are almost constant with height and throughout

the year; however the zonal phase profrIes typically undergo a smooth change of 6-8 h

between 85-95 km with an earlier phase occurring at greater heights' This may be due

to mode superposition or reflection, but it is interesting to note that above 100 km, not

only is the meridional phase slope positive (ie.the time at which the maximum wind

occurs advances with increasing height) but the phase of the meridional component leads

that of the zonal component by approximately 6 h, indicaling cloclcwise rotation of the

wind vector. Between g0-g0 km the rotation of the wind vector is anti-clockwise (zonal

leads meridionai) which is the usual case in the southern hemisphere. During the winter,

above approximately g0 km, the rotation of the wind vector is clockwise but below 90 km

it ceases to rotate and the two components are out of phase by approximately L2 h'

The constancy of the meridional phase profile is an interesting feature of the diurnal

tid.e at Mawson. The stight (but consistent) phase tilt, with later phase occurring with

decreasing height implies a vertical wavelength is of 100-200 km. This effect may be due

to interference between evanescent modes or perhaps the presence of a small component

of a propagating mode which is transporting energy downwards from the thermosphere'

Figures 3.22 anð.3.23 mdre concisely describe the annual variation in the amplitude

and phase of the diurnal tides at Mawson. These plots have been generated by con-

touring monthiy means from three years of data from 1984-87 Figures 4.11 and 4.12

(see appendix 4.4, pages 202-203) show similar contour diagrams for the diurnal tide

at Adelaide).

The diurnal amplitude at Mawson is seldom more than 5-10 ms-1 (and then usuaily

only above 100 km) and shows gradual change rvith season, although figure 3.23 sug-

gests the meridional amplitudes reach a broad minimum during winter and peak during
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February.

Monthly mean diurnal phase is quite variable from month to month ar¡d it is only

when several years of data are averaged that consistent phase diagrams ca¡ be produced.

Even then, phase diagrams such as those in figures 3.22 ar.d 3.23 must be interpreted

with caution.

124



100
l1x
L.v

H
Egog
H
f¡l
h{*go

110

70

Amptitude of Zonal Diurnal Tide/*"-t

J FMAM J JASONDJ FMAM

Phase of Zonal Diurnal Tide/hours (tT)
110

00

90

80

1
liI¡r
J
H
t+{*{
ut{
f¡l
l+{È

JFMAMJJAS O N D J F MA

MoNTId/ßw

Figure 3.22: Contours of arnplitude and phase of the mean zonal diurnal tide
at Mawson (67' S). 3 years of data (1984-37) are combined to produce a mean year.
Note that time marks on the x-axis indicate the middle of a month and the months
January-May are repeated on the right hand side of the plot.

70 M

>5

>5
<5

\
10

L'/

-rd^\
(

I

(D 4,

L25



_ 100
>.)r
J
H
Eso
U
H
f¡ì
H
É{

80

1r0

70

110

Amplitude of Meridional Diurnal Tide/ms-l

JF AMJJASONDJFMA M

Phase of Meridional Diurnal Tide/hours (tT)

ÅLh
J
H
t+{È
U
l-{
f¡l
l+{
}¡{

100

90

80

JFMAMJJASON D J FMAM

MoNTH,/ßw

Figure 3.23: Contours of amplitude and phase of the mean meridional diurnal
tide at Mawson (67' S) - details as for figure 3.22.

70

726



Comparison of the diurnal tide with Poker Flat, 65' N

Figures 3.24 and 3.25 compare seasonal averages of the diurnal amplitude and phase at

Poker Flat and Mawson. The Poker Flat tidal winds have been measured by using the

Poker Flat MST iu,du,, to infer wind,s from the Doppler shifts of meteor reflections. The

averages at Mawson have been calculated by taking the vector average of the monthly

means. \Mhen local seasons are compared, the amplitude proflles at the two sites have a

similar shape, but apparently the amplitudes are 20-30% greater at Mawson, especially

at heights above 100 km. The phase profiles of the zonal component of the diurnal tide

at both sites are similar in shape and the local times often agree within the error bars.

The zonal component phase profiles at Poker FIat usually have a 'negative' slope (ie.

the time of the maximum wind occurs earlier with increasing height). The phase profile

at Mawson usually undergoes a sudden transition at around 85-95 km, but this is not

evident in the data from Poker Flat. The meridional components at the two sites are

generally in antiphase. This phase relationship suggests that symmetric tidal modes

such as the (1,-2) or (1,-4) are possibly dominant at these latitudes.

It is interesting to note that the dominance of the meridional component evident at

Mawson is not so marked at Poker Flat. Yfith the notable exception of the northern

hemisphere summer months (JJA) above 85 km, the meridional and zonal component

amplitudes at Poker Flat are comparable.

The tides at Mawson show a significant increase in amplitude at heights above

100 km. This is not apparent at Poker Flat (see figures 3.24 and 3.25).
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Figure 3.26 is taken directly from Tetenbaum et al. (1986) and summarizes the

monthly average amplitude and phase of the diurnal tide at Poker Flat during 1983-

84, at selected heights (82, 92 and 102 km). For ease of comparison, figure 3'27 uses

identical axes to figure 3.26 and shows two years (1985-86) of tidal data from lvlawson'

At 82 and 92 km amplitudes of the diurnal tide at both sites are comparable. However,

at 102 km the amplitucles at Mawson are 50-100% greater than at Poker Flat and the

phase structure is the reverse of that at lower levels (ie. meridional leads zo¡a| by 6 h).

At 82 and 92 km, the phase of the zorral component is comparable between the

two sites (both usually L6+4 h local time). At Poker Flat the meridional component

usually leads the zonal component by approximately 6 h and at Mawson it lags by

approximately 6 h. At 102 km, the phase structure at Poker Flat is highly variable but

at Mawson it appears to be much more stable, with the zonal phase usually 10+4 h and

lagging the meridional phase by approximately 6 h at most times. The phase diagram

in figure 3.27 implies that the clockwise rotation of the wind vector is a regular feature

at Mawson at the 102 km level.
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Contour plots in figures 4.15, 4.16, 4.17 and 4.18 (in appendix 4.4, pages 206-

20g) juxtapose 2 years (1g83-S4) of data from Poker Flat with 2| years (mid-1984-

early-87) of data from Mawson. Data from the two sites overlap in time for the last

six months of 1984, but the plots have been displaced horizontally to conserve space

an¿ directly compare seasons. (The contour plots of Poker Flat data are taken directly

from Tetenbaum et al. (1986) but have been stretched horizontally by 60% to equalize

the height scales). Comparison of figures 4.15 and 4.17 show that the amplitude of

the diurnal tide is similar at both sites except above about 100 km, where it is 50-100%

greater at Mawson. The diurnal phase at Mawson is so variable (even when averaged

over a month) that a reasonably consistent picture can only be obtained by averaging

several years of data. Hence figures 4.16 and 4.18 show a three year average for the

phase at Mawson. At both sites the contours of phase are often vertically orientated,

indicating mainly evanescent phase structure.

3.2.3 The semidiurnal tide

Observations at Mawson

Figures 3.28,3.29 and. 3.30 present the amplitude and phase and vertical wavelength of

the semidiurnal tide at Mawson. As was the case for the diurnal tide, these data have

been split into summer, winter and equinox 'seasons' and an annual average has been

calculated.

Amplitudes of the semidiurnal tide (figure 3.28) are generally larger than those of

the diurnal tide, especially in the height range 80-90 km. Unlike the diurnal amplitucie,

which increases approximately linearly with height (above about 90 km), the semidiurnal

amplitudes reach a broad maximum at 90 km (+5 km). As was the case with the cliurnal
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tidal amplitudes, the meridional component is usually larger than the zonal (by 20-80%)

and during the summertime the meridional component becomes very much larger above

100 km.

Below 100 km the phase of the semidiurnal tide (figure 3.29) shows the classical

form of a propagating tide, with the zonal component leading the meridional by 3 h

and phase propagating downwarcl. Above 100 km the meridional component becomes

evanescent

The stability of this phase structure is indicated by the very small error bars on tlr'e

seasonal averages. However, the vertical wavelength increases markedly in the winter-

time.

The annual variation in the vertical wavelength of the semidiurnal tide (in the 80-

100 km height range) is shown in figure 3.30. The vertical wavelengths were calculated

by applying linear regression to the semidiurnal phase profiles in the height range 80-

100 km. \Mith superposition of several tidal modes, a curved phase profile might be

expected. However frgure 3.28 demonstrates that the semidiurnal phase profiles are

usually very linear in the 80-100 km height range and linear regression is a suitable

method to estimate the vertical wavelength. There is an annual variation in the ver-

tical wavelength with the shortest values (20-30 km) occurring during January and

the longest (70-30 km) during wintertime. Table 1.1 on page 15 shows the vertical

wavelengths of some of the common semidiurnal tidal modes. With reference to these

figures, it is possible that the short summertime wavelengths (in the height range 80-

100 km) may be due to the joint presence of the (2,6) and (2,7) modes and the longer

wintertime wavelengths due to the (2,2) and (2,3) mode. Also, the steep (apparently

evanescent) phase slopes often seen at 100-108 km (frgure 3.29) are probably due to the

(2,2) symmetric mode.

134



110

ït85

O - ZONÊL
À . I4ERIOIONßL

110

100

90

20 25 05L015

051015

20 26

110 110

100

90

20 26 20 26

AMPTITUDE/*-t AMPLITUDE/ms-1

Figure 3.28: Amplitude of the semidiurnal tidal component of the wind at
Mawson averaged over a whole year (ffi5) and by season. (Summer - Nov, Dec, Jan,
Feb; winter - May, Jun, Jul, Aug; Equinox - Mar, Apr, Sep, Oct)

É
J4

H
¡¡¡o
H

051015

051015

135



110

100

110

100

80

É.v
H
(,
Êì

024681002 4 810 02468100

o2468100

2 4 6 810

Éi4
H
(,
Êì

110 110

1 100

80

o246810 02 4 6 810 2 4 6 810

PHASE/hours (LT) PHASE/hours (LT)

Figure 3.29: Phase of the sernidiurnal tide at Mawson - details as for figure 3.28.

136



I
i

V

\

ZONAL
MERIDIONAL

\
\
\

!
!
I

¡

I
i
I

\
\
\

\

\

^.i\i\i\
/\

!
I
!
I

^i\
/\

I

7

6

80

r00

60

lr0

E
J

I
(9z
l¡¡J
UJ

=J
C)

É,
lrl

T
-c.

E
J

t-
(J
o
UJ

Þl
I
fL

4

3

2

2

1

DJFMAM JJASONDJ

3 YEAR AVERAGE1984-87

Figure 3.30: Mean vertical wavelength of the sernidiurnal tide in the height
range 8O-1OO km at Mawson. \Mavelengths were calculated by linear regression of
phase data.

737



Figure 4.10 (in appendix 4.4, page 201) is a vector average of 3 years of data from

the solstitial months of June and December. The solstitial semidiurnal tide appears to

be much the same as the seasonal averages in figures 3.28 and 3.29. However, figure A'10

highlights the very short summertime vertical wavelength (À, æ20-25 km) at 80-96 km

an{ the sudden transition to evanescence (of the meridional component) above this

height.

The contour diagrams in figures 3.31 and 3.32 describe more concisely the annual

variation in the amplitude and phase for the semidiurnal tides at lvfawson. These plots

have been generated by contouring a vector average of the monthly means from 1984-

87. The semidiurnal tide at Adelaide (in appendix 4.4, pages 204-205) is typically

10-15 ms-l in amplitude and characterised by abrupt changes in the phase structure

during the equinoxes. At Mawson the semidiurnal tide is a little weaker but with a

smooth phase structure which is less inclined to suffer abrupt changes with change of

season. Summertime phase contour lines tend to bunch together as the wavelengths

shorten.
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Comparison of the semidiurnal tide with Poker Flat, 65' N

In figures 3.33 and 3.34 seasonal averages of the tidal amplitude and phase at Poker

Flat and Mawson are compared. The amplitude of the semidiurnal tide appears to

be significantly larger (50-100%) at Mawson than at Poker Flat, especially during the

equinoxes. Unlike the diurnal tide there is no consistent phase relationship apparent

between the two sites. This is probably due to the joint presence of several symmetric

and anti-symmetric modes of comparable amplitude.

As was ihe case for the diurnal tide, the amplitude ratio of the tidal components is a

conspicuous feature of the semidiurnal tides at Mawson, with the meridional amplitudes

typically 50-100% Iarger than the zonal. The large enhancement in the tides during the

equinoxes at Mawson (in particular during the spring) is not so apparent in the Poker

Flat data. In fact the greatest amplitudes at Poker Flat appear to occur during the

summertime.

At most times, and especially during the equinoxes, at Mawson, semidiurnal ampli-

tudes reach a broad maximum between 80-100 km; this effect is much less apparent at

Poker Flat.

741



ZO}IAL SEMIDIURI\TAL TIDE

POKER FLAT (65',N) MA\MSON (67',s)

s
E-{
r{
C,

Fì
É{

too

90

loo

90

too

80

o51ot52025 036912 o to 2025 0 6060
PHASE/hours (LT)AMPLITUDE/ms-r PHASE/hours (LT) AMPLITUDE/ms-r

Figure 3.33: Cornparison of seasonal averages of amplitude and phase of the
zonal semidiurnal tide at Poker Flat, Alaska (Teteubaum et al. 1986) and
Mawson, Antarctica. 'DJF':Dec, Jan, Feb etc. Note the difference in phase scale
between the two sites. I42

roo

90

8080

loo

90

80

roo

90

80

roo

90

8080

roo

90

80

90

+
+

+

+
+

+

+

+
+
-.4-
+
+

+
+

+
+

SON
1984

a
+



-+--
+
+
+

ù

+
+
+
+
+
+
+

MERIDIONAL SEMIDIURNAL TIDE

POKER FLAT (65',I\) MAWSON (67',s)

)-{

Fi
É{
U
f'l
É{

too

90

80

roo

90

80

roo

90

80

too

90

80

too

90

80

roo

90

80

roo

90

80

roo

90

80

o 5 rolS 20 25 0 3 6 912 o 5 to1520 25 0 6 0 6 0

AMpLITUDE/ms-r pnASE/hours (Lr) AMPLITUDE/*s-' PHASE/hours (LT)

Figure 3.34: The meridional semidiurnal tide - details as for 3.33

143

+
+
+
+

+
-+-
+

+

+
-È

+
MAM

1985

SON
1984

+
+
+

+
ì
t

+

+
+

-{-+
+

soN
1985



Figures 3.3b and 3.36 compare the monthly averages of the semidiurnal tidal winds at

Poker Flat and Mawson at heights of.82,92 and 102 km. Semidiurnal amplitudes tend to

be larger at Mawson, especially at 102 km. At all levels, the meridional component leads

the zonal at Poker Flat and the zonal leads the meridional at Mawson (by approximately

3 h). Annual variations in the semicliurnal phase at Mawson appear to be smaller than

at Poker Flat, especially at t02km. From these diagrams, no definite phase relationship

of the tides (between the two sites) can be inferred.
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Monthly Amplilude And Phose Of Semidiurnol Tide
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Contour plots in figures 4.19, 4.20, 4.21 and A.22 (in appendix 4.4, pages 270-213)

juxtapose 2 years (1933-84) of data from Poker Flat with 2| years (mid-1984-early-87)

of data from Mawson. The data overlap in time for the last six months of 1984, but

the plots have been displaced horizontally to conserve space and directly compare the

seasons. (The contour plots of Poker Flat data are taken directly from Tetenbaum et

al. (1936) but have been stretched horizontally by 60% to equalize the height scales).

In the semidiurnal amplitudes (figures 4.19 and 4.21) there is an enhancement at

both locations during autumn near the 85-95 km level. At Mawson, a similar increase

also appears during the local spring equinox but this does not appear at Poker Flat

during 1983-84.

If the diagrams of semidiurnal phase in frgures A.20 and A.22 (pages 211 a,nd 213)

are truly representative of the data, then there are substantial differences in the phases

of the semidiurnal tide between Mawson and Poker Flat. It should be emphasized how-

ever, that drawing phase diagrams requires careful judgement and different approaches

to drawing contours can give a different appearance to the final product. In particular

sudden changes of phase (which often occur at Mawson during January/February) must

be treated with caution. However, these changes are not apparent in the Poker Flat di-

agrams, where the vertically oriented contours suggest more evanescent phase structure

than at Mawson, where phase contours are usually (approximately) horizontal.

3.2.4 Comparison of Mawson data v/ith recent tidal wind

models

Recent tidal model predictions from Forbes and Vial (1989), Forbes ancl Hagan (1988)

and Forbes (1982b) are compared with tidal winds data from Mawson in figures 3.37,
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3.38, 3.39 and 3.40. Since most of the model predictions are specifically for the solstices,

'mean solstice' conditions have been estimated by taking a vector average of the monthly

mean tides during June and December for the three years between 1984-86-

The diurnal tide

The largely evanescent nature of the diurnal tide at Mawson (figures 3.37 and 3.38) has

been correctly predicted by the models of Vial (1986) and Forbes and Hagan (1988).

Although the model amplitucles belorv 90 km approximate the generally small (<5ms-1)

observed tidal amplitudes, neither model predicts the approximately linear increase in

amplitude which takes place above (approximately) 90 km. During Decernber, both

models show an increase in amplitude between 90-100 km but then a decrease above

this height. Neither model, except that of Vial (1986) for the zonal component in

June, predicts the large increase in amplitude which usually occurs at heights above

100 km. In both models, the component amplitudes are almost identical, whereas with

real amplitude data, the meridional component is usually significantly larger.

Although the model phase profiles are of near-constant value (for the most part),

the prediction of the absolute phase is usually approximate. Neither model predicts

the change of phase which usually occurs in the zor'al component at heights between

90-96 km; a regular feature at Mawson (see figure 3.21 on page 722).
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The semidiurnal tide

In figures 3.39 and 3.40 the semidiurnal tidai winds at Mawson are compared rvith

the moclels of Forbes and Vial (1989) and Forbes (19S2b) (Forbes, 1982b has been

includ.ecl to demonstrate how semidiurnal models have evolved in recent times). Both

mod.els predict amplitude profrles which are considerably different from what is observed'

During June both models predict a sudcle¡r increase in amplitude at around 90 km,

which is not observed. In fact, the amplitude of the semidiurnal tide usually peaks at

approximately 90 km and. then decreases above that height (cf. figure 3.28 on page 135).

During December, the Forbes (1982b) model gives a sudden increase in amplitude at

85-90 km whereas the Forbes and Vial (1989) (abbreviated 'FV') gives a minimum,

Neither of these changes are observed in the data. Both models fail to account for the

dominance of the meridional component.

The model phase profi.les show better agreement with the data than do the ampli-

tudes. In the height range 80-100 km, the FV model is good at predicting the slope of

the phase profile, and during June the comparison is exceilent (FV is within an hour of

the actual phase). Although the sudden phase transition at around 90 km in December

(in the FV model) is not observed in the data, the sudden steepening in the model

phases (at about 90 km) is observed. Above 90 km the FV models agreement with

phase data is good, but below 90 km it is poor.

Clearly these diagrams indicate that semidiurnal tidal modelling at high southern

latitudes requires much refinement, especiaily for the amplitude prediciions. These

diagrams suggest that damping processes, far larger than those being modellecl, are

present in the height range 90-110 km.
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3.2.5 Discussion

At lvlawson, the amplitude of the meridional component of the cliurnal and semidiurnal

tides is usually significantly larger (often up to 700%) than that of the zonal component

and this is generally the case at all heights and during all seasons. This is not the case at

Adelaide where the tidal components are usually of comparable magnitude, with neither

component dominating at a1l times and heights (see pages 202 ar'd 203). At Poker Flat

there is some evidence that the meridional components are stronger (especially for the

summertime diurnal and semidiurnal tide) but the effect is small compared with that

at Mawson. This dominance of the meridional component could not be anticipated

from the Hough velocity expansion functions (and their normalizing factors (figure 1.5,

page 17)). Moreover, the amplitudes of the comporrents in both the Vial and Forbes

models are almost identical and hence this very prominent effect is not explained by the

existing theories.

Tidal data from Scott base, Antarctica (78'S) (Taken by G. Fraser and presented in

Avery et al. (1989)) do not show any enhanced wind component but long term averages

(1967-73) from Molodezhnaya (68'5) (Avery et al., 1989 - reproduced in figure 4.23,

page 214) show a distinct enhancement of the semidiurnal meridional component at all

times of the year (at 90 km). However this is not the case for the diurnal tide where no

component dominated consistently.

There is the possibility that this dominance of the meridional component could be

generated by the SAPR radar technique. The 'winds' measured in the D-region may

be distorted by charged-particle clrift (in a meridional direction) which is not tightly

coupled with the neutral wind. There is some evidence to suggest that the orientation

of the characteristic ellipses measured by the SAPR are aligned with the local magnetic
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field (Macleod, 1986) and that the fading time (rs.5) can be affected during times of

geomagnetic disturbance. Until there is some way of comparing SAPR measured winds

with another co-located method (such as lidar, Fabry-Perot spectrometer or rocket)

an element of doubt will remain with the SAPR method. To remove this uncertainty,

research is currently being planned (by the lvlawson Institute) to simultaneously measure

winds with the Fabry-Perot spectrometer (PPS) installed at Mawson. The FPS will

measure temperatures and line-of-sight velocities of the sodium layer at approximately

90 km.

At Mawson, the phase structure of the diurnal tide implies that evanescent tidal

modes dominate. Between Mawson and Poker Flat, the zonal diurnal components are

approximately in-phase (in local time) and the meridional diurnal components are ap-

proximately in anti-phase, implying that symmetric trapped modes such as the (1,-2)

or (1,-4) are probably dominant. Enhancement of the diurnal tide during local summer

is possibly due to increased excitation of anti-symmetric modes or perhaps simply due

to increased insolation leading to greater in-situ forcing. At heights between 90-100 km,

sudden changes in the phase of the zonal diurnal component suggest that mode super-

position and interference may be occurring. This may be caused by the joint presence

of two or more modes or by tidal refl.ections taking place due to large temperature or

density gradients (Vial et al. 1985). Alternately, it is equally plausible that the main

source for this tide occurs in the thermosphere and the amplitude and phase profiles

are a consequence of the downward propagation of energy. This is consistent with the

clockwise rotation of the wind vectors with height and with the approximately linear

increase in amplitude (with height) which occurs above 90 km. In addition, figure 3.42

(on page 162) shows that the amplitude of the diurnal tide at lvlawson is closely reiated

to the geomagnetic I(p index, which is closely related to Joule heating in the auroral
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ionosphere.

Another plausible source of diurnal excitation, characteristic of Mawson's geographic

position, is ion drag in the lower thermosphere in response to the magnetospheric electric

fietd (Phillips and Jacka, 1987). It was suggested, on the basis of the simple model

represented by figure 3.43 (p.g" 164), that this drag could drive a diurnal variation

in the wind with a maximum northward forcing at about dawn, with enhancement at

times of high I(p. Interestingly, the observed maximum meridional velocities usually

occur (at the 108 km level) at 4-6 h local time. The available evidence supports the

idea that the diurnal tides are being driven in the lower thermosphere either by Joule

heating or by ion drag associated with magnetospheric electric fields.

The semidiurnal phase profiles imply that the semidiurnal tides at Mawson are prop-

agating modes, but because several symmetric and anti-symmetric modes reach their

peak at a latitude of about 60" S (implied from the Hough functions (p.8" 17)), it is un-

tikely there will be an unequivocal general phase relationship between the northern and

southern hemisphere data. This is confirmed by the observations. Short summertime

vertical wavelengths in the height range 80-100 km are'possibly due to a combination

of the (2,6) or (2,7) tidal modes and the longer wintertime wavelengths may be due to

the (2,2) and/or (2,3) mode. Between 100-108 km the (2,2) mode is probably dominant,

especially in the summer months. The large amplitude and normalization factors for

the (2,2) eigenfunctions (figure 1.5, page 17) also suggest this mode should be strong at

Mawson.

During the equinoxes, the semidiurnai amplitudes at Mawson substantially increase,

typically reaching maximum velocities (for the meridional component) of 20 ms-r at

about the 90 km level. Given that the vertical wavelengths (at the heights 80-100 km)

are approximately 50 km, it is probable that the (2,4) symmetric modes is being en-
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hanced at these times.

Diurnal amplitudes at lvlawson tend to remain small (<5ms-r) below 90 km and

then to increase linearly from approximately 5ms-1 at g0 km to 10-15ms-l at 108 km.

Generally the meridional amplitude exceeds the zonal by 30-100%, especially above

90 km. Semidiurnal amplitudes at Mawson reach a peak at 90t5 km, and during the

equinoxes they may average 20-25 ms-1.

Directions of the tidal winds at Mawson (and in the southern hemisphere generally)

rotate anticlockwise with the zonal component leading the meridional by approximately

90'. The exception is the diurnal tide, where between 96-108 km the direction tends

to rotate clockwise with the meridional component leading the zonal by approximately

90'.

Compared with Adelaide, Mawson has a weak diurnal tide which is quite variable

from day to day and month to month. Several years of data need to be averaged to obtain

a consistent pattern. However, the amplitude of the semidiurnal tide is comparable with

that at Adelaide (where it is typicall¡r 20-40% stronger). Semidiurnal phase structure

at Adelaide is characterised by abrupt changes in phase during the equinoxes. This

behaviour is generally not seen at Mawson, where the changes in the semidiurnal tidal

phase tend to be gradual throughout the year (with the notable exception of January

when the tidal phases may abruptly change).

Even with the considerable advances in recent years the predictions from tidal mod-

els (at high southern latitudes) are, at best, approximate. In the case of the diurnal

tide, although the evanescent nature is correctly modelled the coincidence of model

phase profiles with the data is very approximate. The large amplitudes observed above

100 km are not apparent in Forbes ancl Hagan (1983) and Vial (1986). Ho'rvcver, cliurnal

wincl measurements above 100 km (at the latitude of Mawson) must be treated with
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caution because of the possibility of different drift velocities for charged and neutral

particles, especially at times of high geomagnetic activity. For instance, at Mawson,

the daily overhead passage of the auroral zotre, with the associated particle precipita-

tion, may lead to a diurnal variation in the ExB charged-particle drift occurring in the

lower thermosphere. Not until collaborative studies are conducted between the SAPR

technique and other methods (at high latituile) can full confidence be placed in these

data (however, it shouid also be noted that wind data can only be accluired at relatively

quiet auroral/geomagnetic times due to the effects of particle precipitation).

lvlodel predictions for the semidiurnal amplitude (pages 152 and 153) are poor, prob-

ably because dissipation is not adequately accounted for in the high orcler modes. How-

ever, for the semidiurnal phase, Forbes and Vial's (1939) model is moderately successful

during winter in the height range 80-100 km and during the summer from 94-100 km.

The diffculty in predicting precise amplitudes and phases, given the large number of

similar-amplitude tidal modes likely to be present, is understandable.

None of the models, either diurnal or semidiurnal, predict the dominance of the

meridional amplitude which is perhaps the most conspicuous feature of the tides at Maw-

son. However it has not been proved conclusively that this effect is not a consequence of

the local ionospheric environment. Further measurements by different techniques will

be required to prove unequivocally that this effect is real.
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3.3 Geomagnetic and high-latitude effects

3.3.1 Variation in the amplitude of the atmospheric tides with

geomagnetic activity

In this study, the daily geomagnetic index Ap and the three-hourly index I(p have been

used as measures of the degree of magnetic disturbance. Johnson and Luhman¡r (1985

a,b), and others have looked for a relationship between winds in the mesosphere and

geomagnetic activity, but their results, as well as the results of others, show no conclusive

correlation. Johnson et al. (1937) did find a relationship between tidal amplitude and

geomagnetic activity, but their observation heights of 107 and 115 km are at the top of,

and beyond, the range of the SAPR radar. It is therefore expected that the geouragnetic

effect in the Mawson data will be small, if it exists at all The Mawson rada¡ has been

operating continuously since July 1984; it records 3-4 data points per hour, at each

2 km height interval between 70-108 km. This is perhaps the most extensive data set

for these heights at high southern latitudes currently available; it lends itself well to a

search for small effects.

In these studies Kp < 2 is taken to indicate geomagnetic quiet and Kp 2 4 to indi-

cate disturbed conditions. These disturbed periods are typically associated with intense

auroral displays caused by greater than normal particle precipitation, when electrons

penetrating dolvnwards produce more ionization in the D-region; this sometimes im-

proves the SAPR radar data acquisition rate at lower altitudes. However, during ex-

tremely disturbed conditions, absorption can be so great as to put the radar 'off the air'

for up to several days.

Taking the entire 1985 data set, the wind components were first sorted into high,
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medium and low Kp bins and then combined into an 'equivalent day'. An ecluivalent

day is generated by averaging the data according to time of day. An harmonic analysis

,"vas carried out in which a least squares fit was made to the diurnal and semidiurnal

components. These can be regarded as average diurnal and semidiurnal tides for the

whole period.

This analysis shows that the amplitude of the meridional component of the diurnal

tide has a distinct connection with Kp; the amplitude increases with increasing Kp as

shown by figure 3.42. Between the heights of 75 and 95km the difference in amplitude

between high and iow Kp categories is 2-4 ms-l but above 100 km it increases to 10-

15 ms-1. No such correlation could be found for the zo¡al component or for either

component of the semidiurnal tide. There is also no significant change in the phase of

the tides with geomagnetic activity.

The planetary Ap index is used to characterize the level of geomagnetic disturbance

on a daily basis. If the data are sorted according to high, medium or low Ap the results

show nothing of significance. The tentative conclusion is that whatever mechanism is

relating the diurnal tide to geomagnetic activity, it is shortlived and lasts in the order

of hours.

The Kp effect seems to be present only in the meridional eomponent of the diurnal

variation. At first glance this would suggest that a disturbance to the north or south of

Mawson is propagating along the geographic meridian. If, for instance, the disturbance

were caused by sudden heating from the auroral electrojet, it might be expected to

propagate in a geomagnetic north-south direction. \Morking on this hypothesis, the

coordinate axes were rotated to the invariant magnetic L-coordinate system3, but the

3for a description of this coordinate system, see appendix 4.1, page 187
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effect of the disturbance on the magnetic meridional component was comparable with

the geographic meridional component. Therefore, within the angular resolution of this

technique, one can only say that the disturbance is propagating in an approximately

meridionai direction.

The tidat models of Forbes and Vial (1989), Forbes and Hagan (1988) and Forbes

(1982a,b) often show significant (sometimes enormous) increases in the amplitudes of the

tides in the lower thermosphere between heights of 100 and 110 km, probably because of

inadequate dissipation in the model. This has not been observed in the data' However

during the period 1984-87 the sun was in a quiet phase of its 11 year cycle and was not

producing the intense prolonged activity required for large UV/EUV heating. But, as

noted above, the geomagnetic effrct is observed when the data are sorted according to

3-hour Kp, yet not observed when sorting according to daily Ap, suggesting that there

is a rather rapid response to the forcing process. Forbes (1982a,b) notes the diffi'culty in

trying to model for such a variable flux. For instance, when modelling the diurnal tide

in the height range 90-200 km, the Forbes models are 'tuned' to yield observed diurnal

temperature amplitudes under'averaget4 conditions.

An alternative hypothesis to explain the significant increase in the meridional com-

ponent of the diurnal variation with increases in Kp invokes ion drag. At the height

of the observations, the gyro frequency is much less than the collision frequency, so

the component of ion drift and drag in the ExB direction will be small. In the up-

per thermosphere this is dominant (cf. Wardill, Jones and Jacka, 1987). In the lower

thermosphere the direction of motion lies between that of E and ExB (cf. Jones and

Jacka, 1987). An idealised representation of the equipotentials of the electric field is

shown in figure 3.43. As the Earth rotates under this pattern, lvfawson Station moves

ausing a global mean exospheric temperature of ?o = 1000' K
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18

Figure 3.43: Equipotentials of the high latitude rnagnetospheric electric field
which is approxirnately mapped down into the therrnosphere. The arrows
indicate the approximate direction of the electric field across the dawn-dusk
rneridian. Coordinates are invariant latitude (see notes on pâge 187) and
magnetic local time. Adapted from Heelis et al. (1982).

around. a circular path at 70o geomagnetic invariant latitude. The ion drag would be

expected to be aligned in an approximately geomagnetic meridional direction, and with

diurnal variation in the forcing, with the maximum northward component near the dawn

sector and enhanced at times of high Kp. This is what is observed and illustrated in

figures 3.42 and 3.43.

3.3.2 Variation in the strength of reflections at 2'IÛøfIIz, as

measured by the SAPR radar

Although the primary function of the SAPR radar is to measure D-region horizontal

winds, a great deal of other information is also acquired, including reflected signal

strengths and the mean shape, size and orientation of the diffraction pattern over the

ground. This section describes an unexpected variation in the signal strength of the

radio waves scattered from the D and E-regions.

During each sounding (which the SAPR radar performs every 5 min) a signal-to-noise
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(S/N) figure is computed for each height observed. Because real-time coherent averaging

is performed during the data accluisition phase, the radar is capable of detecting signals

which are approximately 6 dB below the noise level. Thus the radar, in its simplest

form, acts as a very sensitive, single-frequency (1.94 MHz) ionospheric sounder. If the

noise is assumed to be constant, the S/N ratio (after averaging) can be taken to be an

indication of the echo strength. Figure3.44 shows the diurnal and height variation of the

S/N ratio at Mawson and Adeiaide, formed by averaging over all S/N data from 1985.

Note that in figure 3.44, the S/N ratio is expressed as a ratio rather than in decibels

(dB). This figure shows that there is a significant difference in the height structure of

signal strength between the two sites but, before proceeding, further explanation of

these S/N diagrams is recluired.

This study assumes that the 'noise' being measured in the S/N ratio is mainly

receiver thermal noise and noise from natural and man-made sources that show no

significant systematic diurnal variation. Some man-made noise sources at Mawson, in

particular the IPSO ionosonde, produce high levels of pulsed broad-band noise. How-

ever, because the digitization of the received signals by the SAPR radar is gated over

a very small time interval, the effects of pulsed type interference are negligible since

the unwanted pulses very rarely occur at the relevant instant of time. Other electrical

noise from motors, generators, computers and fluorescent lights is significant, and ulti-

mately limits the performance of the experimeni, but fortunately (for the purposes of

this study) this noise level tends to be constant with no significant diurnal variation.

Although there is a general problem of radio interference at lvlawson, the harmonics

of the SAPR radar are also often cursed! Frequencies around 1.94 MHz are used by

international shipping but there is no detectable long-range propagation of these signals

to Mawson.
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It is acknowledged that the use of S/N data to represent echo field strengths is less

than ideal but, given the preceeding considerations, it is reasonable to assume that

the averaged S/N ratios do give an indication of ttre relatiue power being reflected

from various levels in the ionosphere. However, it should be noted that values of S/N

for lvlawson and Adelaide (in figure 3.44) cannot be compared directly as the larger

transmitter por,¡/er (and. antenna systems) used at Adelaide will lead to larger S/N ratios.

Also the noise level is probably clifferent at the two sites. \Mhen calculating a 'mean'

S/N ratio, care must be taken. Because the S/N ratio distributions are non-Gaussian,

and S/N ratios can be enormous for short periods when signals are strong, a simple

algebraic average of the S/N ratio can produce misleading values which are often far

Iarger than those normally observed. Another alternative is to form the geometric mean

((", " r2....r)*¡, which in fact was used in figure 3.44. This has the advantage that

it is less influenced by short powerful bursts and is more representative of the 'typical'

S/N values observed. Also, since the data-collecting effi.ciency of the SAPR radar is

closely related to the S/N ratio, diagrams of geometrically averaged S/N ratio (such as

figure 3.44) give an indication of the rate of data acquisition.

At Adelaide there is clearly strong solar control of the D-region ionization, with an

almost total absence of reflections below a height of 80 km during nighttime. \Mhen the

radar at Mawson commenced operation, the author was surprised at the pronounced

semidiurnal variation in the data acquisition rate. During the early morning and mid-

evening, the radar operated very efÊciently and acquired large amounts of data. How-

ever, towards midday and midnight, the radar often went 'dead' due to an apparent total

loss of reflected signal. The two periods of strong reflections which occur at Mawson are

centred on a height of approximately 90 km at 5 and 20 h local time. At lVlawson, acqui-

sition of data below a height of 80 km is infrequent at the best of times, but in contrast
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to Adelaid.e, the midday signals below 80 km are often weaker than in the morning and

evening. If it were not for the large loss of signal around midday at Mawson, then the

diagrams in figure 3.44 would probably be similar. This poses the question of whether

there is a genuine 'semidiurnal' variation in echo signal strength at Mawson, or whether

some effect, peculiar to the radar at Mawson, is leading to a loss of signal during the

d.y. Possible explanations for this effect include the polarization of the radar signal,

and ionization processes, such as particle precipitation or horizontal/vertical transport

of ionization.

Figure 3.45(bottorn) shows the total number of wind data points collected during

1985, as a function of season and time of day. The semidiurnal oscillation in acquisition

rate is apparent during all seasons. Reflections from the height range 70-80 km are much

stronger during the winters, therefore the total data acquisition rate during summer is

smaller than in winter. However the effect is also exaggerated in figure 3.45 (bottom)

due to increased system downtime (for maintenance) which occurred during the summer.

Perhaps the simplest explanation for the midday loss of echoes, is that the trans-

mitted signal is incorrectly polarized (linearly, elliptically or circularly polarized in the

\Ã'rong sense).6 In fact (during 1985) the experiment operated ir only the E-mode. How-

ever, the decision to operate the radar in only the E-mode l,î¡as based on the observation

that the data acquisition rate was not significantly affected by polarization (except that

the acquisition rate rù/as a often a little better in E-mode). There were none of the strong

day/night polarization effects characteristic of Adelaide. This raises the possibility that

something may have been wrong with the transmitiing hardware and a circularly po-

larized signal was not being transmitted. This is plausible but during the summer of

swinter anomaly:see section 1.3.1, page 28

6the requirement for a circularly polarized signal is discussed in section 1.4 page 38
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1988-89, the author returned to Mawson to work with the radar and care was taken

to ensure that the polarization function of the transmitting and receiving arrays was

working correctly. The midday loss of signal was stiil apparent when either polarization

was used. Therefore, the author believes that the effect is not caused simply by an

inappropriate polarization being used.

The present system now conclucts (on the hour) a sounding in E-mode, followed by

one in the O-mode. The most successful mode (measured by the number of data points

and signal strength) is retained for the next hour. The author observed no consistent

preference for one polarization during the day or night.

If polarization is not causing the midday loss of signal, then there are a number

of other possible explanations peculiar to Mawson's geographic position. For instance,

energetic particle precipitation processes may lead to increased ionization at lorver, more

dense regions of the atmosphere causing absorption at 1.94 ll;'4.}Jz. Riometer records from

Mawson show a significant increase in absorption around local midday and, to a lesser

extent, around local midnight. Figure 3.45 (top) from Eather and Jacka (1966) shows

a 0.5-1 dB attenuation at 27.6 MHz, observed around midday, especially during the

winter months. The absorption measured by the riometer is occurring within the SAPR

observing range (and below) and may well be greater at 1.94 MHz than at 27.6 MHz.

Since the data acquisition rate of the SAPR radar often showed marked variations

during times of intense auroral/geomagnetic activity, a study was conducted to inves-

tigate the relationship between refl,ected signal strengths and geomagnetic activity. As

with the earlier study of the geomagnetic effects on the tides, data were sorted accord-

ing to the geomagnetic (3-hour) I(p index, with I(p ( 2 taken to indicate geomagnetic

quiet and Kp 2 4 indicating disturbed conditions. Figure 3.46 presents height-time

profiles of S/N ratio for the overall mean (1985) and for 'low', 'medium'and 'high'I(p.
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The most prominent feature is the greatly increased attenuation centred around midday

during disturbed conditions. Thai is, at lower levels during quiet conditions, there is a

tendency for echo strengths to increase around midday, whereas during disturbed condi-

tions they tend to be reduced at midday. A similar study was conducted by sorting the

data according to the local l{-index, and precisely the same general features were ob-

served as with the I(p index (For interest, the K-index plot is included in appendix 4.5,

page 215).
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the case at Adelaide), but given the increase in riometer-measured absorption, particle

precipitation may also be the cause. Tlne semidiurnal variation in the riometer and

SAPR records suggests that the atmospheric tides may be associated in some way.

In the tides section of this thesis, the semidiurnal ticle at Mawson was shown to be of

comparable (or greater) strength than the diurnal tide, and the phase of the semidiurnal

tide was shown to be relatively stable. In the ionosphere, it is known that the interaction

of winds with an inclined magnetic field can place a vertical force on the ions, which

are partially constrained to follow magnetic fielcl lines. This effect is generally thought

to diminish rapidly in the lower thermosphere and to be ineffective below about 90 km.

Figure 3.47 shows the variations in S/N ratio with height and time rvhen the data

are sorted according to the seasons. Two years (1985,86) of data are averaged. Seasonal

trends include a iowering of the minimum observing height and a deepening of the

midday 'trough' during winter. During summer consistently strong reflections occur

centred around a height of 100 km at 7 and 16 h local time. It is interesting to note

that the two lobed 'cats-eye' pattern frequently observed in these S/N diagrams also

occurs in data collected during the winter solstice when the sun is below the horizon

(at ground level). This is not really surprising as it must be remembered that at an

altitude of 100 km (during the winter solstice) the sun will still rise approximately 10'

above the horizon and therefore solar-induced ionization is anticipated.

At Mawson the magnetic inclination and declination are (approximately) 68' S and

63' \ / respectively. This means that winds in the ionosphere which blow towards mag-

netic north (297" geographic) will tend to lift the ions and vice-versa for magnetic

southward winds. To investigate ihe possibility that this mechanism may (in part)

explain the S/N observations, wind data from Mawson rvere rotated to magnetic coor-

dinates and an harmonic analysis of the tides was conducted. In figure 3.47 the times of
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maximum magnetic northward winds resulting from the semidiurnal ticle are inclicated

by upward pointing arrorüs and similarly downward pointing arrolvs indicate southward

wind. In this figure both S/N data and tidal data were sorted according to season. Sev-

eral consistent (though possibly coinciclental) features are apparent. The midclay trough

usually corresponds to times when winds are blowing magnetic eastward and therefore

no vertical motion of the ionization would be expected. At heights of 70-80 km the

ionization might be expected to be moving downwards around midday. The peak in

reflected porü/er which occurs at approximately 92 km and 3-5 h local time, corresponds

to an upward flow of ionization whereas the second peak at 92 km and 17-19 h local

time generally occurs with magnetic westward winds (ie. no vertical forcing of ioniza-

tion). It has recently been suggested to the author, that the above study uses only the

semid,iurnal component of the wind and that an analysis of the total wind may lead to

some interesting results. This study will be incorporated into a forthcoming paper.

Discussion

A relationship between geomagnetic activity and the amplitucle of the diurnal tide

is apparent in figure 3.42 (page 162). This may be due to the downwards propaga-

tion of thermospheric tides or to increased ion drag effects due to larger electric fields

mapped downwards from the magnetosphere. This latter idea is supported by John-

son et al. (1988) who see a similar effect in tidal data observed by the ivIST radar at

Chatanika, Alaska. In their observations of the r,vind at heights of 107 and 115 km,

they find an increase in the diurnal tidal amplitude and a decrease in the semidiurnal

amplitude during more active times (I{p>2). They attribute this to the relative phase

of the background tides and the diurnal variation of the ion-drag forcing. Holvever,

it should be noted that an MST Doppler radar deduces wind by tracking ionospheric
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irregularities and these results may be partly (or wholly) clue to electric field induced

ion drift (Reid, 1983) rather than ion drag on the neutral winds.

The D-region ionosphere at Mawson is significantly different from that at Adelaide.

For instance the size of the pattern scale at Mawson (reflected from a height of 90 km) is

typically 260 m whereas at Adelaide it is typically 360 m. These pattern scale sizes show

pronounced diurnal, seasonal and (probable) geomagnetic variations. A full analysis of

these pattern data, along rvith the dynamical inferences, is outside the scope of this

discussion; they have been examined statistically by Price (1988), with an emphasis on

the variation with geomagnetic conditions. Australia's Ionospheric Prediction Service

Organization (IPSO) operates an ionosonde at lvlawson. Ionograms from Mawson are

characterised by greater D-region absorption and they tend to show fewer 'multi-hop'

effectsT than in Australia. This is the câse at mid-latitudes b:ut especially so at Mawson.

It is interesting to note that the SAPR radar is considerably more sensitive than the

ionosonde at Mawson. For example, the very lowest echoes observed by the ionosonde

are at approximately 90 km at a frequency of. I.5-2.0 MHz). They do not observe

absorption around midnight.

Mawson is a unique place to observe auroral and geomagnetic phenomena, having

the highest incidence of overhead auroras of any observatory in the southern hemisphere.

In fact the original decision of where to site Mawson (established 1954) was partly based

upon its position within the auroral zone. Most of the time Mawson is withinthe region

known as the auroral oval. Figure 3.48, from Bond and Paine (1971), shows the mean

position of the auroral oval, along with the inner and outer envelopes, for different levels

of the geomagnetic Kp index. Mawson's invariant latitude is 70' S (ie. colatitude 20' in

figure 3.48) which means that during times of normal geomagnetic activity (I(p:1-3),

7i.e. multiple reflections between the ionosphere and the ground
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Mawson will move during the day (relative to the oval) from the outside region to the

central region of the oval. During times when Kp:6, Mawson lvill be completely within

the oval at all times and the centre of the oval will pass overhead twice a day. This

effect is demonstrated in figure 3.48 where the geomagnetic iatitude of the centre of the

oval is shown as a function of time, geomagnetic latitude and Kp index.

Comparison of figure 3.48 with figure 3.45 shows that the midclay loss of signal

is coincident with Marvson being located north,ward of the centre of the oval. (Local

midday at Nlawson coruesponds to approximately t h magnetic time.) During normal-

to-quiet geomagnetic conditions figure 3.48 shows that this (ie. midday) is the time
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when lvlawson is near the outside northern edge and is commencing to move inwarcls

(figure 4.2 in appendix ,{.5 is similar to figure 3.48 but shows the cliurnal motion of

the auroral oval in geographic coordinates) It is clear from this diagram that around

local midday and during normal-to-quiet geomagnetic conditions, lvlawson is near the

outer edge of the auroral oval, Although this is an interesting coincidence, the author

cannot find any literature linking this region of the auroral oval to any belt of particle

precipitation, or any other effect which might lead to these observations.

In summary, the investigation of possible causes of the semidiurnal variation in S/N

ratio considered the following:

o Inappropriate polarization

o Variation of the effect with different levels of geomagnetic disturbance

o Variation in the local (man-made) terrestrial noise

o Energetic particle precipitation

o Vertical forcing by the interaction of tidal winds with the local magnetic field

¡ The overhead passage of the auroral oval and the possible relationship with the

auroral electrojet or a belt of precipitation which retains a constant position with

respect to the auroral oval

It is the author's belief that an effect other than inappropriate polarization is leading

to the midday loss of signal at Mawson. The most plausible explanation is that energetic

particle precipitation is leading to increased absorption in the lower D-region. Horvever,

within the limitations of these data, and the absence of corroborative observations, this

is speculative.
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3,4 A surnrrary of conclusions

Mean winds at lvlawson (and in the southern hemisphere generally), in the height range

70-110 km, are significantly stronger than in the northern hemisphere and do not show

(obvious) effects of the stratospheric warmings which are apparent in comparable Poker

Flat MST wind data. At Mawson, the spring reversal in the zonal rvind direction is

very abrupt and appears to occur a little later in spring than at Poker Flat. Meridional

winds from Poker Flat and Mawson do not show clear annual oscillations, except for a

summertime equatorward flow which often peaks at, or just above, 90 km. Current semi-

empirical mean wind models are found to be significantly at variance with the radar

mean wind observations. In particular, geostrophic winds from Barnett and Corney

(1985) and Fleming et al. (1988) have wintertime values which are generaliy 3-4 times

stronger than those observed. Summertime geostrophic winds are in better agreement

(including the timing of the zor.al wind reversals). Although the model mean winds

all tend to show an eastward bias, the magnitude of the annual zonal oscillation (from

Fleming et al. 1988) is in good agreement with the radar observations.

Long period rfi/ave activity at Mawson is very weak compared with Adelaide, where

consistently negative (ÚÚ) fluxes imply an equatorward Eliassen-Palmflux. At Adelaide

there is a strong increase in wave activity during the wintertime (propagated from below)

but this is attenuated strongly in the height range 70-80 km, possibly due to gravity

wave drag effects (Miyahara, 1985).

The quasi 2-day wave is a regular feature of the high-latitude summer in the height

range 70-108 km, and at its maximum cluring January wind amplitudes may reach

10-15 ms-l. This appears to be stronger than that observed at similar latitude sta-

tions in the northern hemisphere. This is consistent with observations of the t'ave
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being stronger in the southern hemisphere generally (Craig and Elford, 1981; Vincent,

1984). The relative amplitude of the zonal and meridional wind components of the

lvave at Mawson are sometimes comparable but usually the meridional component is

the stronger, '"vhereas at Adelaide the meridional component always predominates. At

both lvlawson and Adelaide the period is very close to two days (48+2 h) and the phase

relationship between Mawson and Adelaide is consistent with a westwa¡d travelling,

wavenumber 3, Rossby-gravity normal mode of the type proposed by Salby (1981).

At Marvson, the amplitude of the meridional component of both the diurnal and

semidiurnal tides is usually significantly larger (up to 100%) than that of the zonal

component. This is not the case at Adelaide, where component amplitudes are usu-

ally very similar. Observations from Poker Flat and Molodezhnaya suggest that the

meridional amplitudes may exceed the zonal. This effect may be due to ion drag, which

is preferentially oriented in a N-S direction; a decoupling of electrons in an electric

field (leading to a drift of ionized irregularities not related to the wind in the neutral

air); a hitherto unrecognized breakdown of full correlation analysis when applied to

high-latitude data; or an error in analysis. Comparison with other (non-radiowave) ob-

serving techniques, such as Lidar or Fabry-Perot spectrometer observations, is required

to confirm the reality of this observation.

The phase structure of the diurnal tide shows that evanescent tidal modes predom-

inate. Comparison between Mawson and Poker Flat suggest that the (1,-2) or (1,-4)

modes probably account for most of the observations. Enhancement of the diurnal tide

during summer is possible due to increased amplitude of anti-symmetric modes or in-

creased insolation leading to greater in-situ forcing. The phase profile of the meridional

component usually undergoes a sudden phase change in the height range g0-100 km.

This may be due to mode superposition or mode interference or perhaps interference
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due to downward propagation of energy from the thermosphere.

Semidiurnal phase profiles imply ihat a mixture of modes are present- Pronounced

seasonal changes include a tendency for shorter vertical wavelengths in summer and

longer during winter. These wavelengths suggest that the summertime tides (in the

height range 80-100 km) may be clue to the (2,6) or (2,7) tidal mocles while the (2,2)

or (2,3) may dominate observations during the summer. During the equinoxes the

semidiurnal amplitudes increase substantiall¡ reaching maximum velocities of around

20 ms-1 at around the 90 kur level.

The amplitude and phase of the diurnal tide at Mawson are highly variable on a

daily, seasonal and annual basis. By comparison, the semidiurnal tide is considerably

more stable and does not show the abrupt phase changes seen at Adelaide during the

equinoxes. Comparisons of the radar measured winds (from Mawson) with current tidal

models show, at best, only approximate agreement. However the difficulty in obtaining

absolute amplitudes and phases when modes are superimposed is quite understandable

and, in view of this, the tidal models do form a reasonable description of the tidal nature

of the atmosphere in our observing range.

Geomagnetic effects are apparent in the wind data. In particular, the meridional

component of the diurnal atmospheric tide is enhanced during times of high I(p. The

effect increases with height, and is similar to the findings of Johnson et al- (1987) who

have analysed winds from the MST radar at Chatanika, Alaska, and who attribute the

effect to ion drag on the neutral wind. It is highly probable that this mechanism is also

responsible for the Mawson observations although the possibility of magnetospheric

electric fields leacling to a systematic drift of the ionospheric irregularities cannot be

discounted.

At Mawson there is a significant decrease in the strength of the signals neflected from
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the D-region at around midday and, to a lesser extent, midnight. The decrease in signal

(compared with that during the morning and evening) is typically 20-30 dB at 90 km.

Historical riometer data from 1963 also show a midday/midnight increase in absorption

in cosmic radio noise (af 27.6 MHz). The midday attenuation is increased during times

of high geomagnetic activity, when reflections may disappear altogether. The root cause

of this attenuation is unknown but it is probable that energetic particle precipitation into

the D-region is leading to increased absorption at levels at the bottom of (and below)

the SAPR radar observing height range. The possibility that the semidiurnal tidal

rvinds were interacting with the geomagnetic field was investigated and was considered

an unlikely explanation of the observations. lvlawson is usuaily located on the outside

edge of the auroral oval at around local midday. There is the possibility that this region

of the oval may be associated with a belt of precipitation but the author kno'ws of no

such belt. Another possibility is that the radar may be transmitting an inappropriately

polarized signal which is being strongly absorbed during the day. For several reasons

this argument appears unlikely though is being further investigated. For the moment

the cause of this effect, which is closely related to the data acquisition rate, is unknown.
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3.5 Suggestions for further work

Some future directions for the SAPR radar at lVlawson are suggested by the present lim-

itations and potential improvements of the instrument. For example, consiclerably more

transmitter power would permit sounding below the current lower limit of approximately

75 km. Mesospheric wind data from the southern hemisphere at high latitude is sparse

and urgently needed to form newer and better wind climatologies. Recent suggestions

by Von Biel (1988) of a high-latitude layer of increased ionization (centred at about

a0 km) holds the promise that winds in ihe upper stratosphere may be measured by the

SAPR technique. An improved time resolution between soundings (currently 5-15 min)

would reduce the errors of long-term wind and tidal averages and lead to a considerable

improvement in accuracy when studying transient phenomena such as turbulence and

short-period gravity v¡aves. This could be achieved by increasing the transmitter PRF

and by faster real-time computer processing of data. The implementation of some of

these improvements is scheduled for summer (Jan-Feb) 1989, by the replacement of the

NOVA computers by considerably faster IBM-XT (clone) computers.

These nelv computers will also permit extremely rapid acquisition and storage of

large amounts of raw data, which could be analysed fully at a later date. Such campaigns

would be useful in the study of very short-term phenomena such as the rapid response

of the winds to heating which occurs during auroral substorms and impulsive particle

precipitation events. Because the radar at Adelaide is very similar to that at Mawson,

considerable amounts of software which have been written at Adelaide could be relatively

easily installed at Mawson. The addition of a more modern computer will (it is hopecl)

result in considerably less downtime due to maintenance and faults.

The transmitter will be replaced when the funds become available.
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Perhaps the most important requirement, is an improvement in the confidence that

the 'winds' being measured by the SAPR radar do actually represent the bulk motion

in the upper mesosphere/lower thermosphere. With the absence of co-located mea-

surements by other techniques, there remains a a small but lingering doubts about the

reliability of the SAPR wind data (especially that in the height range 100-108 km).

This problem is currently being tackled with a program of simultaneous measurements

by the Fabry-Perot spectrometer and 3-field photometer at Maw'son. It is also hoped

that a Lidar, currently under construction at the lVlawson Institute (Adelaide) will be

able to measure winds and temperatures at heights within the SAPR rada,r observing

range.

Further collaborative studies with northern hemisphere, high-latitude sites (such

as the MST radar at Chatanika, Alaska (65' N) and the EISCAT incoherent scatter,

northern Scandinavia) are needed to investigate the similarities and differences between

the hemispheres. Collaborative work with the SAPR radar at New Zealand's Scott Base

(78" S, 166' E) is another area which is potentially very interesting, especially for study

of planetary wave propagation (The author is very keen to pursue studies of the quasi

2-day wave at high latitude!). Interestingly, the SAPR transmitting equipment at Scott

Base is shared with a differential absorption sounder. The similarity of the hardware

for the two techniques also raises the possibility that the Mawson SAPR radar could be

configured to measure differential absorption, although some upgrading of the antenna

systems would be required.

Despite several years of continuous measurement of the winds at Adelaide, Christchurch

and Mawson, there has not yet been a coordinated study of the amplitude and variabil-
snot with PCA theory, but the possibility of a programrning error or unexpected drifü of ionization

relative to the neutral wind
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ity of the atmospheric tides. One fundamental question that remains unanswered. is

whether the variation in the tides is of local or global extent, or whether (for instance) a

clisturbance is propagating betrveen stations. Between the high-latitude stations, stud-

ies could be undertaken to measure ihe possible changes in the tides which may occur

simultaneously during times of intense auroral activity.

Because of the convergence of the Earth's magnetic field lines into the polar regions,

and because of the tendency for charged particles to travel along magnetic field lines,

observations of the high latitude thermosphere additionally permit a winclow into the

solar/terrestial space environment. The relationship between solar activity and the

winds in the upper mesosphere/lower thermosphere is unknown; long-term observations

from Mawson (of one solar-cycle or greater) would be a valuable contribution torvards

the study of this relationship.

Over the time the Mawson radar has been operating, netw uses for it have been found.

For instance, S/N data have been useful as a measure of auroral activity and these

data have been correlated with short-term magnetic and auroral fluctuations (Price,

1988). These data are valuable as the electronically noisy environment at Mawson has

rendered the riometer virtually useless, and the IPSO ionosonde lacks the necessary

sensitivity and time resolution required for real-time comparison with short-term auro-

ral/magnetospheric observations. It is probable that other phenomena, not currently

apparent in the wind (or other) data recorded by the SAPR radar wili be of use later

on. For the study of small effects there is considerable benefit in having a long-term

(i". several years) unbroken data set. It is hoped that the current upgrading of com-

puter hardware will be followed by the insballation of a solid-state transmitter ensuring

a viable, low maintenance system that lvill run for many more years. With the current

interest in the 'ozoÍre hole' in the southern polar stratosphere, and its possible impli-
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cations, there is a great need for a better understanding of the dynamics of the poiar

mesosphere.
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4.1- Notes on the Geornagnetic L coordinate systern

When referring to magnetic longitude and latitude, the coordinate systern used in this

thesis is the Geornagnetic L coordinate system proposed by Kilfoyle and Jacka (1968)

and further discussed, tabulated and plotted by Schaeffer (1970). In this system the

L-value of a point on the earth's surface (or more precisely, 100 km above the geoid)

is that defined by Mcllwain (1961) and is approximately the radius (measured in units

of earth's radii) in the equatorial plane, from the centre of the earth to the field line

through the point in question. The geomagnetic L iatitude Õ is defined by the dipole

relationship cose : (;)å.

Figure 4.1 shows the relationship between geographic and geomagnetic coordinates

over Antarctica. Lines of constant geomagnetic latitude form ovals that ærrespond to

the shape of the Austral auroral oval. Trying to describe the position and shape of the

auroral oval would be difficult in geographic coordinates, but because auroras largely

occur at constant geomagnetic latitude, their description is simplified in this system.

Other rnagnetic data at Mawson (July 1980)

c L:8.7, Invariant .t coordinates - 70.2'5, 18.4'E

o Inclination 68o 30.8'S, declination 63' 7.9'W

o Local magnetic field strengths (July 1980)

- total 50274nT

- vertical -46780 nT

- horizontal 18415 nT

o electron gyro frequency-1.41 MHz
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Figure 4.1: The Southern Hemisphere in geographic and geomagnetic L co-
ordinates (Kilfoyle and Jacka 1968), computed by R.C. Schaeffer (1970).
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L.2 Notes on the upgrade of the Mawson SAPR

radar L988-89

Although not of direct concern to this thesis, it is worth mentioning that the SAPR radar

at lVlawson was substantially upgraded during the summer of 1988-89. The ageing Data

General NOVA II minicomputer systems were replaced with Olivetti M24 (or'4TT6300'

as they are known in U.S.A.) personal computers; one operational and one for backup.

The increased memory capacity and computational speed has resulted in a substantial

increase in efficiency and ease of operation.

The work entailed,

o Construction of a receiver system in Aclelaide identical to that in lvlawson (but

only one channel), so that the new hardware and software could be tested in

Adelaide prior to shipping to Mawson. This equipment will also be of benefit in

the future for training and software testing.

o The design of a personal computer interface board and driver software built to

Mawson Institute specification by Genesis Software. The software included drivers

for a microprocessor averager which can be added into the experiment hardware to

externally average successive soundings prior to the data reaching the computer.

o A complete rewrite of the software. The NOVA software was the resuit of the

efforts of a number of authors and had a number of limitations. For the new

program, R.A. Vincent wrote the analysis section and the author wrote the coher-

ent averaging and main program, which ties the acquisition and analysis softrvare

together. In addition, on the assumption that future operators may not be fa-

miliar rvith computers ancl the general theory of the SAPR radar, the program
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incorporated a number of features which automatically regulate operation ancl

advise the operator of likely hardware problems. All code was written in the 'C'

programming language, except for hardware diagnostics and other utilities which

were written in the Pascal programming language.

¡ Commissioning of the nerv computer system, a thorough overhaul of all the an-

tenna s¡rstems, replacement of damaged co-axial cables and transmitter mainte-

nance.

Funcls have been requested to construct a solid-state transmitter similar to the unit

operating in the Physics Dept. of the University of Adelaide.
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4.3 Appendices to Section 3.1
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Figure 4.7: as for figure 4.6 except for the winter months.
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Figure 4.8: as for figure 4.6 except for the spring months.
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4.5 Appendix to Section 3.3
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INTRODUCTION

Mid-latitude tides have long been studied by con-
tinuous measurements from meteor radar and
medium fi'equency radars operating in a spaced an-
tenna mode (MÄNSoN et al., 1989). Until recently
there has not been much observational work on tides
at latitudes greater than 65 degrees in either hemi-
sphere. During the Atmospheric Tides Middle Atmos-

002t 9t69/89 $3 00+ 00
Pcrgamon Prcss plc

phere Program (ATMAP), many high-latitude radar
facilities were in operation that provided continuous
observations of the mean winds and tides in the
upper mesosphere and lower thermosphere. In this
paper \/e present an overview of the high-latitude
structure that can be delineated lrom these clima-
tologies and compare these results with previously
taken wir'd and tidal data. The observational sources
lor high-latitude tides are summarized in Table l.

Highlatitude tidal behavior in the mesosphere and lower
thermosphere

S. K. Av¡nv
Cooperative Institute lor Research in 

iåiïrff:TllrSciences, 
University of Cololado,

R. A. VrNcnNr and A. Pnlrups
Physics Department, University of Adelaide, Adelaide, South Australia 5001, Austtalia

A. H. MrNsoN

Institute of Spacc and Atmospheric Studies, University of Saskatchewan, Saskatoon, Saskatchewan,
S7N 0W0, Canada

and

G. J. Fn¡ssn
Departrnent ol Physics, Univelsity of Canterbury, Christchurch, New Zealand

(Receiued in Juul Jonn 24 July 1989)

Abstract-The high-latitude structure of the mean winds and tides is described in this paper using clima-
tologies prepated from radar data during the Atmosphelic Tides Middle Atmosphele Program. The
monthly evolution of the amplitude and phase of the tides is discussed. Comparison between the southern
and northem hemispheles indicate that the diurnal tide is stronger in the southern hemisphere and that
the antisymmetric diurnal tidal rnodes are dominant. The semidiurnal tide is larger than the diurnal tide
The vertical wavelength structure is significantly different between the southern and northern hemisphere.
Comparisons with recent tidal models show sevelal discrepancies.

Table l. Observational sources

Location Facility Dates

Heiss Island (81"N, 55'E)
Tromso, Norway (69.5"N, 19"E)

Andenes, Norway (69"N, 16"E)
Kiruua, Sweden (69"N, 20'E)
Poker Flat, Alaska (65'N., 147'W)
Mawson, Antarctica (67"S, 63'E)

Molodezhnaya (68"S, 45'E)
Scott Base, Antarctica (78"S, 170"E)

Meteor Radar
EISCAT, UHF
Incohelent scatter radar
Portable MF/HF (Canada)
Portable VHF (Germany)
Meteor Radar (France)
MST/Meteol VHF (U.S.A.)
MF/HF (Australia)

Meteor Radar
MF/HF
(New Zealand)
Meteor Radar

June Dec , 1987
June,1984
197+1975
I 983-1 984
Dec. l98l Jan. 1982
1984 1987
t967 1973
Dec. 1982, Jan. 1987
Nov. 1987
Dec. 1966

196+t973
Jan.-Feb., 1984

College, Alaska (65"N)

595



596

Much of these clata have rrot been publishcd (Tlornso,
Mawson and Scott Base) The lest ol the data can be

found in T¡r¡rl¡run et al. (1986), Rolrcrn and
M¡v¡n (1987), Gl¡.ss ¿/ ul. (1978), Rusrnn ¿1 ¿.r/.

(1988), F-n¡.s¡n (1984), C¡.nr¡n and B¡rI-st-pv (1982),

Lvs¡Nro et al. (1980), and M¡ct-roo and VINcBNT
(1985). Note that several diffelent types of i-adars

have been usccl in studying atmospl-'eric ticies and
consequently diffelent signal processing techuiqnes
rrosi sr¡iied io thc paliicular t'adar have been used.

The tides and mean winds that arc discussed at'e the
result ol analyses of long seglnents of data tl-r¿l- would
repl'esent a vector avelage ol the ticlal components.

Tire first repolteci observations oi irrgh-iatitucie
tides irr the noltheln hernisphele wele uradc by Hoor
(1970). Using a lneteor lad¿rl loc¿ited at College,
Alaska (65"N), [rc was able to describe the main
leatules ol the diulnal and sernidiurnal tides over an

âveragc lieight interval between 75 aud ll0knl. How-
ever clue to the lirnited hcight lcsolution of the radar,
it was diffìcult to delineate the veltical stmcture of the
tides. Observations h'orn Heiss Island (81'N) were

made bctwecn 1964 and 1973 using a tleteor t'aclat'

(Lvser:.rro et ol., 1980). l)ne to the lack ol height
discriminating equiprnent on the ladzrr, these obser-
v¿rtions relèr l-o a rrean height ol 94 km. The F'r'ench

nreteol ladal facility plovided observations of the
tides cluling a loul day caurpaign in August, 1.9'74 al
Kilnna, Sweden (69'N) (Gt-¡ss et ol., 1978). Due to
the caurpaign natulc of thcsc observations. thele was

no infb¡rnation on the seasonal valiability of the tides
A more extensive dal-a base was analyzecl ùom the

MST radal at Pokcl Flat, Alaska (65 N) by Cnnruu
¿urcl Ba.LsLov (1982). Thcil analysis w¿rs lirnited to
tlre sr.llmcr uronlhs due to the lack of nresosphct'ic

cchocs duling the nort-sttmtnet' months. Howevet',
becausc tbc MSI r¿rd¿rl has l-lre ca¡rability of obsclving
lulcteor echo letulns, it rvas possitlle to provicle clinra-
tologies ol the tides ancl rreau rvinds at Pokel Flat
duling all sc¿ìsons lol the yeals 1983 1984 (TtuN-
BAUM ¿/ tl., 1986:) Thcsc climatologies lrave bcen

conrparecl with climatologies ft'om thc mediurn fre-
eÌuency ladar aL Saskatoon, Saskatchcwan (52"N).
This cornpalison between a high-lzrtitLrde silc arrd a

rnid-latitude sitc showcd rnany similaritics in thc trdal
strlrctulc (MANSoN, 1988). Tlre r-e have been ¿rdditional
obsclvation¿rl carnpaigns at high latitudes Lrsir-rg thc
EISCAT incohclcnt sc¿rttcr radal dLrling MAP/
WINE in Janualy zrncl Februar-y of 1984. Recently,
climatologies at Tlorrso, Nolway (69.5"N) ale ¿rvail-

ablc û'on-r the ¡roltable mediunr h'equency ladal pro-
viciecl by the Saskaloon lcscarch groLrp (M,+Nsox.
r e88).

Less observ¿rtional work has been dor-re at high

latitudes in the southeln hernisphere than in the nolth-
ern hernisphele. First lesults of the tides were shown
by Euono and Munn¡.v (1960) using a rneteor radar
at Mawson Base, Antarctica (67'5). However, their'
echo lates were extremely low to plovide detailed
inlonnation about the tempolal evolution ol the tides.
Thc meteol ladal at Molodezhnaya (68"S) providcd
clata llon 1967 fo 1973 (Lvstiurco et al., 1980) but
suffels also ft'om the lack of height resolution. A
nreclium frequency lad¿ir at Scoii Base, Aniarciica
(78"S) plovided sorre lcsults for Deccmbel 1982

(Ftrnsen, 1984) and tlris system has recently beeu

rupdated and was able to plovide some measlrremcllts
ciuring i987. Mncr-Rop anci Vrr.rcurr' 1i985.¡ r'eporteci

sorne lìr'st rcsults fì'orn a medium fi'equency radar'
operating in the spaced antclìna mode at Mawson.
Thcse fir'st results cornpaled lavorably with Poker'

Flat. This fzrcility noiv has lun continuously fr-onr 1984

ancl mole cornplete climatologies of the wincl lìeld and
tides ale nou, availablc (PHrr-r-tps ald Vrir, rNr, l9B8).

NItrAN WIND STRUCTI.]RE

The mean wind structulc through which tidcs
propagatc is impoltzrnt in determining the structtre
ol'the lides in thc mesosphere. The tnean zonal winds
flom Pokel Flat duling 1983-1984 (Turntsuaur,r el
al., 1986) and thosc fi'orn Mawson cluring 1984-1986
(Purr-lrns and VrNc¡Nr, 1989) are shown in Figs.
I ancl 2 Both locations show wintel westerlies and
stl'ongel' sullrrlrer eastellies. Thc u,intcr rvincl l'eve rsals

at Pokcr F'lat are associateci with stratosphcric w¿trm-

ings, These cvents ¿rrc not app¿ìrent at Mawson. Both
locations show an abrupt splingtimc rcvet'sal. This
leversal occuls later at Mawson than at Pokcl Flal-.

Thc iall tlansition is mole gladual than the spling
tlansition occulling ovcl a periocl of sevelal t,ccks in
the 70 l00knr height region.

The nrcan mclidional winds fol thc sanrc loc¿rtions

zrncl ¡reriods are shown in Fig.2. Thel'e is r.not'e inlet'-
aunual valiability in thc r.r.reridiorral wind than thc
zonal wind and less cotrsistency between the two
locations. In gcncral, thclc are equatorwald '"vincls
clLrling the sLrnlmcr nraxirnizitig at apploxinrately
90 knr with velocities ol l0 rn s '. These sLrnlmer

equatolward winds havc also been obselvecl at other'
high latitudes at Heiss Island, Molodezhnaya, and
Scott Base (Lvsr:nro e t a|.,1980; FRASER, 1984). The
sllnlurcr mesosphere eqnatolwald winds appear to be

a global effect (N,tsrnom e t al., 1982).

The nrean winds observed with ladals and the winds
delived fi'om satellite data show considcrablc difÌ-er'-

ences at 80knr, especiälly duling the wintet months
whel'e the satellite wincls indicate stlongel' westellies

S. K. Avrnv c¡ ¿/
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Fig. 2. Same as Fig. I except for meridional wind Positive
values indicate southerlies. Contour units in m s I (Pnrrurs

and VtNceNt, 1989; TrrnNnnurvt et al., 1986).

(M,r,Nsott et al., 1987). This discrepancy may be due
to the geostrophic assumptions used in deriving the
winds lrom satellite data and/or the lact that the
radals provide only a tcmpolal mean and not a tcm-
poral and spatial mean that the satellite data provide.

The height-time monthly contour plots of the
amplitude and phase of the diurnal tide at Mawson
(1984 1986), Poker Flat (1983-1984), and Tromso
(1987) are shown in Figs. 3 5 (Ptru-lIns and VtucnNr,
1988; TnrrNal'uM et al., 1986; MaNsoN, 1988). The
amplitude ol the meridional component is generally
larger than the zonal component at Poker Flat and
Mawson. At Tromso the zonal and n-reridional com-
ponents have the same amplitudes. The diurnal tide
maximizes during the summer at apploximately 85 km
with a secondary maximum above 100km. The first
summer maximum is slightly higher at Mawson than
at Poker Flat. The secondary maximum in August
occurs when the mean wind shifts from easterly to
westerly. Amplitudes at Mawson are generally greater
than those at Poker Flat and Tromso above 100 km.

The phase structure at all three locations is indica-
tive of evanescent or long vertical wavelength
behavior during the spring, summer, and lall. During
the winter months the phase structures are less regular
with gradients equivalent to vertical wavelengths as

short as 20 40km. The meridional and zonal com-
ponents are not necessarily in quadrature nor do
they necessarily exhibit the salnc phasc gladicnts.
However, during the summer the phases are similar
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Fig 3. Height-time monthly contour plots ol the arnplitude of'the diurnal tide at Mawson and Poker Flat.
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Fig. 4 Height-time monthly contour plots of the phase of
the diurnal tide at Mawson and Poker Flat. Zonal (top);
meridional (bottorn). Units are the hour of maximum wes-
terlies or southerlies relative to Iocal midnight (Pruutrs and

VìNcENT, 1989; TErEI.rur.uu et a1., 1986).
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24h Tide Tromso
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Fig, 5. Height tìrle nronthly coutour plots olthe anlplitude
and pl.rase of tì.re zorral ¿rnd lrelidiorlaÌ diulnal lide at Tromso
cluling 1987. Arnplitude in ursr; phasc is thc houl of
rraxirrt¡n.t westerlies orsouthcllics lclative to local miclnight.

at Pokel Flat and Tromso and the componcnts are

in quadlatule. The phase tlansition fror-n evanesceut
behaviol to plopagating \r/ave structurc is quite
srnooth beginning in tlie fall. The melidional com-
poncnts at M¿ìwson and Poker Flat ale in antiphase
suggesting that syrnrnetlical rnodes are inlportant at
these lal-itudes. The August results at Mawson, Poker'

Flat, and Tror.l.rso ale sin-rilal to eallier resnlts at
Kiluna, Sweden taken by the Flench mcteor radar
lacility dndng I l-14 August 1974 (Gr-ass e t ol.,1978).

Thc bchavior of the diurnal tide during the winter'
r¡onths is slightly diffelent at the thlee localions. At
Mawson, tl-re melidional phase indicates an upwald
plopagating wave below 90 krr, an cvancscent struc-
ture between 90 and l00krl, and a downwzrrd plo-
pagating wavo abovc 100 km ¿rs shown by the positive
phase slope. The zonal cornponent has a much
srnoother phase structule with a change ol 6 8 h

s99

between 85 95 krn with eallicr titnes at greator height
suggesting r.node snpelposition ol leflection. Above
l00krn the zonal componenl at Mawson also shows
an upward phase progression. At Pokel Flat the diur'-
nal phase strLlcture is quite irregr.tlar'. Upward plo-
pagating waves with short vcrtìcal wavelengths at'e

observed below 100 kn. The veltical wavelengths ale
shorter at Mawson than at Poker Flat. Above 100 km,
upwald phase ploglessions ale obselved. At Tlomso,
tl-re pl-rtrse structure shows an upwarcl plopagating
wave above 1 00 km . The height behaviol is suggestive
of tbe combination of lolcing in the lroposphere/
stratosplrele a¡d in-situ forcing in the uppel rneso-

spl'rere/lowel thelrnosphele or node superposition
and reflection. At Tlornso lhe ín-situ lolcing would
appear to be centered alound l00krn altitude.

Tl.re ternporal evolution of the pl.rase at 92 kr.n shows
that at Mawson the rnelidional cotnponeut lags the
zonal component by approximately 6h. Thc phase

slope with height is negal-ive, hencc the tidal com-
ponents l'otate countelclockwisc which is indicative
of an upwald plopagating tide. At Poker Flat and
Trorrso, the mcridional cotnponent lcads the zonal
cornponent by 6h; the phasc slope is positive giving
a clockwise lotation of the tide sLrggestive of ¿r down-
ward plopagnting wave. Sinrilal resnlts ale indicated
in Lvsn¡rro et al. (1980).

Specific comparisons cau also bc rnade between
observations at locations during sin-rultaneous titles.
Figule 6 shows a cornparison ol data takcn at Scott
Base during Novembel 1987 (Funsuu, 1988) with that
taken at Tlornso (MrtNsoN, 1988) duLing the same
peliod. At Scott Base, the r¡eridional componenl- has

a long vertical wavelength whereas the zonal corn-
ponent bas a short effective veltical wavelength
(3akm) with a phasc slope reversal at 85kn.r. At
Trornso thc zonal component exhibits mole ol an

evancscent structure and the mel'idional conrponent
h¿rs ¿r sholt vertic¿rl wzrvelength witl.r a similal phase

slope leversal at 85 km. In both cascs, thc zonal coln-
ponent leads ti.re mel'idional component. Also shown
in this figule are the rcsults fi'on Scott Base during
Janualy 1987. Unlike the winl-el tnonths at Mawson,
Pokcl Flat, and Tromso, Scott Base shows that thc
n-reridional and zonal components are in quadlatule
witl.r a propagzrting wave having a vertical wavelength
of approximntely 90 km.

Anothel diulnal tide con.rparison that can be rnade
is between the Sousy portable lada¡ at Andenes, Nor'-
way (Rusrnu et al., 1988) and Pokel Flat, Alaska
duling Junc 1984. This corlpatison is sbown in Fig.
7. Note that both zonal components decrease with
incleasing height and both rnerìdionzrl compotrents
increase with inclcasing height at lowel heights thcn

High-latitucle tidal behavior in the mesosphere and lower thertlosphete

r09

r00E

o-Þ-
=a

ExOO
a;
!)
==

9t

0z

o9

o
t¡J

82

ttttllllllttlr

).
0

lo
U

t8

u/
(

2

\ut/(

)

\
t2

t5

V

\

I

,\1-
I

(
,'ø

t2

t2

3

t \

-/\ts



+

UO V+

+
+

+
+_* o
å-utç

600 S K Av¡nv ¿l ¿1

too
Io

oo

90

80o

SCOTT BASE JANUARY, I987
24- h Tide

tude Phose

m/s Hours Of Moximum
Eoslword/l'lorlhword

SCOTT BASE NOVEMBER I_16, 1987
24-h llde

itude

Diurnol Tide ol Pokêr Flot (June,1984)
ond Andenes ( 19 - 28 June lg84 )

Zonol

o 5 to 15 ?6lot4 la22
Meridiono I

E

€80
a;
ã

60

E
I

E
o
@

I

?
o
!ao

Phose

500 6
Hours Of

12 lB
Moxi mum

24

Eoslw ord / Norlhword

Fig. 6. Comparison of the arnplitude and phase of the di-
turnal tide at Scott Base and Tromso during November 1987
(bottonr). Also shown is the ti<jal structurc at Scott Base

dnrjng Janualy 1987 (top),

decreasc with increasing height The melidional
an.rplitLrde peaks at Poker Flat at a lower height than
at Andcncs Both locations show long vclticrLl wave-
length (70 km) stluctulc and the absoluLe phases agree
quite well. The r-neridional corrponeni leads ihe zonal
cornporlelll with a slightly positive phase slope indi-
cating downwal'd propagation. This tide is in quad-
rature up to 92kn.

Figure 8 shows the zonal diurnal tidc ¿t Mawson
corDpared with nroclel r'esults olVÌAL (1986) and Fon-
e¡s and HncnN (1988). Both of these n.rodels include
the effects of diffusion which latitudinally bloadens
the diurnal tide. Model amplitudes for summer sol-
stice are too lalge. The vertical wavelelìgths colnpal'e
favolably with the Vial model being slightly better
than the F'olbes and Hagan rnodel. The rnodels do
not show the observed seasonal phase shilt of 8 h. In
both cases the melidional cliurnal tide compares more
favorably with these models lhan the zonal diurnal
tide.

o 5lo15 26lO14 1822
Amplitude (ms-r) Phose Of Moximum/LT

Fig. 7. Arnplitude (ms I) andphasc (hour'/LT) olthediurnal
lide at Poker Flat and Andencs during June 1984,

SDMIDIURNAT, TIDE

Thc monthly hcight time contoru'plots of the semi-
diurnal tide lol Mawson, Poker Fla1, and Tlomso ale
sholvn in Figs.9 ll (Pnrrr-n's and Vruc¡Nr, 1988;
T¡r'¡n-u.q.uu et al., 1986; Ma.NsoN, 1988). The fìrst
lact to note is that the selnidiurnal tide is lalgel thau
the diulnal tide which is expected f L'orn [het-rly since

tl.re diulnal tidal modes decay away lrour l-he equator.
The amplitudes olthe rneridional component are com-
parable to those of the zonal component. The ampli-
tudcs are gl'cater at Mavr'son than at Pokcr Flat and
Tlomso especially above 100 km and duling the equi-
noxes although it is difficult to make a direct com-
parison due to the interannual valiability of the tide.
A sumner/early fall maxirnum is observed at all three
locations. This jet maximizes later at Mawson than at
Poker Flat and Trornso which is consistent with a

later zona.l wind revelsal at Mawson. Thele is also an
enhancement during spring at Mawson which is not
observed at Poker Flat.

The phasc structurc at Mawson, Poker Fla1, and
Tromso is quite different which r.nay be due to diffelent
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Fig. 11. Sane as Fig.5 except lol'sernidiurnal tide.

mode superposition at the tl.rlee locations' One ob-

vions featut'e in these pllasc plots is the strong posi-

tive phase plogrcssion during October and Novem-

bel at Pokel Flat, Tromso, and Mawson. During
July-August at Tronso and Janualy Febluary at

Mawson, a lapid negative phase ploglession is

observcd. This negative phasc progression is not

observecl at Poker FIat. The phases at the three

loc¿rtious go thlongh a 180 degree shilt in apploxi-
nately 2 rnonths. Note that these rapid phase pro-
gressions occur in the sutnnter lall peliod in thc

nolthern hemisphele and the spring sntltner petiod

in the southern henrisphele. Thc standalcl deviation

of thc weekly zonal tneatt winds and tides at Poker

Flat duting 1984 in each of the scasous is sbown in

Fig. 12. These tesults cletrlly show thc vatiability of
the semidiurnal tide during the lall season ¿lnd tnake

it dillcult to compare with seasonal rnodels of l-he

sernidiurnal ticlc.

Because the phase stt'rtcttlre fol the selnidirrl'nal lide

is much smoother th¿in the diulnal tides it is possible

603

to fit the phase slope and thus obtain a measure of the

veltical wavelengtlìs. Thc rnean veltical wavelengths

at Mawson ar.rcl Pokcr Flat ale shown in Fig. 13.

At Mawson propagating modes are definitely plesent

since the zoual component leads the melidional com-
ponent and thele is a negative phase slope with height.

The vertical w¿tvelengths duting the sltmmer are 20

30km suggcstive of the S(2,6) or S(2,7) rnodes. In
winter l-he veltical wavelengths ale 70 80 km sugges-

tive of the S(2, 3) modc. Above 100 km thc melidional
and zonal phase structures become ll'ìore evanescent

indicating the dominance of the S(2,2) rnode' The

veltical wavelengtl.rs at Poker Flat have the opposite

tlend of that at Mawsou. Long vertical wavelengths

(gleater than 150krn) or evanescent stt'uctnre is

observed during the sllllrûlel'. Sholt veltical wave-

Iengths (20 40 km) ate observed during wintct and

spling ancl 80krn veltical wavelengll.rs are observed

duling lall. At Tlor¡so the stl'uctttres are tnore sinli-

lar to Pokel Flat. The vertical wavelengths carl

be estimated to bc apploximately 50-l00krn during
sLllllller, evauescettt/irregulal in the zonal/melidional
component duling fall, and 40-45 km in both con.r-

ponents below 100 km duling winter with much longet'

wavelengtl.rs ¿rbove 100 krn. Long vertical wavelengths

duling the stìnmel h:ive previously been obsel'ved

at Kiluna, Sweder.r (Gr-rss et al., 1978). Signifìcant

differences aro also apparent wheu comparing ticles

observed at Scott Base and Tromso duling November'

1987 (not shown). There is an ablupt pl.rase t'evcrsal

at Trotnso ¿rt 87kn-r in the rnelidional colnpouent,

whereas the zonal component compares lavorably.
The cou.rpalison betwecn Pokcl Flat and Andenes

cluring June 1984 ìs shown in Fig' 14. The data from
Anclencs wet'e takeu fror¡ Rusren e I a/. (1988). The

arnplitudes are tnttch lalger at Andenes than at Poker

Fl¿rt. Sholtel vertical wavelcngths (30 krn) are also

obscrved at Attdenes making it more similar to
Tromso obscrvations duting tl-rc sulnlller of 1987 ttran

to Pokel Flat.
During January attd February 1984 the EISCAT

933 MHz radat' was opelating as part ol the MAP/
WINE campaign. Results lrom this calnpaign have

beer.r reported in Rorrcnn and Msr'¡n (1987). Figure

I 5 is taken froln that Lelelettce ancl has had the Poker

F-lat Janualy 1984 sernidiulnal tidal t'esnlls sttpet'-

poscd fol zr cotnparison. Althottgh the EISCAT data

can be spotty some qualitative conclusions can be

dr¿rwn flom this figure. The amplitudes at'e weaker at

Pokel Flat tl.ran at Trorltso duling this period. The

phases ale in good agreement with Pokel Flat leading

Trornso by apploxirnately 2 3h. Tl.re vertical phasc

stmctule inciicatcs a pl'opagating wave that is the same

at both locations.

High-latitude tidal behavior in the mesosphele and lower thetmosphcte
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Slondord Deviotion Of Weekly Zonol Meon Winds And T¡des-pokerFlot
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Sernidiulnal tidal lesnlts obtaincd lrom the
EISCAT UHF ladar at high altitudes during 1985
have been repoltecl by Krnrwooo (1986). Thc ampli-
tude of the scmidiurnal tides arc rnuch larger at higher
altituclcs peaking at 70-140 rns I at l05km altitudc.
The amplitucles below l00km should be treated with
cantion due to the height resolution olthe UIIF r.adar,
During May, Novembcr, ancl Jannat.y upwarcl pr.o-
pagating tides ale seen with wavclengths ol22-50 km.
During August 120 km ver.tical wavelengths are seen.
This seasonal patteln is more in line witb what was
obselved at Poker Flat during 1983 1984 than with
the Tlomso 1987 or the Mawson 1984-1986 r.esults.

MODEL RESULTS

Recently Vlar and Foners (1989) have developed
a ticlal model that computes the monthly evolution of
the semidiulnal tide. Contour plots of the mericlional
amplitude and phase at 66"N are compared with the
Pokei' Flat results in Figs. 16 and 17. The model
amplitudes are str.onger at winter solstice than ll-rat

M€on _
>. Diurñol----/: sêñidiurñdr'.'

&pl - Nov 84

Dlu¡nol----

obselved by a làctol of' 10. Thc obscl.v¿rtions at slurì-
mcr solstice alc stlonger'lhan what the moclel pr.cclicts.
The r¡odcl predicts tlrc Septernber. jet at 90 95 krr bLrt
ihc.jet is slightly highel tlran that obser.vcd ancl about
l0 rn s I stl'ongct' lhan that obser-ved.

The model phases plcdict longer. vertical wave-
lengLhs (60 km) duling thc winter r.nonths whcr.eas tlte
observations show shortcr. vertical wavelengths. The
model wavelengths are shorter in surnlrer when the
obselvations show evanescence. The model does cor-
rectly predict the rapid positive phase transition in
October'-Noven-rber which is observed to occur regu-
larly at Poker Flat. It does not predict the negative
phase transition observed during July August at
Tromso. Although no[ shown here, the meridional
component leads the zonal component in both model
ancl observations.

Similar plots are shown for.Mawson and the lrodel
in Figs. 18 and 19. The rnodel does not predict the
sumlnel jet that is observed. The observecl amplitudes
duling the sulìlmer arc stronger than the moclel shows.
The model arnplitudes increase with increasing height
which is also observed Howevcr, the observed ampli-

(

t6 t8
Slondord Deviotion ( ms-l )

Fig. 12. Standald cleviation of the weekly zonal mean winds, diumul and semidiur.nal tides at poker Flat
as a function of sc:rson
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Meon Verl¡col Wovelengths Of Sem¡diurnol Tide
Mowson, Antorclico

t984 - 1987

Semidiurnol Tide ol Poker Flot (June,l984)
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Fig. 14. Amplitude (ms I) and phase (hour/LT) of the semi-
diurnal tide at Poker Flat and Andenes during June 1984.
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tudes above 100 km are weaker than the model ampli-
tudes.

The observed rapid negative phase transition
during Janualy-March is predicted by the model,
however, the model pledicts a longer vertical wave-
length during this period than that observed. The

model does predict shorter wavelengths in summer
than in winter which is in agreement with the obser-

vations. The lapid positive phase shift observed dur-
ing October November at Mawson is not predicted
by the model. The model zonal component leads the
meridional component as observed.

Semidiurnol Tide

l8
Hour Of lVoximum

Fig. 15. Amplitude and phase of the semidiurnal tide at
EISCAT (Rorrcnn and Mtvrn, 1987) and Poker Flat during

January 1984.

SUMMÄRY

At latitudes above 60" the amplitude of the

observed meridional diurnal tide is larger than the

zonal component. Below l00km, the tide maximizes

during summer. The amplitudes in the southern hemi-
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Amplilude of Meridionol Semidiurnol Tide
Model Results ond Poker Flot Observot¡ons

Forbes ond Viol ( 1989)
66"N

Phose of Meridionol Semidiurnol Tide
l¡1odel Resulls ond Poker Flol Observolions

Forbes ord Viol ( 1989)
66"N
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Fig. 16. Comparison olheighl time nronthly contours of the
alnplitude of the ruelidional semidiurnal tide between model
lesults (Forees aud VIAL, 1 989) ancl Poker Flat obselvations

(TtrtNcr.unt et al., 1986)

sphere are greater than those in the northern hemi-
sphele, especially above 100km. The tide exhibits
evanescent or long vel'ticâl 

"vavelength 
structule dur-

ing spling, summer and flall. During winter, strong
phase gradients equivalent Lo 20 40km vertical wave-
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Fig. 17. Sameas Fig. l6 exceptforthephaseofthemeridional
semidiumal tide.

lengths arc observed and in-situ folcing ol mode
supcrposition of the tide is appafent. Syntrnetric tidal
tnodes appear to be dominant due to the antiphase
structure between the southern and northeln hemi-
sphere melidional components. Dissipation and anti-
symmetric modes are also important in correctly
modelling the diurnal ticle.

The obscrvations of the semidiurnal tide show that

Amplilude of lVeridìonol Semidiurnol Tide
lVlodel Resulls ond lvlowson Observotions

Føbes ond Viol (1989)

^oo
-90
ooJ

fto
M tli ASOND

Mont h
Mowson

J A SON D J FIVAI\4 J J ASON DJ F ItlAM\,I J AS OND J F
t984 t985 t986

Iìig l8.Comparisonofheight tirnernonlhlycoutoursof theamplitudeof therneridionalsemidiurnal tide
between model results (FoRBES and Vrnl, 1989) and Mawsorr observatio¡rs (Pnrlnrs and Vrxcrr.rr, 1988).

llo

^ too

E

E
.9 aoo-

70

6'r

)5-
L-,/

z$

í?
\-)

rfr
r_ì5\

a.)

a /"\

Ð



"f

HighJatitude tidal behavior in the mesosphere and lower thermosphere

Phose of Meridionol Semidiurnol Tide

Model Resulls ond Mowson Observotions
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Fig. l9 Same as Fig. l8 except lor the phase olthe meridional semidiurnal tide.
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it is larger than the diurnal oscillation' There is an

enhancement of the semidiurnal tide during autumn

below 100 km. A similar enhancement is observed dur-

ing spring in the southern hemisphere but not in the

northern hemisphere. There is a rapid positive phase

shilt of 180 degrees in 2 months during October

November. There is a corresponding negative phase

shift during July August in the northern hemisphere

at European longitudes and January February in the

southern hemisphere. The vertical wavelengths in the

northern hemisphere have opposite seasonal trends

to that in the southern hemisphere' Short vertical

wavelengths are observed during the southern hemi-

sphere summer and the northern hemisphere winter.

Long veltical wavelengths are observed during the

southern hemisphele winter and the northern hemi-

sphere summer. Comparison of results from different

locations during different years can be misleading due

to the interannual variability of the semidiurnal tide.

Comparisons between model results and Pokel Flat

observations show that model amplitudes are sig-

niûcantly stronger than observed amplitudes during

the winter and observed amplitudes are stronger than

model amplitudes during the summer. Longer vertical

wavelengths during winter than summer are pledicted

by the model whereas short vertical wavelengths are

observed in winter and evanescent or long vertical

wavelengths are obset'ved in summer. The model cor-

rectly predicts the rapid positive phase transition dur-

ing October November but does not predict the rapid

negative phase l,ransition in July-Septembcr obscrved

at Tromso. Model compalisons with Mawson data

show that the model does not predict the obselved

summer:/fall jet, the observed amplitudes above

l00km are weaker than the model, but the wave-

lengths are reproduced. Tl.re rapid negative phase

tlansition during January-March is pledicted by the

model but the rapid positive phase transition in

October-November is not predicted'
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