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Abstract

The central subject of this thesis is the application of the MIT bag model to nuclear and particle physics. We investigate the question of symmetry breaking in parton distributions and consider the Drell-Yan process for its experimental verification. The Quark Meson Coupling Model is constructed and applied to finite nuclei to test its validity and reveal possible new directions in the development of nuclear physics.
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1 Introduction

It was the year 1964 when physics took a new step in its development. This year Gell-Mann, Ne'eman [4] and Zweig [5] investigated the symmetry of the known hadrons and found that they can be considered as made up of 3 basic particles, which later were called up, down and strange quarks. Quarks are considered to be elementary particles with size less than 10^{-7} fm [6]. The possible compositeness of quarks was also considered in works [6]-[15] but it was found to be very unlikely.

After the experimental confirmation of the existence of quarks in deep inelastic scattering [16]-[18] particle physics was intensively explored in order to explain the properties of hadrons and the principles of their interactions.

The development of physics based on the quark structure of hadrons went along 3 basic directions:

1. the explanation of the properties of hadrons
2. the prediction of new hadrons
3. the physics of interactions of nucleons.

The bag model played an important role in all three cases. It is quite simple by its nature yet very powerful even 30 years after it was introduced. In its elementary representation, the bag model has three quarks in a cavity and it can be enhanced as one wishes: introduce interactions between quarks, insert all sorts of potentials etc..

The earliest of the applications of the bag model was the explanation of the properties of hadrons. In one of the first works on this subject DeGrand et al. [1] managed to find the masses of the light particles, their magnetic moments, weak decay constants and charge radii.

The prediction of new particles is certainly one of the most attractive and beautiful elements in the whole physics. Given a set of quarks and their possible states within a bag anyone can "create" new systems of 2 and 3 quarks. The difficulty is, however, in the calculation of the properties of these hadrons and it was found that the bag model provides a sound base for such investigations.

The physics of the interactions of nucleons is probably the oldest of the puzzles that tortured the minds of scientists from the beginning of 20th century. Almost all the time physicists moved half-intuitively, introducing new particles (π, ρ) and new types of interactions to explain the fact of the attraction between nucleons. By the mid70's the non-relativistic theory of these interactions was perfected [2]. Nevertheless, in addition to an obvious disagreement with some experimentally observed quantities, the fundamental question remained unanswered: what is the basic phenomenon that makes nucleons interact the way they do?

Recently the non-relativistic theory of nucleon interactions was surpassed by a much more powerful model which is based on such fundamental degrees of freedom as quarks and mesons. Even the first analysis showed the powerful potential of this newborn theory and what is important to note here is that the bag model has played a very important role in it.

This thesis has centered around the applications of the bag model to some of the problems in nuclear and particle physics. Part I serves as an introduction to the bag model. In Section 2.1 we review its origin in 1967 followed by seven-years period of absence and its later reemergence in the world of physics as the MIT bag model. We present a short overview of the mathematics of the bag model, and briefly review its role in the modern development of nuclear physics (Section 2.2). In the last Section we concentrate on the method of the calculation of the properties of finite nuclei which we use later in Part III.

As we have mentioned, the experimental observation of quarks was made in deep inelas-
tiscattering (DIS). DIS is certainly the most obvious way of extracting the information on the internal structure of particles. One of the numerous purposes it is used for is the investigation of the quark sub-structure. The experimental results had very poor theoretical support until the attempt was made to use the power of the bag model. In the beginning of Part II we make estimates of charge symmetry breaking in parton distributions, finding values that significantly exceed those expected. We investigate all the possible sources of difference between the distributions of down quarks in the proton and up quarks in the neutron, such as the mass difference between the nucleons, the differences of masses of intermediate states, etc..

In Chapter 7 we discuss the problems of the numerical evolution of structure functions by analyzing and comparing many methods - e.g. those based on Bernstein polynomials, the Altarelli-Parisi equations and approximations of the type \( q(x) = c(d + x)^a(1 - x)^b \).

Apart from DIS we consider another quite powerful way of studying hadronic substructure - the Drell-Yan process. A thorough investigation of its possibilities in Chapter 8 led us to the idea of an experimental measurement of the value of charge symmetry violation (which we discuss in Section 6.2) in the pion and the nucleon.

Although valence quark distributions are very well determined in numerous experiments there definitely is some shortage of precise data on sea-quark distributions. Continuing the investigation of the advantages of the Drell-Yan process in Section 8.3, we found that by using the combination of \( \pi^+ \) and \( \pi^- \) measurements on deuterium it is possible to extract the pion sea distribution. We also study the role of charge symmetry violation to see if its contribution is sufficiently small that it does not interfere with this determination.

Lastly, the third part of this work is completely devoted to the application of the bag model to nuclear physics. The phenomenon of the interaction of nucleons is, certainly, one of the fundamental questions in this field and the efforts of scientists over the last 80 years led finally to the development of a new theory - the Quark Meson Coupling Model [3], which is based on quark degrees of freedom and at the moment is the most realistic such model. We continue the investigation of the QMC model in an attempt to describe the properties of finite nuclei.

Finally we review all the achievements that we have managed to reach within this work and take a glance at the directions in which it can be continued.
Part I

The MIT bag model

2 The bag model in particle physics.

2.1 Origins of the model

The first description of the bag model appeared in 1967 with the publication of the work by P.N. Bogoliubov titled “Sur un modèle à quarks quasi-indépendants”\(^1\) [19]. In this model, Bogoliubov considered three massless quarks in a vacuum cavity of radius \(R\) with a finite, spherical, square well potential, which finally was set to infinity. The radius, \(R\), of the cavity was chosen so as to relate the energy of the 3 quarks to the mass of the hadron. Although this model has a few defects, the major one being the violation of the energy-momentum conservation, it was quite surprising that the estimate of the mass of the nucleon with one of its quarks excited from \(1s_{1/2}\) to \(2s_{1/2}\) state yielded 1.446 GeV, in comparison with the experimental value of 1.412 GeV\(^2\). It seems that because the paper was written in French it was not well-known, and with the passing years was almost forgotten.

Seven years later, in 1974, a group of five scientists from the Massachusetts Institute of Technology “reinvented” the bag model [22] and it was only after this that they learned about Bogoliubov’s paper. Nowadays their model, which is essentially an enhanced version of Bogoliubov’s, is referred to as MIT bag model. The problem of the violation of energy-momentum conservation was solved by the inclusion of the phenomenological “confining pressure”, while provided a mechanism for “natural” confinement\(^3\) and also cast the model in a Lorentz-covariant form (see Fig 1). It has become possible to calculate properties of nucleons, such as charge radii, axial-vector charges and the gyromagnetic ratios [23] and even now, 20 years later, the MIT bag model is used in many calculations.

But the MIT bag model also has its limitations. When applied to nuclear physics it revealed its main drawback - the violation of chiral symmetry. This problem was non-trival and took the efforts of quite a few scientific groups [25]-[28] to solve it. The developments of the bag model over time have been wide ranging, to the extent that bag models are useful and versatile for the investigation of nucleons and we could cite many more publications on this topic [29]-[36], among which are works on such important questions as the incorporation of the sigma-field (soliton bag model) [30]-[33].

\(^1\)“On the model of quasi-independent quarks.”

\(^2\)This process is known as Roper resonance.

\(^3\)As a matter of fact the physics of the phenomenon of confinement started developing only few years ago. In 1991 V.N. Gribov suggested the “Possible solution of the problem of quark confinement” [20, 21], where he came to the conclusion that the mechanism of stability of supercharged nuclei, which is primarily due to the Pauli principle, “seems to be the unique possibility to bind a particle in a small region of space”.
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2.2 Mathematics of the bag model

We begin our investigation of the bag model by reviewing its basic mathematical structure. We present here the derivation of the formulae of the model with emphasis on further application in this work, but one can find more thorough discussions of some of the questions in Ref. [19]-[24]. A clear understanding of the mathematics of the bag model is crucial for its further application in the theories of nuclear, particle and any other fields of physics which use the bag model, and the results of the present Chapter will be used throughout this work.

To describe the bag model, we consider a system of 3 quarks, each of mass $m_q$, in a scalar potential $U$, providing the confinement of quarks in a cavity (and which in reality is a gluonic field) and external fields. In the most general case there are 5 different sorts of fields. Their form can be found from the consideration of the bilinear forms that can be constructed from the components of $\psi$ and $\psi^*$. The fact that $\psi$ and $\psi^*$ have 4 components each implies the existence of 16 independent quantities, namely:

\[
\begin{array}{ccc}
\bar{\psi}\psi & \text{Scalar} & (1) \quad \sigma \\
\bar{\psi}\gamma^5\psi & \text{Pseudoscalar} & (1) \quad \pi \\
\bar{\psi}\gamma^\mu\psi & \text{Vector} & (4) \quad \omega, \rho \quad \text{electromagnetic field} \\
\bar{\psi}\gamma^\mu\gamma^5\psi & \text{Axialvector} & (4) \\
\bar{\psi}\sigma^{\mu\nu}\psi & \text{second - rank Tensor} & (6)
\end{array}
\]

where in the right column examples are given of the physical particles which possess the properties of these fields. The Dirac equation which describes system of three quarks in a cavity with vector, $V_V$ and scalar, $V_S$, external fields has the form:

\[
[\gamma_\mu(\hat{p}^\mu + V_\mu^V) - (m_q + V_S + U)]\psi = 0 \tag{1}
\]

with

\[
\hat{p}^\mu \equiv (i \frac{\partial}{\partial t}, -i \vec{\nabla}). \tag{2}
\]

At the moment we do not take care of the signs of the potentials, as we are interested in general solution. Later on we shall work with the Dirac equation containing real fields

\[
[\gamma_\mu(\hat{p}^\mu + V_\omega^\mu + \frac{1}{2}\tau^z V_\rho^\mu) - (m_q - V_\sigma + U)]\psi = 0 \tag{3}
\]

where

\[
\begin{align*}
V_\sigma &= g_\sigma \sigma \\
V_\omega^\mu &= g_\omega \omega^\mu \\
V_\rho^\mu &= g_\rho \rho^\mu
\end{align*} \tag{4}
\]

describe the interaction of quarks with the fields $\sigma$, $\omega$ and $b(\equiv \rho)$ through the quark-meson coupling constants $g_\sigma, g_\omega$ and $g_\rho$ and $\tau^z$ is the third component of the Pauli isospin matrices.

Our task is to find the parameters of the motion of the confined particle, i.e. its energy eigenvalues and wavefunctions and we start by outlining how this is done. In the case of

\footnote{It is possible to show that a vector type potential is unable to provide the confinement of a fermion in a cavity [37]. This was the reason for using scalar potentials even before the invention of gluons. An example of the application of vector fields can be found in the description of the motion of an electron in an atom [38].}
a fermion with energy $\varepsilon$, total angular momentum quantum number $j$ and projection $m$ onto some direction, the solution of the Dirac equation for a free particle

$$(\gamma\hat{p} - m_q)\psi = 0$$

(5)

involves two spatial wave functions corresponding to two different possible values $l$ for a given $j$ and in the standard representation\(^6\) it can be written as

$$\psi_{pjlm} = N \left( \sqrt{\frac{1 + m_q/\varepsilon}{1 - m_q/\varepsilon}} R_{pl} \Omega_{jlm} \right)$$

(6)

with $l = j \pm 1/2$ and $l' = 2j - l$. The un-normalized radial functions $R_{pl}$ are just spherical Bessel functions\(^7\) $j_l(pr)$:

$$R_{pl} = j_l(pr)$$

(7)

obeying the condition of orthogonality\(^8\)

$$\int_0^\infty r^2 R_{p'l'} R_{pl} dr = 0$$

(8)

when $p' \neq p$ or $l' \neq l$.

The spherical spinors, $\Omega_{jlm}$, involve the spin of the particle and can be represented as\(^9\)

$$\begin{align*}
\Omega_{j,j-1/2,m} &= \left( \sqrt{\frac{j + m}{2j}} Y_{j-1/2,m-1/2} \right) \\
\Omega_{j,j+1/2,m} &= \left( \sqrt{\frac{j - m + 1}{2j + 2}} Y_{j+1/2,m-1/2} \right)
\end{align*}$$

(10)

We can simplify the expression for the wave function (6) by the use of the relation between the spherical spinors

$$\Omega_{j'll'm} = i^{(l-l')} \vec{n}\vec{\sigma}\Omega_{jlm}$$

(11)

$$\vec{n} = \frac{\vec{r}}{r}$$

(12)

\(^{8}\)An example of a boson confined in a cavity can be found in [39, 40], where the authors found the eigenvalues of gluons in a bag.

\(^{6}\)In the standard representation, the wave function is represented as $\psi = \left( \begin{array}{c} \varphi \\ \chi \end{array} \right)$ where $\varphi$ and $\chi$ are chosen such that for the particle at rest it has the form $\psi_{P=0} = \left( \begin{array}{c} \varphi \\ 0 \end{array} \right)$. In this representation $\gamma$-matrices have the form $\gamma^0 \equiv \beta = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)$, $\vec{\gamma} = \left( \begin{array}{cc} 0 & \vec{\sigma} \\ -\vec{\sigma} & 0 \end{array} \right)$.

\(^{7}\)First two of them are $j_0 = \frac{\sin x}{x}$, $j_1 = \frac{\sin x - \cos x}{x}$.

\(^{9}\)We take the functions $R$, and $\Omega$ without normalizing them, being interested only in the normalization of the wave function $\psi_{pjlm}$.

\(^{9}\)First few spherical functions $Y_{ij}$ are

$$\begin{align*}
Y_{00} &= \frac{1}{\sqrt{4\pi}}, \\
Y_{10} &= \frac{i\sqrt{3}}{\sqrt{4\pi}} \cos \Theta, \\
Y_{1,\pm 1} &= \mp \frac{i\sqrt{3/2}}{\sqrt{4\pi}} \sin \Theta e^{\pm i\varphi}, \\
\end{align*}$$

(9)
and then the wave function acquires the convenient form which is most often used in the literature:

\[ \psi_{pjm} = N \left( \frac{\sqrt{1 + m_q/\varepsilon} R_{\mu j} \Omega_{jim}}{\sqrt{1 - m_q/\varepsilon} R_{\mu l} i^{(l-i')} \bar{n} \sigma \Omega_{jim}} \right). \]  
(13)

The wave function for confined particles can be written, without loss of generality, as

\[ \psi_{pjm} = N \left( \frac{g(r) \Omega_{jim}}{f(r) i^{(l-i')} \bar{n} \sigma \Omega_{jim}} \right) \]  
(14)

(we could preserve coefficients \( \sqrt{1 \pm m_q/\varepsilon} \), but we'll see how they will reappear).

As it is easy to see, it is not possible to solve (1) for arbitrary fields \( V_i \). For practical purposes however, this is not really necessary and this is why we now impose some conditions that will allow us to come to reasonable results:

1. We shall suppose that the non-perturbative gluon field \( U \) is much stronger than all other fields (as a consequence we shall neglect the role of all other fields in the confinement of a quark).

2. Fields \( V_i \) do not change too fast at the distances of order of 1 fm (this will allow us to consider first order approximations).

Both of these assumptions seem to be consistent with other phenomenology.

3. When considering nuclear matter we shall use the so called “mean - field” approximation\(^{10}\), where the meson fields (or rather their operators) are replaced by their expectation values, i.e. classical fields and so only \( V_0^0 \) will survive out of \( V_1^1, V_2^1, V_1^2, V_2^2 \). This approximation is better for cases of high nuclear density.

To begin our analysis of confined particles, we shall rewrite Eq. (1) by multiplying \(-\gamma^0\) on the left (with \( V^\mu = \delta_{\mu 0} V^0 \))

\[ -\gamma^0 \left( i \gamma^0 \frac{\partial}{\partial t} + i \gamma^\sigma \bar{\sigma} + \gamma^0 V^0 - (m_q^* + U) \right) \psi = 0 \]  
(15)

and making the use of the expressions

\[ (\gamma^0)^2 = 1, \quad \gamma^0 \bar{\sigma} = \vec{\sigma} = \begin{pmatrix} 0 & \bar{\sigma} \\ \bar{\sigma} & 0 \end{pmatrix} \]  
(16)

to get it in the form

\[ [-i \frac{\partial}{\partial t} + \vec{\sigma} \vec{p} - V^0 + \beta (m_q^* + U)] \psi = 0, \]  
(17)

whence one can find the expression for the Hamiltonian

\[ i \frac{\partial \psi}{\partial t} = \hat{H} \psi = \left[ \vec{\sigma} \vec{p} - V^0 + \beta (m_q^* + U) \right] \psi. \]  
(18)

In the static state, the Hamiltonian does not depend on time explicitly and this allows us to rewrite (18) as

\[ i \frac{\partial \psi}{\partial t} = \hat{H} \psi = \varepsilon_n \psi, \]  
(19)

\(^{10}\)The mean field approximation was introduced by Walecka [50] in order to simplify the Lagrangian of the system of mesons and nucleons. Before that, the system of integro-differential equations resulting from that Lagrangian could not be solved.
so that the time dependence of the wave function is
\[ \psi_n(\vec{r}, t) = \psi(\vec{r}) e^{-i\varepsilon_n t}. \]  
(20)

If now we define
\[ \varepsilon_n^* = \varepsilon_n + V_0, \]
(21)
then (19) becomes
\[ [\alpha \hat{p} + \beta (m_q^* + U)]\psi = \varepsilon_n^* \psi. \]
(22)

For the wave function \( \psi = \begin{pmatrix} \varphi \\ \chi \end{pmatrix} \), Eq. (22) splits into two equations
\[ \begin{cases} (\varepsilon_n^* - m_q^* - U)\varphi = \hat{\sigma} \hat{p} \chi \\ (\varepsilon_n^* + m_q^* + U)\chi = \hat{\sigma} \hat{p} \varphi \end{cases} \]
(23)

Substitution of the functions \( \varphi \) and \( \chi \) from (14) gives the system (24), where the second equation takes on this form after being multiplied by \( \hat{\sigma} \hat{n} \) and using the relation \( \hat{\sigma} \hat{n}(\hat{\sigma} \hat{n}) = \hat{n}^2 = 1 \):
\[ \begin{cases} (\varepsilon_n^* - m_q^* - U)g_{\Omega_{jm}} = i^{(l'-l)}(\hat{\sigma} \hat{p})(\hat{n} \hat{\sigma}) f_{\Omega_{jm}} \\ (\varepsilon_n^* + m_q^* + U)f_{\Omega_{jl'm}} = i^{(l'-l)}(\hat{n} \hat{\sigma})(\hat{\sigma} \hat{p})g_{\Omega_{jl'm}} \end{cases} \]
(24)

Further algebraic manipulations can be performed. First, it is possible to rewrite expressions of the form \( (\hat{\sigma} \hat{p})(\hat{n} \hat{\sigma}) \) and \( (\hat{n} \hat{\sigma})(\hat{\sigma} \hat{p}) \) in a more convenient form\(^{11}\), namely
\[ \begin{align*}
(\hat{\sigma} \hat{p})(\hat{n} \hat{\sigma}) &= (\hat{p} \hat{r} + i\hat{\sigma} [\hat{p} \hat{r}]) \frac{1}{2} = -i(\hat{\sigma} \hat{r} + (\hat{n} \hat{\sigma}) + \hat{\sigma} [\hat{p} \hat{r}]) \frac{1}{2} \\
(\hat{n} \hat{\sigma})(\hat{\sigma} \hat{p}) &= \frac{1}{2}(\hat{p} \hat{r} + i\hat{\sigma} [\hat{p} \hat{r}]) = -i(\hat{n} \hat{r} - \hat{\sigma} [\hat{p} \hat{r}])
\end{align*} \]
(25)

where \( [\hat{\sigma} \hat{p}] \equiv \hat{r} \times \hat{p} \).

Second, considering that
\[ \hat{\sigma} [\hat{p} \hat{r}] = \hat{\sigma} \hat{l} = 2\hat{I} \hat{s} \]
(26)
and that the eigenvalues of \( 2\hat{I} \hat{s} \) are
\[ 2\hat{I} \hat{s} = j^2 - \hat{l}^2 - \hat{s}^2 = j(j + 1) - l(l + 1) - \frac{3}{4} = \begin{cases} j - 1/2, & l = j - 1/2 \\
-j - 3/2, & l = j + 1/2 \end{cases} \]
(27)
we introduce the variable \( \omega \):
\[ \omega = \begin{cases} -(j + 1/2) = -(l + 1), & j = l + 1/2 \\
+(j + 1/2) = l, & j = l - 1/2 \end{cases} \]
(28)
whereupon (24) becomes
\[ \begin{cases} (\varepsilon_n^* - m_q^* - U)g_{\Omega_{jm}} = -i^{(l'-l+1)} \left[ \frac{3L}{T} + (f' - \frac{f}{T}) + (1 + \omega) \frac{L}{T} \right] g_{\Omega_{jm}} \\ (\varepsilon_n^* + m_q^* + U)g_{\Omega_{jl'm}} = -i^{(l'-l+1)} \left[ \frac{3L}{T} - (1 + \omega) \frac{L}{T} \right] g_{\Omega_{jl'm}} \end{cases} \]
(29)
\(^{11}\)\( \hat{\sigma} \hat{a} \hat{b} \) = \( (\sigma_i a_i)(\sigma_j b_j) = a_i(\sigma_i \sigma_j) b_j = a_i(\sigma_{ij}) b_j = -i a_i \epsilon_{ijk} \sigma_k = \delta_{ij} a_i b_j = -i a_i \epsilon_{ijk} \sigma_k b_j + \delta_{ij} a_i b_j = -i a_i \epsilon_{ijk} \sigma_k + a b = i \hat{\sigma} \hat{a} \hat{b} + a b \).
This can be rearranged as

\[
\begin{align*}
\begin{cases}
 f' + \frac{1-\sigma}{r} f + i^{-(l'-l+1)}(\varepsilon_n^* - m_q^* - U)g = 0 \\
g' + \frac{1+\sigma}{r} g - i^{(l-l')-1)}(\varepsilon_n^* + m_q^* + U)f = 0
\end{cases}
\end{align*}
\]  
(30)

For convenience we define the function \(\tilde{f}\) as

\[
\tilde{f} \equiv i^{(l-l')-1)}f
\]  
(31)

and this gives us a system of equations for the unknown functions \(g(r)\) and \(f(r)\) in the simplest form

\[
\begin{align*}
\begin{cases}
 \tilde{f}' + \frac{1-\sigma}{r} \tilde{f} + (\varepsilon_n^* - m_q^* - U)g = 0 \\
g' + \frac{1+\sigma}{r} g - (\varepsilon_n^* + m_q^* + U)f = 0
\end{cases}
\end{align*}
\]  
(32)

Equation (32) cannot be solved without specifying \(\sigma\) and in our further development we shall consider the case of \(\sigma = -1\) which corresponds to \(s_{1/2}\) state. Now the solution of this system can be found in a standard way. First, we extract the function \(\tilde{f}(r)\) from the second equation

\[
\tilde{f} = \frac{1}{\varepsilon_n^* + m_q^* + U} g'
\]  
(33)

and substitute it into the first one to find the differential equation of second order for \(g(r)\)

\[
g'' + \frac{2}{r} g' + (\varepsilon_n^* - (m_q^* + U)^2)g = 0
\]  
(34)

with the obvious conditions that the functions \(f(r)\) and \(g(r)\) be

\[
\begin{align*}
1) \text{ finite:} & \quad \begin{cases} g(r \to 0) \neq \infty \\
g(r \to \infty) \neq \infty \end{cases} \\
2) \text{ continuous:} & \quad \begin{cases} g(R_0) = g(R_\infty) \\
\tilde{f}(R_0) = \tilde{f}(R_\infty) \end{cases}
\end{align*}
\]  
(35)

It is easy to find the general solution for \(g(r)\):

\[
g(r) = \frac{1}{r} \left( c_1 e^{-\sqrt{-\varepsilon_n^* + (m_q^* + U)^2} r} + c_2 e^{\sqrt{-\varepsilon_n^* + (m_q^* + U)^2} r} \right)
\]  
(36)

which we expand in a Taylor Series about \(r = 0\)

\[
g(r \to 0) = \frac{c_1 + c_2}{r} + \sqrt{-\varepsilon_n^* + (m_q^* + U_1)^2} (-c_1 + c_2) + \frac{(-\varepsilon_n^* + (m_q^* + U_1)^2) (c_1 + c_2) r}{2} + O(r^2)
\]  
(37)

to find that \(c_1 = -c_2\) for \(g\) to be finite at \(r = 0\). Fields \(U_1\) and \(U_2\) that we use here represent the scalar field inside and outside the bag shell.

Now we define \(k_1\) and \(k_2\) as

\[
\begin{align*}
k_1 &= +\varepsilon_n^* - (m_q^* + U_1)^2 \\
k_2 &= -\varepsilon_n^* + (m_q^* + U_2)^2
\end{align*}
\]  
(38)
and $g(r)$ becomes for $r < R$

$$g(r)_{r < R} = \frac{1}{r} c_1 e^{-\sqrt{-\varepsilon_n^2 + (m_q^*)^2 r}} - e^{\sqrt{-\varepsilon_n^2 + (m_q^*)^2 r}}$$

$$= \frac{1}{r} c_1 (e^{-i \sqrt{k_1} r} - e^{i \sqrt{k_1} r})$$

$$= \frac{i 2 c_1}{r} c_1 \sin \sqrt{k_1 r}.$$  (39)

As for the large distances from the center of the bag, $g(r)$ behaves like

$$g(r \to \infty) = \frac{c_4}{r} e^{\sqrt{k_1} r} \bigg|_{r \to \infty}$$  (40)

implying $c_4 = 0$.

The condition of continuity for $g(r)$ at $r = R$ leads to the equation

$$g(R-) = \frac{2i}{R} (a_1 + i a_2) \sin \sqrt{k_1 R}$$

$$= g(R+) = \frac{1}{R} (b_1 + i b_2) (e^{-\sqrt{k_2} R})$$  (41)

where we took into account the fact that, in general, the coefficients $c_1$ and $c_3$ are complex

$$c_1 = a_1 + i a_2$$

$$c_3 = b_1 + i b_2$$  (42)

and this gives us the link between coefficients:

$$2a_1 \sin(\sqrt{k_1} R) = b_2 e^{-\sqrt{k_2} R}$$

$$-2a_2 \sin(\sqrt{k_1} R) = b_1 e^{-\sqrt{k_2} R}$$  (43)

From the similar condition for function $\tilde{f}$

$$\tilde{f}(R-) = (a_1 + i a_2) \frac{i}{\varepsilon_n^* + (m_q^* + U_1)} \left[ \frac{1}{R} \sqrt{k_1 \cos(\sqrt{k_1} R)} - \frac{1}{R^2} \sin(\sqrt{k_1} R) \right]$$  (44)

$$= \tilde{f}(R+) = (b_1 + i b_2) \frac{1}{\varepsilon_n^* + (m_q^* + U_2)} \left[ -\frac{1}{R^2} e^{-\sqrt{k_2} R} - \frac{1}{R} \sqrt{k_2 e^{-\sqrt{k_2} R}} \right],$$

we find the equation for determining the possible values of energy by equating the real and imaginary parts$^{12}$

$$\sqrt{\frac{\varepsilon_n - m}{\varepsilon_n + m}} \cos(\sqrt{k_1} R) - \frac{\sin(\sqrt{k_1} R)}{(\varepsilon_n^* + (m_q^* + U_1)) R}$$

$$+ \sin(\sqrt{k_1} R) \left[ \frac{-\varepsilon_n^* + (m_q^* + U_2)}{\varepsilon_n^* + (m_q^* + U_2)} + \frac{1}{(\varepsilon_n^* + (m_q^* + U_2)) R} \right] = 0.$$  (45)

$^{12}$In the case of vector fields we have $\sqrt{-\varepsilon_n^* + (m_q^* - U_2)}$, instead of $\sqrt{\varepsilon_n^* + (m_q^* + U_2)}$, with the sign change in the square root implying the impossibility of confinement by vector fields.
As a first approximation to the real picture we set $U_1 = 0$ and $U_2 = \infty$, in which case $g(r)$ and $f(r)$ are

$$
g(r) = A \sqrt{\varepsilon_n^2 - m_q^2} \sin \left( \sqrt{\varepsilon_n^2 - m_q^2} r \right) = A \sqrt{\varepsilon_n^2 - m_q^2} j_0 \left( \sqrt{\varepsilon_n^2 - m_q^2} r \right)$$

$$
f(r) = -i^{-(l-l'+1)} \frac{A}{\varepsilon_n^* + m_q^*} \left[ \sin \left( \sqrt{\varepsilon_n^2 - m_q^2} r \right) - \cos \left( \sqrt{\varepsilon_n^2 - m_q^2} r \right) \right] \left( \varepsilon_n^2 - m_q^2 \right)$$

$$
= -i^{-(l-l'+1)} A (\varepsilon_n^* - m_q^*) j_1 \left( \sqrt{\varepsilon_n^2 - m_q^2} r \right)
$$

with the arbitrary coefficient $A$ which, for convenience, we shall take as

$$
A = \frac{1}{\sqrt{\varepsilon_n^* (\varepsilon_n^* - m_q^*)}}
$$

and the equation for possible eigenvalues becomes

$$
j_0 \left( \sqrt{\varepsilon_n^2 - m_q^2} R \right) = \sqrt{\varepsilon_n^* + m_q^*} j_1 \left( \sqrt{\varepsilon_n^2 - m_q^2} R \right).
$$

For example, the solution of (49) with $m_q^* = m_q = 0$, $\varepsilon^* = \varepsilon$ and $x$ from Eq. (52) is 2.04, 5.40, 8.58, -3.80, -7.00 etc.. $x = 2.04$ corresponds to the $1S_{1/2}$ state, $x = 5.40$ to the state $2S_{1/2}$ and so on. Negative values correspond to the states of another parity: $x = -3.80$ is the $P_{1/2}$ state. The fact that the positive and negative eigenvalues $x$ differ in magnitude is of pure relativistic origin.

The last parameter to find is the normalization constant $N$ in Eq. (14), which can be extracted from the condition that no quarks penetrate through the boundary of the cavity, i.e.

$$
\int_{\text{cavity}} \psi^*(r) \psi(r) d\bar{r} = 1.
$$

Finally we present the wavefunction $\psi_{p \downarrow 0m}$ in the form

$$
\psi_{p \downarrow 0m} = N \left( \frac{1 + m_q^*/\varepsilon_n^* j_0(x R)}{i \sqrt{1 - m_q^*/\varepsilon_n^* j_1(x R)}} \right) \Omega_{\downarrow 0m}
$$

$$
x = R \sqrt{\varepsilon_n^2 - m_q^2}
$$

$$
N^{-2} = 4\pi R^2 j_0^2(x) \frac{2\varepsilon_n^*(\varepsilon_n^* - 1/R) + m_q^2/R}{\varepsilon_n^*(\varepsilon_n^* - m_q^*)}
$$

13 Sometimes it is more convenient to use another representation for the wave function (see for example ref. [41]) and, in fact, we shall use it in the part III.

$$
\psi_{p \downarrow 0m} = \frac{N}{\sqrt{4\pi}} \left( \frac{j_0(x R)}{i \beta j_1(x R)} \right) \Omega_{\downarrow 0m}
$$

$$
x = R \sqrt{\varepsilon_n^2 - m_q^2}
$$

$$
N^{-2} = 2R^2 \beta^2(x) \frac{\varepsilon_n^*(Re_n^* - 1) + m_q^2/2}{x^2}
$$

$$
\beta = \sqrt{\varepsilon_n^* + m_q^*}
$$
In principle, one can also get Eq. (49) from the consideration of the boundary conditions. Suppose that \( n_\mu \) is the normal to the sphere. Then the condition of no quark current crossing the boundary implies

\[ n_\mu j^\mu \equiv n_\mu \bar{\psi} \gamma^\mu \psi = 0. \]  

(58)

This can be satisfied in the following two cases

\[ \pm i \gamma n \psi = \psi. \]  

(59)

As a consequence, we come up with the equalities at the boundary

\[ \mp i \bar{\psi} \gamma n = \bar{\psi}, \]  

\[ \bar{\psi} \psi = (\mp i \bar{\psi} \gamma n) \psi = \psi(\mp i \gamma n \psi) = -\bar{\psi} \psi \]  

(60)

which imply

\[ \bar{\psi} \psi = 0 \]  

(61)

\[ n_\mu \bar{\psi} \gamma^\mu \psi = 0. \]  

(62)

Substituting the wave function (56) into (59) gives the desired equation for energy eigenvalues, but the problem is, however, that the ambiguity in the sign in Eq. (59), which effects the eigenenergies, cannot be resolved without the detailed investigation we presented above.

The simplest application of the results we have just derived is, probably, the calculation of the mass of a nucleon. In Bogoliubov’s model this is just the total kinetic energy

\[ M(R) = \frac{3x}{R}, \]  

(63)

but as we have mentioned, this simplified approach leads to the violation of energy-momentum conservation. The MIT bag model introduced in addition a pressure outside the bag, which provides the confinement of quarks

\[ M(R) = \frac{3x}{R} + \frac{3\pi}{4} R^3 B \]  

(64)

with the radius of the cavity found from the condition of equilibrium

\[ \frac{\partial M(R)}{\partial R} = 0. \]  

(65)

The consideration of more complicated questions, for example, the spectroscopy of baryonic states, requires the introduction of other terms like one-gluon exchange \( \Delta E_g \) or center of mass correction \( Z/R \):

\[ M(R) = \frac{3x}{R} + \frac{3\pi}{4} R^3 B + \Delta E_g + Z/R. \]  

(66)

However, we shall not consider these more sophisticated developments of the bag model, as they will not be of use for our discussions. The formulae we have just derived will be used in the following chapters, where we shall consider such questions as charge symmetry breaking and the development of the new direction in nuclear physics where the internal structure of a nucleon will play crucial role in the description of finite nuclei.
Figure 1: MIT bag model in application to a baryon. Three quarks are confined by external pressure in a cavity of radius $R$. The motion of the quarks is defined by the form of the scalar potential $U$. 
Figure 2: The dependence of the eigenvalue $x$ on the mass of a quark and the size of the bag. (The specific values for up, down etc. correspond to $R = 0.8$ fm.)
3 The bag model in nuclear physics.

3.1 A new direction in nuclear physics.

The existence of strange forces acting between nucleons strongly attracted the attention of scientists from the beginning of our century. They seemed to be strange because they were "invisible" at large distances, independent of the charge of nucleons and also very strong, providing the coexistence of nuclei inspite of the strong repulsion due to Coulomb forces. It was intuitively clear that the clue to this phenomenon was within the nucleons themselves, but nevertheless, the first attempt to solve this question was successfully made about 30 years before the prediction of the existence of quarks by Gell-Mann and N’eman [42] when Yukawa suggested the interaction of baryons through a neutral scalar field [43]. The relevance of this approach was soon noticed and supported by other physicists, and soon Proca extended the model by considering a neutral vector field [44]. After this successful beginning the theory of nuclear physics developed exponentially, and by now there are thousands of works on the subject and even short overviews of the historical progress in this field could constitute a separate work. We direct the reader, interested in the historical process before the advent of the theory of quarks to the review of meson theory of nuclear forces by Green and Sawada [45].

By the beginning of 70's it became clear that even the most sophisticated non-relativistic models [46]-[49] reached their limits and were unable to explain the experimental data. Considering that the mean velocity of nucleons in nucleus is approximately 30-40% of the velocity of light it was obvious that new theories must include relativistic effects. In 1974 Walecka [50] proposed a model which gave quite a reasonable description of the properties of finite nuclei and up to now was considered to be the most realistic one. A prototype of quantum hadrodynamics (QHD) was quantum electrodynamics (QED) from which it derived its name, with the hadro- referring to the interacting particles, hadrons. It is based on nuclear degrees of freedom such as baryon and meson fields. The demand that the theory be renormalizable (as with QED) led to the necessity of fixing coupling constants and masses by experimental data as well as imposing restrictions on the form of the Lagrangian. Actually, there are two QHD models: QHD-I and QHD-II. QHD-I resembles massive QED and allows the calculation of properties of spherical nuclei, $N = Z$. QHD-II is an extension of QHD-I, which incorporates the isovector mesons, $\pi$ and $\rho$, to explain the properties of asymmetric nuclear matter and neutron stars with $N \neq Z$.

By now there are a lot of calculations based on these models, and there have been many improvements [51] - [58]. However all have the drawback of being unable to reproduce the properties of finite nuclei without making significant deviations from some of experimental values, e.g. they have too high value of the incompressibility of nuclear matter.

Nevertheless, the simplicity of the model (and the correctness of its main ideas) made it possible to incorporate it in the development of a new theory, we have called it QMC, the Quark Meson Coupling model. The first step in this direction was done by Guichon in 1988 [3]. He proposed a new mechanism for the saturation of nuclear matter based on the internal structure of a nucleon. Nuclear matter is considered as a collection of non-overlapping bags (the radius of a nucleon is about 0.6-0.8 fm. and the distance between two nucleons in the nuclear matter tends to be approximately 1.8 fm) which interact through the exchange of sigma and omega mesons coupled directly to the quarks inside these bags. With the use of the bag model it was shown that the internal structure of a nucleon plays a crucial role in the understanding of the phenomenon of saturation. The main point of this model is that the meson fields modify the internal quark motion which
in turn changes the couplings of the mesons to the bound quarks.

The model of Guichon aroused great interest in the possibility of a microscopic description of nuclei and since its creation has been significantly developed. The Fermi motion of the nucleon and center of mass corrections were considered by Fleck et al. [59]; the relationship between this model and QHD was established by K. Saito and A.W. Thomas [61]-[64] who also incorporated the $\delta$ meson [63]; we also mention a few other groups which have carried out work related to this model [65].

In part III we shall develop this model, which is based on more fundamental degrees of freedom than those proposed by Walecka, but our calculations are similar in many respects, and so in order to give the reader a clear understanding of the method of calculation, we preview it by a short description of Quantum Hadrodynamics.

### 3.2 On the method of calculation of the properties of finite nuclei.

We start by giving a mathematical description of the properties of finite nuclei by considering the Lagrangian from QHD:

\[
\mathcal{L} = \bar{\psi}(i\gamma_\mu \partial^\mu - M)\psi + \frac{1}{2}(\partial_\mu \sigma \partial^\mu \sigma - m_\sigma^2 \sigma^2) + \frac{1}{2}m_\omega^2 \omega_\mu \omega^\mu -
\frac{1}{4}F_{\mu \nu} F^{\mu \nu} + \frac{1}{2}m_\rho^2 \rho_\mu \rho^\mu - \frac{1}{4}G_{\mu \nu} G^{\mu \nu} + \frac{1}{2}(\partial_\mu \pi \partial^\mu \pi - m_\pi^2) -
\frac{1}{4}H_{\mu \nu} H^{\mu \nu} + g_\sigma \bar{\psi} \sigma \psi - g_\omega \bar{\psi} \gamma_\mu \omega^\mu \psi - g_\rho \bar{\psi} \gamma_\mu \rho^\mu \tau \psi -
\frac{f_\pi}{m_\pi} \bar{\psi} \gamma_5 \gamma_\mu \partial^\mu \pi \psi - e\bar{\psi} \gamma_\mu \frac{1}{2}(1 + \tau_3) A^\mu \psi
\]  

(67)

where

\[
\Omega_{\mu \nu} = \partial_\mu \omega_\nu - \partial_\nu \omega_\mu
\]

(68)

\[
G_{\mu \nu} = \partial_\mu \rho_\nu - \partial_\nu \rho_\mu
\]

(69)

\[
H_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu
\]

(70)

and $A$ is the electromagnetic field, $M$ the mass of the nucleon, $\sigma, \omega, \pi$ and $\rho_\mu$ are the meson fields and $m_\sigma, m_\omega, m_\pi$ and $m_\rho$ are their masses respectively. We shall consider the case of a spherical nucleus and work within the mean field approximation where we replace meson field operators in (70) by their expectation values, i.e. classical fields $V_\sigma, V_\omega, V_\pi, V_A$.

\[
\mathcal{L} = \bar{\psi}[i\gamma_\mu \partial^\mu - g_\omega \gamma^0 V_\omega - (M - g_\sigma V_\sigma)]\psi
- \frac{1}{2}[(\nabla V_\sigma)^2 + m_\sigma^2 V_\sigma^2] + \frac{1}{2}[(\nabla V_\omega)^2 + m_\omega^2 V_\omega^2]
+ \frac{1}{2}[(\nabla V_\pi)^2 + m_\pi^2 V_\pi^2]
- \bar{\psi}[\frac{1}{2}g_\rho \tau_3 \gamma^0 V_\rho + \frac{1}{2}e(1 + \tau_3) \gamma^0 V_A]\psi.
\]

(71)

From the Euler-Lagrange equations

\[
\frac{\partial \mathcal{L}}{\partial \phi} - \partial_\mu \left[ \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi)} \right] = 0
\]

(72)
one can easily obtain the equations of motion for the meson fields

\[(\Box + m^2_\sigma)\sigma = g_\sigma \bar{\psi}\psi \equiv g_\sigma \rho_\sigma\]
\[(\Box + m^2_\omega)\omega = g_\omega \bar{\psi}\gamma^0\psi = g_\omega \psi^\dagger \psi \equiv g_\omega \rho_\omega,\]

and the Dirac equation

\[i\gamma_\mu \partial^\mu - g_\omega \gamma^0 V_\omega - (M - g_\sigma V_\sigma) - \frac{1}{2} g_\rho (1 + \tau_3) V_\rho - \frac{1}{2} e (1 + \tau_3) \gamma^0 V_A] \psi = 0.\]

Local source terms, \(\rho_\sigma\) and \(\rho_\omega\), can be found with the use of the eq. (14) and finally we write out the complete set of equations which will allow us to calculate the properties of nuclei: wave function

\[\psi_{jm} = \begin{pmatrix} G_i(r) \\ i \langle \bar{n}\bar{\sigma} \rangle F_i(r) \end{pmatrix} \Omega_{jm},\]

with \(\Omega_{jm}\) normalized such that

\[\sum_{m=-j}^{j} \Omega_{jm}^* \Omega_{jm} = \frac{2j + 1}{4\pi},\]

the equations for the meson fields

\[
\begin{aligned}
\frac{d^2}{dr^2} V_\sigma(r) + \frac{2}{r} \frac{d}{dr} V_\sigma(r) - m^2_\sigma V_\sigma(r) & = -g_\sigma \rho_\sigma(r) \\
\frac{d^2}{dr^2} V_\omega(r) + \frac{2}{r} \frac{d}{dr} V_\omega(r) - m^2_\omega V_\omega(r) & = -g_\omega \rho_B(r) \\
\frac{d^2}{dr^2} V_\rho(r) + \frac{2}{r} \frac{d}{dr} V_\rho(r) - m^2_\rho V_\rho(r) & = -\frac{1}{2} g_\rho \rho_\rho(r) \\
\frac{d^2}{dr^2} V_A(r) + \frac{2}{r} \frac{d}{dr} V_A(r) - m^2_A V_A(r) & = -e \rho_A(r)
\end{aligned}
\]

(78)

and for the baryon wave functions

\[
\begin{aligned}
\frac{d}{dr} G_i(r) + \frac{\omega}{r} G_i(r) & = -[E_i - g_\sigma V_\sigma(r) - t_i g_\rho V_\rho(r) - (t_i + 1/2) e V_A(r) + M - g_\omega V_\omega(r)] F_i(r) = 0 \\
\frac{d}{dr} F_i(r) & = -\frac{\omega}{r} F_i(r) + [E_i - g_\sigma V_\sigma(r) - t_i g_\rho V_\rho(r) - (t_i + 1/2) e V_A(r) - M + g_\omega V_\omega(r)] G_i(r) = 0
\end{aligned}
\]

(79)

where \(t_i = 1/2\) for protons, \(t_i = -1/2\) for neutrons.

The baryon wave functions satisfy the usual normalization condition reflecting the fact that the probability for finding each particle somewhere in space is equal one:

\[\int_0^\infty dr \ 4\pi r^2 (G_i^2(r) + F_i^2(r)) = 1.\]

(80)

To define the system of equations completely we also have to impose boundary conditions which, as we shall soon see, can simplify the calculation significantly.
The numerical method for solving this system is described in a few papers [50, 55] without, however, sufficient explanation for some steps. Moreover, we will see that this method can be significantly enhanced.

To begin, from the point of view of boundary conditions, they could be chosen very simply: one arbitrary constant for every derivative, i.e. 2 constants for each of the meson field equations and one for every baryon wavefunction. Thus for a nucleus of oxygen $^{16}\text{O}$, for example, we would have 14 and for calcium $^{40}\text{Ca}$ - 20 boundary conditions and it is clear that even if we take the simplest method to solve this system it will give us huge calculational time. To come to a reasonable time for the calculation we shall try both - to reduce the number of boundary conditions, by more detailed investigation of the system, and to find the appropriate representation of the equations.

First, we solve the simplest case, where $\omega = -1$,

$$\begin{align*}
\frac{d^2}{dr^2} V(r) + \frac{2}{r} \frac{d}{dr} V(r) - m^2 V(r) &= G^2(r) + F^2(r) \\
\frac{d}{dr} G(r) - (E + M - V(r)) F(r) &= 0 \\
\frac{d}{dr} F(r) + \frac{2}{r} F(r) + [E - M + V(r)] G(r) &= 0,
\end{align*}$$

(81)

where the solution gives sufficient information for the set of equations (78-79).

We expand $V(r), G(r)$ and $F(r)$ at $r \to 0$ in a Taylor series like, e.g. $I(r) = C_{i0} + C_{i1}r + C_{i2}r^2$, and substitute into (81). The result is that one of the equations includes a term $C_{G1}/r$, implying $C_{G1} = 0$ and as a consequence, $C_{F0} = 0$. Finally the solution of the first of equation (81) gives the result which is of particular interest, namely, for the field $V(r)$ to be finite it must have its first derivative equal to zero. It is this constraint that reduces the number of unknown coefficients by one in each of the field equations and by one for every pair of baryon wave functions.

Secondly, as pointed out by Walecka and Serot [2], the contribution from $A$ and $\rho$ is so small that we can neglect them. In this case the system (78-79) simplifies to

$$\begin{align*}
\frac{d^2}{dr^2} V_\sigma(r) + \frac{2}{r} \frac{d}{dr} V_\sigma(r) - m_\sigma^2 V_\sigma(r) &= -g_\sigma \sum_{i=n+p} (2j_i + 1)(G_i^2(r) - F_i^2(r)) \\
\frac{d^2}{dr^2} V_\omega(r) + \frac{2}{r} \frac{d}{dr} V_\omega(r) - m_\omega^2 V_\omega(r) &= -g_\omega \sum_{i=n+p} (2j_i + 1)(G_i^2(r) + F_i^2(r)) \\
\frac{d}{dr} G_i(r) + \frac{2}{r} G_i(r) - [E_i - g_\omega V_\omega(r) + M - g_\sigma V_\sigma(r)] F_i(r) &= 0 \\
\frac{d}{dr} F_i(r) - \frac{2}{r} F_i(r) + [E_i - g_\omega V_\omega(r) - M + g_\sigma V_\sigma(r)] G_i(r) &= 0
\end{align*}$$

(82)

with the boundary conditions for meson fields

$$\begin{align*}
V_\omega(0) &= C_\omega \\
V_\omega'(0) &= 0 \\
V_\sigma(0) &= C_\sigma \\
V_\sigma'(0) &= 0.
\end{align*}$$

(83)

The boundary conditions for the baryon wave functions depend on $\omega$ and, for example, with $\omega = -1$ are

$$\begin{align*}
G(0) &= C_G \\
F(0) &= 0.
\end{align*}$$

(84)

The equations above could be solved by applying one of the standard methods for solving systems of differential equations - we shall use the Runge-Kutta method.

\[\text{We'll investigate the effects of these fields later.}\]
Initially it appeared that it was not possible to get all the functions (sigma and omega fields as well as baryon wave functions) to tend to zero at large distances from the center. We could make only one of the functions behave as we wanted but not all at once. From the mathematical point of view it is not obvious that the system under consideration has to have the solution we expect (when all functions tend to zero at large distances). Nevertheless the existence of such a solution has been shown by several groups (see for example Ref. [60]). The reason for the divergence appears to be very simple: the solution of any of the equations from the system at spatial infinity has two parts - one in the form $e^{+r}$ and another one in the form $e^{-r}$. At some stage the mistake that accumulates in the calculation allows the development of the solution with positive exponent.

It is at this stage that it was proposed to solve the system from both sides, from $r = 0$ and $r = \infty$, and to match them at some intermediate radius to determine the eigenvalue $E$. In addition to this Walecka proposed following Green functions

$$D(r, r', m) = -\frac{1}{rr'} \sinh(mr) e^{-mr}$$

(85)

to convert the differential equation for meson fields, which were difficult to handle due to them being of the second order, into an integral. Now $V_\pi$ and $V_\omega$ could be calculated without fear of becoming divergent:

$$V(r) = \int_0^\infty dr' r'^2 (-g\rho(r')) D(r, r', m).$$

(86)

Using this approach all problems are overcome when we calculate meson fields and wave functions for Helium (Fig. 3, 4)\(^{15}\).

The time for calculation, however, remains quite large and this presents some difficulties in effective use of the program. We decided to look back and find out whether the method of two-side matching is really necessary even after reformulation of the meson fields.

There is another way of solving the system (81). The idea of the method is simple. Suppose, we have the exact graph of some function, then the deviation from the exact value of energy will send the curve either below the x-axis or it will exponentially grow in the upper plane. If we look at Fig. 4 we see that the two curves, one of which is calculated by matching type method and one by the method just described, and which represent the baryon density, $\rho_B(r) = \sum_{i=n+p} (2j_i + 1)(G^2_i(r) + F^2_i(r))$, coincide for both methods.

We have used this new approach for many calculations, some of which will be presented later and have found it to be precise, fast and reliable. While working on it we found that all groups of scientists that make similar calculations use the method developed 20 years ago by Walecka and we now hope that our finding will allow calculations to be carried out more efficiently.

Let us return to the bag model and pose the question of how it actually enters the theory of nuclear physics. In all previous formulae there was no place where we met the quarks or their effects. Mesons were interacting with pointlike nucleons as described by terms of the form $g_i \bar{\psi} V_i \psi$. Couplings $g_i$ are constant and are chosen so as to reproduce the saturation properties of nuclear matter. Using the new approach, however, where mesons couple directly to quarks, the couplings are no longer constants and are determined from the consideration of the meson-nucleon interactions within the bag model[61]-[64]. Strictly speaking, $g_\sigma$ is now a function of the meson field $V_\sigma$. The system (78-79) becomes more complicated, but it can be solved numerically using the method described above. We discuss this new approach to nuclear physics with respect to finite nuclei and nuclear matter in part III as well as providing results of our calculations.

\(^{15}\)We used the following values of coupling constants and masses: $m_\sigma = 520 MeV, m_\omega = 783 MeV, M = 939 MeV, g^2_\sigma = 109.6, g^2_\omega = 190.4$. 
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Figure 3: Meson fields $\sigma$ and $\omega$ in Helium.
Figure 4: Wave functions $G(r)$, $F(r)$ and baryon density in Helium. There are two curves that represent the baryon density - the solid line is calculated by the method described in Ref. [2] and the dashed line, found by the method described in this work. For the convenience of representation functions $G(r)$ and $F(r)$ are shown on a different scale then the function $G^2(r) + F^2(r)$, which is normalized to $1/4\pi$. 
4 Summary

This chapter presented an overview of the origin of the bag model and of the development of QHD. A large part was devoted to the derivation of the formulae describing the bag model and this should be enough to apply them to the questions of particle physics. By now the bag model is so much developed in applications to different directions in physics that the reader can find the answers to almost any of the questions he might have. There are spherical and elliptical bag models, with finite and infinite boundaries; free models and those with external fields; and our discussion above is a convenient starting point for the study of complicated systems or phenomena.

We have also shown how the complicated system of integro-differential equations can be solved in very simple way, and how it can be used to improve the calculations, making them more accurate and efficient.

Addendum:

There have been numerous earlier attempts to model nuclear structure based on the MIT bag, see for example:

3) Chun Wa Wong (UCLA), Singapore Conf., 1197 (1978)
5) Brian D. Serot (Indiana U.), John Dirk Walecka (CEBAF), Invited talks given at 7th Int. Conf. on Recent Progress in Many-Body Theories, Minneapolis, MN, Aug 26-31,1991.
6) Qi-Ren Zhang, Bin Li, La-Sheng Yuan, Zhi-Xin Li (Beijing U.), Peking 1987, Proceedings, Medium energy physics 522-523.
Part II
Application of the bag model to particle physics.

5 Introduction

In this section we apply the bag model to studying few body problems in the field of particle physics.

We begin with a short overview of deep inelastic scattering, paying particular attention to the physical meaning of the quantities involved in its description. Then we address the question of charge symmetry violation (CSV) in nucleons by calculating the valence distribution of down quarks in the proton and up quarks in the neutron, taking into consideration the major sources of CSV.

In Chapter 7 we delve into the problem of the numerical evolution of structure functions, introducing two new methods and providing comparisons with calculations based on well-known approaches.

The investigation of CSV described in Section 6.2 is then extended to make similar estimates for the pion. We examine the sensitivity of pion-induced Drell-Yan measurements to such effects and evaluate the background terms in order to study the possibility of providing experimental measurements.

In conclusion, we study the pion sea quark distributions which are presently relatively poorly determined and show how Drell-Yan measurements allow the extraction of the pion sea distribution. We investigate whether the presence of charge symmetry violating contributions still permits the experimental determination of these distributions.

6 Charge symmetry violation in baryons.

6.1 DIS

The process of deep inelastic scattering, which is depicted in Fig 5, is a subject of intensive study and attention [66]-[72]. Usually this is a scattering of a lepton or hadron off another hadron (pion or baryon) and it is the leptonic case we consider here. The parameters needed to describe this process are as follows:
The prime is kept here for final state particles.

There are three kinematic invariants that can be made out of the four momenta defining the initial and final states of the system (i.e. \( l', l, P \) and \( P' \) with only 3 of them being independent). This is a consequence of momentum conservation and as such, they are independent of the nature of the particles and their interactions

\[
q^2 = (l' - l)^2 = (e' - e)^2 - (\vec{p'} - \vec{p})^2
\]

\[
s^2 = (l + P)^2 = (e + E)^2 - (\vec{p} + \vec{P})^2
\]

\[
P'^2 = M'^2 \quad \text{- the mass of the hadronic final state.}
\]

(In the case of the elastic scattering \( P' \) is a known quantity, \( P'^2 = P^2 \), and so there are just two kinematical invariants needed).

Fig. 5 suggests the following form for the inclusive differential cross section in the laboratory frame:

\[
d\sigma = \frac{d^3P'}{4I(2\pi)^32\epsilon'} \sum_f (2\pi)^4 \delta^4(P + P' - p - p') \left| -\frac{4\pi \epsilon^2}{(p - p')^2} (\bar{u'} \gamma_{\mu} u)J_{fi}^{\mu} \right|^2
\]  

while for unpolarised lepton scattering it can be represented as

\[
\frac{d^2\sigma}{dx dQ^2} = \frac{\pi\a^3}{Q^2 e^2 M^2} L^{\mu\nu}(q^2, s, P^2)W_{\mu\nu}(q^2, P^2).
\]

The dependence of the tensor \( W_{\mu\nu} \) on two of three invariants is understood from Fig. (5) where only \( P \) and \( q \) are relevant to the lower vertex. The tensor \( L^{\mu\nu} \) is fully understood, but \( W_{\mu\nu} \) contains unknown hadronic currents and we shall concentrate on this.

It is convenient to use the invariant \( \nu = \frac{q^2 P_{\mu}}{M} \) instead of \( P'^2 \) for the structure function \( W_{\mu\nu} \) which, as a consequence of energy-momentum conservation, contains

\[
\delta \left( 1 + \frac{q^2}{2M\nu} \right)
\]

in the case of elastic scattering. In the case of the scattering of two particles without annihilation \( q^2 < 0 \) it is also convenient to make the change of variable from \( q^2 \) to \( Q^2 \):

\[
Q^2 = -q^2 > 0.
\]

As for the physical sense of \( q^2 \), it is obscured when expressed like \( q^2 = (l' - l)^2 \) and is easier to understand in the form \(-q^2 = 2M\nu - (P'^2 - M^2)\). In the target rest frame \( \nu \) is the change of the energy of a lepton, \( \nu = e' - e \), and so \( \sqrt{-q^2}/2M \) is proportional to that part of the energy transferred from the lepton to hadron which goes to the change of the kinetic energy of the latter. It is also useful to note that there are following limits for the ratio \( 0 \leq \frac{-q^2}{2M\nu} \leq 1 \).

After learning more about deep inelastic scattering we can come to another treatment of \( q^2 \). In the case when Bjorken limit holds (see below), \(-q^2 \) can be expressed through

\[
\delta \left( 1 + \frac{q^2}{2M\nu} \right)
\]
the parameter \( x = \frac{-q^2}{2M\nu} \) which is treated as a fractional momentum of the struck quark in the probed nucleon. When \( x = 1 \) the struck quark uniquely defines the motion of the whole nucleon and all the energy transferred from electron energy goes to the change of the kinetic energy. On the contrary, when \( x = 0 \) nothing can change the motion of the hadron and all the energy goes to the increase of its mass. In practice, when we deal with a finite range of transferred energies, the Bjorken limit loses its validity for small \( x \), because then the value of \( q^2 \) is not large enough.

In the striving for the simplest description of the three- or two-quark system (baryons or mesons) it is tempting to describe deep inelastic scattering from quarks as an incoherent scattering from free particles. It is necessary then to define the conditions under which this description could take place. Namely

1) to consider quarks as free we have to require that the time for the inelastic interaction, which is equal to the lifetime of the virtual photon \( (\tau_{\text{dis}} \approx 1/\sqrt{|q^2|}) \), is much smaller than the lifetime of the virtual states of quarks. It can be shown [73] that we have to satisfy to the relation

\[
\frac{1}{\sqrt{|q^2|}} \ll \frac{1}{\sqrt{(xM)^2 + m_1^2 + \sqrt{(1 - x)M^2 + m_1^2 - \sqrt{2M}}} \tag{90}
\]

which is clearly valid at sufficiently large \( q^2 \).

2) for the scattering from the individual quarks to be incoherent the momentum transfers must be much larger than the mass of the hadron, \(-q^2 \gg M\).

It is well known that if we expose a particle to the action of a force, \( \vec{F} \), then its average velocity will be closer to the speed of light the larger the force

\[
\vec{F} = \frac{d\vec{p}}{dt} = \frac{d}{dt} \frac{m_0 \vec{v}}{\sqrt{1 - \vec{v}^2/c^2}}, \tag{91}
\]

but this result plays an important role in deep inelastic scattering and is known as the light-cone phenomenon. It is worth noting that the shift in the coordinate of a particle (which, obviously, is the time of the interaction times speed of light) is of the magnitude \( \tau c \approx c/\sqrt{|q^2|} \) and tends to zero as \( q^2 \to \infty \). It is also useful to see that spatial distances can be as large as one wishes, \(|\Delta \vec{x}| \approx 1/Mx \) and thus it is \( \xi^2 \) which is the parameter that should be considered, rather than \( \xi \), in the questions dealing with the expansion over \( \xi \) (for example in the expansion of the product of operators \( J_\mu(\xi),\bar{J}_\nu(0) \)).

Now, having defined everything necessary for the description of deep inelastic scattering, we write out the explicit form of the tensors \( L^{\mu\nu} \) and \( W_{\mu\nu} \):

\[
L^{\mu\nu} = 4l^\mu l^{\nu'} - 2(l^\mu q^\nu + l^\nu q^\mu) + q^2 g^{\mu\nu} \tag{92}
\]

\[
W_{\mu\nu}(q, P) = \sum_f (2\pi)^4 \delta^4(P' - P - q) \langle N|J_\mu(0)|f\rangle \langle f|J_\nu(0)|N\rangle \tag{93}
\]

\[
= \left( \frac{q_\mu q_\nu}{q^2} - g_{\mu\nu} \right) W_1(q^2, P^2) + \left( P_\mu - \frac{P \cdot q}{q^2} q_\mu \right) \left( P_\nu - \frac{P \cdot q}{q^2} q_\nu \right) W_2(q^2, P^2) \tag{94}
\]

The last equation is constructed from the 5 independent tensors that can be made out of the two four-vectors, \( q^\mu \) and \( P^\mu \), and the tensor \( g_{\mu\nu} \) (\( g_{\mu\nu}, q_\mu q_\nu, P_\mu P_\nu, q_\mu P_\nu, q_\nu P_\mu \) under
two conditions:

1. The tensor $W_{\mu\nu}$ should be symmetric in its indices as required by the invariance of the tensor under the operation of time reversal: $W_{\mu\nu} = W_{\nu\mu}$. This condition reduces the number of independent tensors to 4.

2. From the requirement that the Lagrangian be invariant under gauge transformations $W_{\mu\nu} = 0$ and $W_{\mu\nu}q^\mu = 0$.

Tensors $W_1$ and $W_2$ can be further calculated for elastic scattering and have the form

$$W_1(q^2, \nu) = \frac{F_1(q^2)}{M}$$

$$W_2(q^2, \nu) = \frac{F_2(q^2)}{\nu}$$

where form factors $F_1(q^2)$ and $F_2(q^2)$ are defined so that $F_1(0) = 1$ and $F_2(0) = 1$ to ensure the correct electromagnetic and magnetostatic interactions and $k$ is the anomalous magnetic moment in Bohr magnetons, $k = 1.79$.

It is clear that in order to know more about the nuclear substructure we have to provide the electron with energies as large as possible. From the first point of view we can think of the resolving power of the probe of the structure within the nucleon as of the wavelength of the virtual photon $\lambda_q = 1/\sqrt{|q^2|}$. But when $q^2 \to \infty$ the threat arises that the structure functions themselves will become infinite. In an attempt to solve this problem Bjorken made a hypothesis that at high energies the physics of hadrons does not contain characteristic values of mass [74].

Although an infinite $q^2$ is a potential source of trouble for of $W(\nu, q^2)$ at fixed $\nu$, Bjorken found that if $\nu$ grows such that the ratio $q^2/\nu$ is constant then the hadronic tensor will depend on only one, finite, variable $\sim q^2/\nu$. It is convenient to choose that variable in the form $x = \frac{Q^2}{M\nu}$ and then let this Bjorken variable $x$ range from 0 to 1 with $x = 1$ corresponding to elastic scattering.

Now, in the Bjorken limit, the structure functions $W_1$ and $W_2$ take the form

$$W_1(q^2, \nu) = \frac{F_1(x)}{M}$$

$$W_2(q^2, \nu) = \frac{F_2(x)}{\nu}$$

and equation (96) simplifies to

$$W_{\mu\nu}(x) = \left( \frac{q_\mu q_\nu - g_{\mu\nu}}{q^2} \right) \frac{F_1(x)}{M} + \left( \frac{P_\mu}{q^2} - \frac{P \cdot q}{q^2} q_\mu \right) \left( \frac{P_\nu}{q^2} - \frac{P \cdot q}{q^2} q_\nu \right) \frac{F_2(x)}{\nu}$$

There are two more important relations that we show here - between functions $F_1(x)$, $F_2(x)$ (Callan-Gross [75]) and quark distributions, which show the physical sense of structure functions:

$$2x F_1(x) = F_2(x) = \sum_i e_i^2 [x q_i(x) + x \bar{q}_i(x)]$$

$(q_i$ can be interpreted here as the probability of finding a quark of type $i$ with fraction $x$ of the proton momentum)
It is possible to calculate these structure functions in the simple, spherical MIT bag model [79]$^{16}$ and the comparison with the experimental data is good. In the next section we extend that work, using the method of the calculation described there and investigate the question of charge symmetry violation in quark structure functions. We show that the relative difference of the quark distributions for the intermediate values of Bjorken $x$ is significantly bigger than it was previously thought to be.

$^{16}$For related methods of the calculation of parton structure function see, for example, Ref. [77]-[82].
Figure 5: Deep inelastic scattering of a lepton off a nucleon.
6.2 Charge Asymmetry of Parton Distributions

The question of the flavor dependence of parton distributions has been the subject of detailed investigation [79]-[91], particularly since the recent confirmation of the violation of the Gottfried sum-rule [92, 93] by the New Muon Collaboration [94]. Most of this attention has focussed on the rather arbitrary assumption of SU(2) flavor symmetry in the sea, namely that:

\[
\bar{d} = \bar{u} = \bar{d}_{\text{sea}} = \bar{u}_{\text{sea}}. \tag{101}
\]

This assumption, which is built into almost all phenomenological analyses, is based on the idea that the sea is generated perturbatively through the process \( g \to q\bar{q} \). It is particularly worrying that the violation of the Gottfried sum-rule requires only that:

\[
\int \bar{d}(x)dx \neq \int \bar{u}(x)dx, \tag{102}
\]

which is much less restrictive than Eq. (101).

Our purpose in this chapter is to investigate an even less restrictive assumption built into all analyses of deep-inelastic data. This is charge symmetry, which is part of the notation of the parton model [95]. Although this is, in general, a very good assumption, we will show that for the "minority" quark distributions there is a region of \( x \) where relative differences between neutron and proton will occur at a level significantly greater than is generally assumed. We will explain the origin of these large relative differences.

Charge symmetry is the invariance of the strong interaction Hamiltonian under a rotation by 180 degrees about the 2-axis in isospace [96]. Such a transformation interchanges protons with neutrons (and up with down quarks). Since these masses are equal to better than 0.2% charge symmetry is expected to be significantly better than isospin in strongly interacting systems. In the context of the parton model, charge symmetry implies \( u^n = d^n, \ d^n = u^p, \) etc. Indeed the parton distributions \( u(x, Q^2), \ d(x, Q^2) \) and so on are defined with respect to the proton, the corresponding quantities in the neutron being determined by charge symmetry.

Within the standard model, \( SU(3) \times SU(3) \) chiral symmetry in the light-quark sector is broken by a quark mass term [97, 98]

\[
H = \int d^3 x (m_u \bar{u}u + m_d \bar{d}d + m_s \bar{s}s). \tag{103}
\]

From the observed masses of \( \pi, K \) and \( \eta \) Gasser and Leutwyler [98] found the ratio \( m_s/\bar{m} = 25 \), where \( \bar{m} = \frac{1}{2}(m_u + m_d) \). A connection between \( m_s \) and \( (m_d - m_u) \) was extracted from the ratio of the strength of \( SU(3) \) to \( SU(2) \) symmetry breaking obtained from the mass differences \( K^+ - K^0, p - n, \Sigma^+ - \Sigma^- , \Xi^0 - \Xi^- \) and from the amplitude for \( p - \omega \) mixing. The result was \( R \equiv (m_s - \bar{m})/(m_d - m_u) \approx 43 \) and hence the ratio \( m_d/m_u \approx 1.8 \) was obtained. The fact that \( m_d \not= m_u \) means that both isospin and charge symmetry are broken together.

Now to find the absolute values of the light quark masses one has to know \( \bar{m} \). An early estimate of Leutwyler [99], based on an SU(6) analysis of meson masses, gave \( \bar{m} \approx 5.4 \) MeV, while in the framework of QCD sum-rules Vainshtein et al. [100] found \( \bar{m} \approx 6.5 \) MeV. Another result can be found in the work of S. Narison and E. Rafael [101], who obtained \( \bar{m} \approx 4.7 \) MeV. We note that to explain the almost perfect isospin symmetry of the strong interactions one should compare the masses of the \( u \) and \( d \) quarks not to each other but to typical eigenvalues of the strong Hamiltonian - interacting quarks have energies of the order of the strong interaction scale (i.e. of order \( m_u/2 \)). Thus one usually expects charge symmetry violation at a level below one percent. As we shall see, at large
x we predict a substantially greater violation of charge symmetry in the minority parton distribution functions.

Our specific aim is to investigate the various effects which break the charge symmetry relation for the valence quarks, \( d_2^V(x) = u_2^V(x) \). This requires a method for evaluating quark-parton distributions in a given quark model. Considerable effort has been devoted to this problem over the past twenty years, beginning with the work of Jaffe in the MIT bag model [102] and Le Yaouanc et al. [103] in the non-relativistic quark model [104, 105, 106, 107]. At heart most of these calculations rely on the working hypothesis that the model is an approximate solution to QCD at some low momentum scale, where most of the nucleon's momentum is carried by valence quarks [108]. One evaluates the twist-two distributions at this scale and compares with data after QCD evolution to a scale where the leading twist contribution dominates.

For our calculations we shall use the mathematical apparatus of the MIT bag model, described in Part I, which has the advantage that analytic expressions can be written down for all but the final stages of the calculation. Previous experience suggests that any relativistic confining model should produce similar results. In order to evaluate the bag model parton distributions we employ the method developed by the Adelaide group [109, 110, 111]. This ensures correct support and has been shown to produce quite a respectable description of the valence distribution and the \( d/u \) ratio for values of Bjorken \( x \) up to \( x \simeq 0.7 \). In this model the dominant configurations which determine the parton distributions are two-quark and four-quark intermediate states.

Following the approach of Schreiber et al. [111] the spin-averaged, valence parton distribution associated with a two-quark intermediate state is:

\[
q_2^{(u,d)}(x) = \frac{M}{2(2\pi)^2} \sum_{m,\mu} <\mu|P_{(u,d),m}|\mu> \int_{\frac{1-x}{2M(1-x)^2}}^{\infty} dp \left[ \frac{|\phi_2(P_n)|^2}{|\phi_3(0)|^2} \right] |\Psi_m(P_n)|^2 .
\]

(104)

Here \( q_2^{(u,d)}(x) \) is the up or down quark distribution (at the bag scale) for a two-particle intermediate state, \( \Psi_m(P_n) \) is the Fourier transform of the struck quark wave function, \( M \) is the mass of the neutron or proton and \( <\mu|P_{(u,d),m}|\mu> \) is the probability to find a parton of flavor \( u \) or \( d \) in the proton with spin \( \mu \). In addition, \( M_2 \) is the mass of the two-quark intermediate state, and \( \phi_i(p) \) is the Fourier transform of the Hill-Wheeler overlap function for an \( i \)-quark bag. It has the form

\[
|\phi_i(p)|^2 = \int dx e^{-ipx} \left[ \int dy \Psi^*(y - x)\Psi(y) \right]^2 ,
\]

(105)

and in the specific case considered here it is

\[
\frac{|\phi_2(P_n)|^2}{|\phi_3(0)|^2} = \frac{\Omega^2 - \sin^2\Omega}{u} \int_0^\Omega \frac{dv}{v^2} \sin^2\frac{2\pi v}{\Omega} T^2(v) , \quad u = |P_n|R
\]

(106)

\[
T(v) = \frac{1}{2} - (1 - \cos[2\Omega])(1 - b)\frac{v^2}{2\Omega^2} - \frac{1}{2} \cos[2v] + \frac{1}{2} b(\cos[2\Omega] - \cos[2(\Omega - v)]) + (\Omega - v) \sin[2v] + \frac{1}{2\Omega} ((\sin[2\Omega] - \sin[2v] - \sin[2(\Omega - v)])(1 - b))
\]

(107)

where \( b \) denotes \( m/\epsilon \) and \( \epsilon \) is the quark eigenenergy, given by

\[
\epsilon = \frac{1}{R} \left[ \Omega^2 + (mR)^2 \right]^{1/2}.
\]

(108)

(In order to avoid mixing of Bjorken \( x \) with the \( x \) defined in (52) we shall temporarily use \( \Omega \) instead of the \( x \) for the latter)
For a quark of mass $m$ (inside the bag) the 1s eigensolution of the Dirac equation can be written in the form

$$\Psi_m(x) = N \left[ \sqrt{1 + \frac{m}{\epsilon}} j_0 \left( \frac{|r|}{R} \right) \chi_m \right] \Theta(R - |x|),$$

(109)

where we take the bag radius $R$ to be 0.8 fm. The normalisation constant has the form

$$N^{-2}(\Omega) = 4\pi R^3 j_1^2(\Omega) \frac{2\epsilon(\epsilon - 1/R) + m/R}{\epsilon(\epsilon - m)}.$$

(110)

The dominant contribution to the valence quark distribution arises from a two-quark intermediate state, while that for antiquarks is associated with four-quark intermediate states. As in Ref. [111] we treat the four-quark term purely phenomenologically, parameterising it as $(1 - x)^7$ with the strength chosen to correctly normalise the valence distribution. (After QCD evolution to 10 GeV$^2$, where the leading twist calculation can be compared directly with data, the minor uncertainty associated with this procedure is restricted to $x \leq 0.1$.) For simplicity we shall concentrate on the difference between the valence $d$ and $u$ distributions in the proton and neutron respectively. If we use an SU(6) spin-flavor wave function for the nucleon$^{17}$ the quantum numbers of the spectator pair are uniquely determined in this case to be $S = I = 1$. Taking into account the spin-dependent force needed to split nucleon and delta (one-gluon-exchange in the original bag model, pions or instantons in other versions) we expect this pair to have a mass, $M_2$, of order 800 MeV. (The splitting between the $S = 0$ and $S = 1$ di-quarks plays a vital role in the spin-flavor dependence of parton distributions [110, 111, 112]—e.g. the $d/u$ ratio mentioned earlier.)

Our aim is to investigate all the possible sources of difference between $d_{1V}^p$ and $u_{1V}^n$. One can see that there are four such points. We investigate each of them separately to find their relative strength. The most obvious source is the mass difference between the nucleons—the proton mass, $M(\nu)$, being lighter than that of the neutron, $M(n)$, by 1.3 MeV. These masses enter Eq. (103) both explicitly, and implicitly through the definition of Bjorken $x$. The contribution to the relative difference in valence quarks, $(2(d_{1V}^p - u_{1V}^n))/(d_{1V}^p + u_{1V}^n)$, is shown at $Q^2 = 10$ GeV$^2$ by the solid curve in Fig. 6, and at the bag scale in Fig. 7. Clearly the relative difference is insensitive to the scale and can be as large as 2% at $x = 0.7$. Incidentally, we do not show the calculated difference beyond $x = 0.7$ because in this region the valence distribution calculated for the bag drops below the experimentally measured distribution. As a result we cannot be sure that the results are reliable there.

Another possible source is the difference of masses of the intermediate states. For the distribution of up quarks in the neutron the two quark intermediate state consists of two down quarks, while for down quarks in the proton we have two up quarks.

Taking into account the greater Coulomb repulsion in the latter case, as well as the $u$-$d$ mass difference, we expect a mass splitting of approximately 4 MeV between these two

$^{17}$ The wavefunctions of a proton and neutron in the SU(6) model are [83]

$$P = \frac{1}{\sqrt{18}} (2u \uparrow d \uparrow u \uparrow + 2u \uparrow u \uparrow d \uparrow + 2d \uparrow u \uparrow - u \uparrow u \downarrow - u \uparrow u \uparrow d \uparrow - u \downarrow d \uparrow u \uparrow - u \uparrow u \downarrow - u \uparrow u \uparrow d \uparrow)$$

(111)

$$N = \frac{1}{\sqrt{18}} (-2d \uparrow u \downarrow d \uparrow + - 2d \uparrow d \uparrow u \downarrow - 2u \downarrow d \uparrow d \uparrow + u \uparrow d \downarrow d \uparrow - d \uparrow u \uparrow d \downarrow - d \downarrow d \uparrow u \uparrow - d \uparrow d \downarrow d \uparrow - d \downarrow d \uparrow u \uparrow)$$

(112)
di-quark states [113]. The effect of this mass splitting between two quark intermediate states rises to +15% at $x = 0.7$, and is shown by the dash-dot curve in Figs. 6 and 7.

The third, and possibly most obvious, place where charge asymmetry may arise in parton distributions is through the dependence of the the bag wave function (Eq. 109) on the quark mass. In fact this correction is the smallest of the three effects considered thus far, being of order 1% (for quark masses of 4 MeV and 8 MeV [113]). Finally, the non-linear boundary condition leads to a very small change in the bag radius between proton and neutron. This effect also produces a small charge symmetry breaking contribution which can be as large as -2%, as indicated by the dashed curve in Figs. 6 and 7.

In Figs. 6 and 7 we also show the total influence of all the contributions described above using a heavy solid line. Clearly the charge symmetry violation is dominated by the difference in di-quark mass. Note that while we have chosen $m_d$ and $m_u$ to be 8 MeV and 4 MeV respectively our results are not sensitive to the absolute value of the quark mass but to the difference $(m_d - m_u)$. When these calculations were repeated with a bag radius of 0.6 fm very similar results were obtained. Thus the effect reported here is remarkably insensitive to changes in the momentum scale, the bag radius and the absolute values of the quark masses. Finally we note that since the residual di-quark pair for both the distributions $u^r$ and $d^r$ would be a $ud$ pair the difference between these would be much smaller than the case we have studied.

One might ask whether our prediction of such a large charge symmetry violation is an artifact of assuming a fixed diquark mass. In general one might expect a distribution of diquark masses rather than a single, sharp mass. In Fig. 8 we show the results of using such a distribution. The calculation is identical to that of Fig. 6, except that the diquark mass is averaged over a distribution of masses centered at 800 MeV ($d^p$) and 804 MeV ($u^n$) with a width of 200 MeV ($\sim \Lambda_{QCD}$). For $x \sim 0.7$, the predicted charge symmetry violation is reduced somewhat. Nevertheless, the qualitative effect clearly persists and even the quantitative behavior is very similar – except at the largest values of $x$. This demonstrates that our prediction for significant charge symmetry violation, in the fractional minority quark parton distributions, is dominated by the diquark mass difference of 4 MeV, the fact that the effective average diquark mass is large (roughly 800 MeV), and the fact that $d^p(x) << u^p(x)$ for large $x$. As all of these assumptions are quite well founded, we believe that our prediction is robust.

Although our interest here is centered on the distributions of valence quarks we would like to present here our estimates for sea quarks as well. The calculation is done by taking into account all of the sources of CSV that were considered for valence quarks. The result is presented in Fig. 9.

Our estimates for charge symmetry breaking in parton distributions are at first sight surprising. One would naively have expected charge symmetry to be obeyed to well within one percent, whereas we find fractional differences between $d^r_v(x)$ and $u^r_v(x)$ up to ten percent. It would clearly be of great interest to test the theoretical ideas presented here experimentally. This is made rather difficult by the absence of a free neutron target. However, it appears that a comparison of deep-inelastic scattering from protons and deuterons, particularly Drell-Yan processes induced by charged pions, could isolate these effects (see Chapter 8). Finally, the significant size of the effect discussed here suggests that one should also review the application of deep-inelastic scattering to extract parameters of the standard model, since the implicit assumption of charge symmetry in the parton distributions may introduce unexpected problems.

To conclude this Section we would like to point out a related paper by E. Sather [116]. Motivated by the work of Refs.[109]-[112] Sather considered the effect of di-quark mass splitting on charge symmetry breaking in parton distributions. Rather than working with a particular model he developed an approximate method for estimating the effect of di-
quark mass splitting. He also found significantly smaller charge symmetry violation for the 'majority' quarks $u^p - d^n$, than for the 'minority' quarks $d^p - u^n$. Because he did not work with a particular model the smaller charge symmetry breaking effects examined in this letter were not considered by Sather. Although the difference $d^p - u^n$ found by Sather was not as large as our result, he showed that even the smaller difference could produce an error in the extraction of $\sin^2 \theta_W$ as big as 0.002. This large effect makes the need for experimental verification of our result even more pressing.
Figure 6: Contributions from various sources to the symmetry breaking for valence quarks at $Q^2 = 10$ GeV$^2$. Unless otherwise specified, parameters are: $m_d = m_u = 0$ MeV; $M^{(n)} = M^{(p)} = 938.27$ MeV; $M_2^{(n)} = M_2^{(p)} = 800$ MeV; $R^{(n)} = R^{(p)} = 0.8$ fm. The heavy, solid line shows the combined effect of all four contributions.
\begin{align*}
M_n &= 804 \text{ MeV}; \\
M_p &= 800 \text{ MeV}; \\
M' &= M_p + 1.3 \text{ MeV}; \\
m_d &= 8 \text{ MeV}; m_u &= 4 \text{ MeV}; \\
R_n &= 0.7986 \text{ fm}; R_p &= 0.8 \text{ fm}.
\end{align*}

Figure 7: Contributions from various sources to the symmetry breaking for valence quarks at the bag scale. Unless otherwise specified, parameters are: \(m_d = m_u = 0 \text{ MeV}; M^{(n)} = M^{(p)} = 938.27 \text{ MeV}; M_n^{(n)} = M_p^{(p)} = 800 \text{ MeV}; R^{(n)} = R^{(p)} = 0.8 \text{ fm}.\) The heavy, solid line shows the combined effect of all four contributions.
Figure 8: Contributions from various sources to the symmetry breaking for valence quarks at $Q^2 = 10$ GeV$^2$. Unless otherwise specified, parameters are: $m_d = m_u = 0$ MeV; $M^{(n)} = M^{(p)} = 938.27$ MeV; the average diquark mass is “smeared,” with a mean value of 800 MeV and a width of 200 MeV; $R^{(n)} = R^{(p)} = 0.8$ fm. The heavy, solid line shows the combined effect of all four contributions.
Figure 9: Contributions from various sources to the symmetry breaking for sea quarks at $Q^2 = 10$ GeV$^2$. Parameters are: $m_d = m_u = 0$ MeV; $M^{(n)} = M^{(p)} = 938.27$ MeV; $M_2^{(n)} = M_2^{(p)} = 800$ MeV; $R^{(n)} = R^{(p)} = 0.8$ fm. The heavy, solid line shows the combined effect of all four contributions.
7 $Q^2$ dependence of structure functions.

7.1 Phenomenology of $Q^2$ dependence of structure functions.

The dependence of the quark and gluon content of a hadron on the energy at which the system is probed is qualitatively understood and with the advent of QCD\textsuperscript{18} it is possible to describe this phenomenon numerically. However, it is not possible to make a model which would describe the state of quarks at any given value of the energy. As a result, one creates models at the low energy scale where the system made of gluons, all sorts of quarks and other particles appearing at short distances from the quark can be considered as just one complicated particle, the valence quark, with subsequent evolution of the structure functions to the experimental region of values of the momentum transfer $Q^2$ where they can be compared with the experimental data. We shall discuss the numerical solution of this problem in the next Section, but first let us recall its origin.

An attempt to describe the interaction of particles at short distances led to divergent integrals necessitating a renormalisation procedure which would give the correct physical properties of particles, such as charge, mass and so on. This renormalisation procedure was set up long before the appearance of QCD and applied in QED. As for quarks, ignoring the interaction between quarks at energies greater than 500 MeV is impossible.

Formulæ describing the $Q^2$-dependence of structure functions can be found using the renormalisation group equations. We shall consider the case of non-singlet structure functions only. From one side, it is not complicated by the mixing between gluon and singlet-quark operators and, from the other, provides us with all the information necessary for our further use.

From dimensional arguments it can be shown that the Green function at an arbitrary momentum transfer, $\mu$, can be expressed through its value at some specific momentum transfer, $\Lambda$, as

$$G(Q, g, \mu) = Z(g_0, \frac{\Lambda}{\mu})G_0(Q, g_0, \Lambda).$$ (113)

The independence of the Green function on the renormalisation scale

$$\frac{dG}{d\mu} = 0$$ (114)

leads to the renormalisation group equation for the Wilson coefficients [69]

$$\left( \mu \frac{\partial}{\partial \mu} + \beta(g) \frac{\partial}{\partial g} - \gamma_n \right) C_n(Q^2/\mu^2, g) = 0$$ (115)

where

$$\beta(g) = \mu \frac{\partial g}{\partial \mu}$$ (116)

and the anomalous dimension

$$\gamma_n = \mu \frac{\partial}{\partial \mu} (\ln Z_n).$$ (117)

\textsuperscript{18}Recently there has appeared another model which might be a competitor to QCD [114]. This model, however has not been thoroughly investigated yet and first numerical estimates show that it differs from QCD so little that the present level of experiments can not tell which of the models describes reality better. We shall provide all necessary calculations within QCD, which has proven to be a very powerful tool in the description of DIS.
The solution of equation (115)

\[ C_n(Q^2/\mu^2, g^2) = C_n(1, \bar{g}^2)\exp \left[ -\int_{\bar{g}(\mu^2)}^{g(Q^2)} dg \frac{\gamma_n(g')}{\beta(g')} \right], \]

allows us to find the non-singlet moments through the technique of the operator product expansion, which can be used, finally, for the numerical calculation of the \(Q^2\) dependence of structure functions

\[ M_n(Q^2) = \left[ \frac{\alpha(Q^2)}{\alpha(\mu^2)} \right]^{\gamma_n/2\beta_0} M_n(\mu^2) \]

with

\[ \gamma_n = \frac{8}{3} \left( 4 \sum_{j=1}^{n} \frac{1}{j} - 3 - \frac{2}{n(n+1)} \right) \]

and the strong coupling

\[ \alpha(Q^2) = \frac{4\pi}{\beta_0 \ln(Q^2/\Lambda_{QCD}^2)} \]

which is one of the most important quantities in QCD, reflecting the asymptotic behavior of the interaction of quarks at short distances. \(\Lambda_{QCD}\) is an ultra-violet cut-off with the value \(\Lambda_{QCD} \sim 200\) MeV.

In all the formulae above, the functions \(C_n\), \(\gamma_n\) and \(\beta\) can be found by the use of perturbation theory and in the first approximation are given by

\[ C_n(1, g^2) = C_{0,n} + O(g^2), \]

\[ \gamma_n = \gamma_{0,n} \frac{g^2}{16\pi^2} + O(g^2), \]

\[ \beta(g) = -\beta_0 \frac{g^3}{16\pi^2} + O(g^5). \]

In a few places in the previous chapters there were calculations of structure functions evolved from one energy value to another, which were done using the method developed in [115] and based on Bernstein polynomials. In the next section we offer two other numerical methods and compare them with calculations based on the Laguerre and Bernstein polynomials.
7.2 Numerical description of $Q^2$ dependence of structure functions.

After the appearance of the first paper on the method of the evolution of structure functions, by Altarelli and Parisi [117], a number of both analytic and numerical methods have been developed. We can highlight the following three approaches:

1. Altarelli-Parisi equation based methods [118, 122].

The Altarelli-Parisi equation is

$$\frac{dq(x, t)}{dt} = \int_x^1 \frac{dy}{y} q(y, t) P\left(\frac{x}{y}\right)$$

(125)

where

$$P(z) = C_2(R) \left( \frac{1 + z^2}{(1 - z)^2} + \frac{3}{2} \delta(1 - z) \right)$$

(126)

$$t = -\frac{2}{\beta_0} \ln \left( \frac{\alpha(Q^2)}{\alpha(\mu^2)} \right)$$

(127)

and

$$\int_x^1 \frac{f(z)}{(1 - z)_+} dz = \int_x^1 \frac{f(z) - f(1)}{1 - z} dz.$$  

(128)

Eq. (125) can be represented in another, more convenient form [86]:

$$q(x, t) = \int_x^1 \frac{dy}{y} q(y, t) F\left(\frac{x}{y}, t\right).$$

(129)

2. Mellin transform based methods [123]-[128]:

$$q(x, t) = \int_0^{\infty} \frac{dn}{2\pi i} x^n M(n, t_0) e^{-A(n)(t - t_0)}$$

(130)

where

$$M(n, t_0) = \int_0^1 dn x^{n-1} q(x, t_0)$$

(131)

$$A(n) = \frac{4}{25} \left( 1 - \frac{2}{n(n + 1)} + 4(\psi(n + 1) - \psi(2)) \right).$$

(132)
3. Bernstein polynomials based methods \cite{131,132,135}.

\[
q(x, Q^2) = \int_0^1 \Delta(y - x)q(y, Q^2)dy
\]  
(133)

with \( \Delta(y - x) \) represented by Bernstein polynomials

\[
\Delta(y - x) = \lim_{N,k \to \infty; k/N \to x} \frac{(N+1)!}{(N-k)!k!} y^{k}(1-y)^{N-k}
\]

\[= \lim_{N,k \to \infty; k/N \to x} \frac{(N+1)!}{k!} \sum_{l=0}^{N-k} \frac{(-1)^l}{l!(N-k-l)!}
\]  
(134)

A few other methods can be found in the literature \cite{132,133}, with various advantages and disadvantages, but they are not widely used. For example, one can use the expansion of the structure function in a series \( a_0 + a_1 x + a_2 x^2 + \cdots + a_n x^n \) which is unfortunately very restricted in its accuracy - and if used with more than 10 components gives incorrect results.

Calculational methods frequently use some approximate form for the structure functions (usually in the form \( x^a(1-x)^b \)). We note, however, that although this approach gives good results it is less useful for distributions found in low-energy models, such as the bag model.

We present here new method of numerical evolution which is based on the approximation of the quark distributions as \( q(x) = c(d + x)^a(1-x)^b \).

As we have mentioned above, it is often accepted that structure functions can be approximated by the form \( cx^a(1-x)^b \). Here we investigate the validity of this approximation numerically.

First of all we note that it is more correct to consider not the approximations to the structure functions (although it is structure functions that are measured in an experiment) but to the quark distributions themselves. In this case we prefer an approximation of the form \( c(d+x)^a(1-x)^b \) rather than \( cx^a(1-x)^b \), for that better describes the real distributions of quarks. As it is clear we need any 4 moments to find the coefficients \( a, b, c \) and \( d \). It would be possible to take any four moments only in the case when structure functions exactly obey the form \( c(d+x)^a(1-x)^b \). In practice, however, the matter is not so perfect and now we shall see what is happening.

As the sources of inaccuracy will enter the singlet case in the same way as in the non-singlet one, it is enough to consider either the singlet or non-singlet region. To avoid unnecessary problems we restrict ourselves to the latter case.

Let us consider first the evolution which we shall refer to as “mild”. For the initial distribution we shall take \( q(x) = x(1-x) \) and evolve it from 0.1 to 1 GeV².

As one can see from Fig. 10 all three methods give results so close for \( x > 0.1 \) that it is impossible to distinguish between them. The difference, however, exists and can be seen if we plot the relative (to exact) moments of distributions against the number of the moment (Fig. 11). The result is striking - the line corresponding to the Laguerre polynomial method rushes out of sight just after the 25th moment. Nevertheless, its quark distribution in Fig. 10 looks quite good.

We can quickly solve this puzzle if we recall that by definition the moments are \( M(n) = \int_0^1 dx x^{n-1} q(x) \) and this shows us that the large-n moments are responsible for the large \( x \) behaviour. Now we see that quark distributions in the region \( x < 0.95 \) are almost insensitive to the moments with \( n \) greater than 20.
It is interesting to understand the role of the first 20 moments and we take a closer look at the region of small $x$ and $n$ (Figs. 12 and 13). Making a tight string at large $x$ three lines start diverging at $x \approx 0.1$. Certainly, a too rapid change in the behavior of these curves cannot correspond to any real quark distribution, and so the best curve is the one corresponding to using just 4-moments. From Fig. 13 we can see what makes the curves so different. Apparently the reason lies in the accuracy of the first moments. Although the accuracy of the moments 1..20 in the calculation based on the Bernstein polynomials is surprising, there is a problem with the very first moment and this is what spoils the small $x$ region of the solid line. As for the Laguerre polynomial method, it only has the first (and 13th) moment exact and this appears to be not enough for an accurate result.

Using these three programs we can now consider more realistic distributions of the form $cx^n(1-x)^b$, for example $x^3(1-x)$, and evolve it from the same 0.1 to 10 GeV$^2$ (Fig. 14). This kind of distribution, when $a$ is greater then $b$ is related to the system considered on the bag scale ($\sim$ 200-500 MeV). The results of the evolution are presented in Fig. 14. Now the discrepancy between the curves in the region of $x < 0.1$ becomes significant. It is easy to find out which method gives a better result by looking at their moments on Fig. 15.

Apart from the practical use, the evolution based on the approximation $q(x) = c(d + x)^a(1-x)^b$ allows us to investigate the role that different moments play with respect to the accuracy.

There are four series of moments depicted in Fig. 16: (1,2,3), (2,3,4), (1,5,10) and (1,10,25). The comparison of the curves shows that quark distributions are essentially different for the moments (1,2,3) and the rest (Fig. 16). It appears to be very important to keep the first moments accurate for the distributions in the region of $x < 0.2$ be correct. When one leaves these moments unfixed it is not important whether it is 2nd, 5th or the 15th moment that is exact.

The issue from this investigation is that one can successfully use any of the three approximations described above in the region $0.1 < x < 0.95$. Which method one should chose depends on the circumstances.

The method based on Bernstein polynomials is very valuable when evolving distributions of quarks found from low energy models. These sorts of distributions are often very different from those which could be described by the approximation $q(x) = x^a(1-x)^b$.

The main advantage of the method based on the Laguerre polynomials is that in addition to good accuracy it is also the fastest of these three methods.

The last of the methods that we have considered is useful when one wants to get a smooth distribution at small values of Bjorken $x$ without invoking additional parametrisations (as we did, for example, in Chapter 6).
Figure 10: The distribution $x(1-x)$ is evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line — Bernstein polynomials, b) dash-triple-dot — Laguerre polynomials, c) dash-dot — $q(x) = c(d + x)^a(1 - x)^b$. 
Figure 11: The dependence of the relative moments on the number of the moment for the distribution $x(1-x)$ evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line – Bernstein polynomials, b) dash-triple-dot – Laguerre polynomials, c) dash-dot – $q(x) = c(d+x)^a(1-x)^b$. 

\[M/M_0\] vs. \[n (moment)\]
Figure 12: The region of small Bjorken $x$ for the distribution $x(1 - x)$ evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line – Bernstein polynomials, b) dash-triple-dot – Laguerre polynomials, c) dash-dot – $q(x) = c(d + x)^a(1 - x)^b$. 
Figure 13: The region of small moments for the distribution $x(1 - x)$ evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line – Bernstein polynomials, b) dash-triple-dot – Laguerre polynomials, c) dash-dot – $q(x) = c(d + x)^a(1 - x)^b$. 
Figure 14: The distribution $x^3(1-x)$ is evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line - Bernstein polynomials, b) dash-triple-dot - Laguerre polynomials, c) dash-dot - $q(x) = c(d+x)^a(1-x)^b$. 
Figure 15: The dependence of the relative moments on the number of the moment for the distribution $x^3(1-x)$ evolved from 0.1 to 10 GeV$^2$ using 3 methods: a) solid line – Bernstein polynomials, b) dash-triple-dot – Laguerre polynomials, c) dash-dot – $q(x) = c(d + x)^a(1 - x)^b$. 
Figure 16: The distribution $x^3(1 - x)$ is evolved from 0.1 to 10 GeV$^2$ using the methods $q(x) = c(d + x)^a(1 - x)^b$. Different moments are taken as exact: a) solid line $- (2,3,4)$, b) dash-triple-dot $- (1,5,10)$, c) dash-dot $- (1,2,3)$, d) dash $- (1,10,25)$. 
Figure 17: The dependence of the relative moments on the number of the moment for the distribution $x^3(1-x)$ evolved from 0.1 to 10 GeV$^2$ using the methods $q(x) = c(d+x)^a(1-x)^b$. Different moments are taken as exact: a) solid line – (2,3,4), b) dash-triple-dot – (1,5,10), c) dash-dot – (1,2,3), d) dash – (1,10,25).
8  Drell-Yan process as a probe of CSV in hadrons and the method of measuring sea quarks distributions in pions.

8.1  Drell-Yan process.

Although deep inelastic scattering is a very useful tool for studying hadronic substructure there is another way of extracting valuable information on the distributions of quarks inside nucleons and pions - the Drell-Yan process.

The Drell-Yan process [170] is a hadron-hadron collision in which a lepton-lepton pair is produced along with unobserved hadrons

\[ p + p \rightarrow \gamma + X \rightarrow l^+l^- + X \]  

(136)

It was hypothesised (on the basis of the parton model) that in the limit

\[ s \equiv (p_1 + p_2)^2 \rightarrow \infty \]  

(137)

but

\[ \tau = q^2/s \]  

(138)

finite (where \( q^2 \) is the invariant mass of the virtual particle), the main process is the annihilation of the quark from one hadron with an antiquark from another to form a vector boson. In this case the mass of the boson is

\[ q^2 = (x_1p_1 + x_2p_2)^2 \]  

(139)

with \( x_1 \) and \( x_2 \) being the fractions of the hadron momenta carried by the quarks. Subsequently this virtual boson decays to a \( e^+e^- \), \( \mu^+\mu^- \) or \( \tau^+\tau^- \) pair in the case of the photon and Z boson and to \( e\nu, \mu\nu \) or \( \tau\nu \) pairs in the case of the W boson. Here we shall confine ourselves to the case of a photon which is depicted in Fig. 18.

In the centre of mass system the momenta of hadrons are

\[ p_1^\mu = (P, 0, 0, P) \]  

(140)

\[ p_2^\mu = (P, 0, 0, -P) \]  

(141)

and so

\[ s = 4P^2. \]  

(142)

Considering also that the momenta of quarks 1 and 2 are

\[ x_ip_i, \quad i = 1, 2 \]  

(143)

we find the momentum of the boson and its square to be

\[ q^\mu = ((x_1 + x_2)P, 0, 0, (x_1 - x_2)P) \]  

(144)

\[ q^2 = 4x_1x_2P^2 \]  

(145)

and

\[ \tau = 4x_1x_2P^2/s = x_1x_2. \]  

(146)
To calculate the differential cross section of the hadron-hadron collision we have first to consider the subprocess,

\[ q + \bar{q} \rightarrow l^+ + l^- \]  

(147)  

the cross section for which can be found from the similar process in QED [134]

\[ e^+ + e^- \rightarrow \mu^+ + \mu^- \]  

(148)  

with

\[ \sigma_{e^+e^-\rightarrow\mu^+\mu^-} = \frac{4\pi\alpha^2}{3q^2}. \]  

(149)  

Thus, denoting \( e_i \) the charge of the quark \( q_i \) we find

\[ \sigma_{q_i\bar{q}_i\rightarrow e^+e^-} = \frac{4\pi\alpha^2 e_i^2}{3n_c q^2}, \]  

(150)  

which is the cross section to be used with parton distributions which are summed over colour.

Now it is simple to reach our goal and the only thing left is to multiply \( \sigma_{qq^\prime-l^+l^-} \) by the probabilities for finding a quark of type \( i \) with momentum fraction \( x_1 \) and an antiquark of the same type with fraction \( x_2 \)

\[ q_i(x_1)dx_1\bar{q}_i(x_2)dx_2 \]  

(151)  

summed with the similar probabilities, but now for quark carrying momentum \( x_2 \) and antiquark - \( x_1 \)

\[ q_i(x_2)dx_2\bar{q}_i(x_1)dx_1. \]  

(152)  

Finally we write down the cross-section of the Drell-Yan process as

\[ \sigma_{pp\rightarrow l^+l^-} = \frac{4\pi\alpha^2}{3n_c q^2} \sum_i e_i^2 \int_0^1 [q_i(x_1)\bar{q}_i(x_2)] + \bar{q}_i(x_1)q_i(x_2)] \frac{dx_1dx_2}{x_1x_2} \delta\left(1 - \frac{s}{x_1x_2} - \frac{s}{q^2}\right) \]  

(153)  

This formula can be improved by considering QCD corrections which come from a few sources - for example, from the dependence of the quark number densities, \( q_i(x) \) on \( q^2 \). The reader interested in this topic can find discussions on this subject in Ref. [135]-[141]. We, however, turn our attention to the advantages provided by the Drell-Yan annihilation of meson beams for studying the effect of charge symmetry violation. Before that we would like to mention that the experiments with muons were introduced to directly investigate the question of whether the generation of the massive muon pairs is due to the quark-antiquark annihilation or not. For the isoscalar target one finds the relation\(^\text{19}\)

\[ \frac{4\pi^+C \rightarrow \mu^+\mu^-}{4\pi^-C \rightarrow \mu^+\mu^-} = \frac{1}{4} \]  

(155)  

for valence quarks (i.e for \( x > 0.2 \)) and this is found to be in good agreement with experiment [142].

\(^{19}\)For the target with \( a \) protons and \( b \) neutrons in the nucleus one can find

\[ R = \frac{\pi^+(aP + bN) \rightarrow \mu^+\mu^-}{\pi^-(aP + bN) \rightarrow \mu^+\mu^-} = \frac{ad^p + bd^n}{4(au^p + bu^n)} \]  

(154)
Figure 18: Drell-Yan process.
8.2 Drell-Yan processes as a probe of charge symmetry violation in the pion and nucleon

At present the flavour structure of the nucleon is a topic of intense interest [79]-[88],[144]. This is largely a consequence of unexpected experimental results, such as the discovery by the New Muon Collaboration (NMC) of a violation of the Gottfried sum-rule [145] and the so-called "proton spin crisis" [146, 147, 148] of EMC. There have also been recent theoretical calculations of the violation of charge symmetry in the valence quark distributions of the nucleon [149].

In most nuclear systems, charge symmetry is obeyed to within about one percent [150], so one would expect small charge symmetry violation [CSV] in parton distributions. Theoretical calculations suggest that there is a CSV part of the "minority" valence quark distributions \((d^p or u^n)\), with a slightly smaller violation in the "majority" valence distributions \((u^p or d^n)\). Although both CSV contributions are rather small in absolute magnitude, the fractional charge symmetry violation in the minority valence quark distributions \(r_{\text{min}}(x) \equiv 2(d^p(x) - u^n(x))/(d^p(x) + u^n(x))\) can be large, because at large momentum fraction \(x\), \(d^p(x)/u^n(x) << 1\). In Chapter 6 we predicted CSV as large as \(5 - 10\%\) for the ratio \(r_{\text{min}}(x)\), in the region \(x > 0.5\). The relative size of these CSV effects might require a change in the standard notation for parton distributions [95] in this region. In addition, Sather [149] showed that CSV effects of this magnitude could significantly alter the value of the Weinberg angle extracted from neutral and charged current neutrino interactions.

Since (in this particular region of Bjorken \(x\)) we predict fractional charge symmetry violations as large as \(5 - 10\%\), it is important to explore experiments which would be sensitive to the relative minority quark distributions in the neutron and proton. Observation of a CSV effect at this level would reinforce confidence in our ability to relate quark models to measured quark-parton distributions – and hence to use deep inelastic scattering as a real probe of non-perturbative aspects of hadron structure [151]. Drell-Yan processes have proven to be a particularly useful source of information on the anti-quark distributions in nuclei [152]. If one uses beams of pions, and concentrates on the region where Bjorken \(x\) of the target quarks is reasonably large, then the annihilated quarks will predominantly come from the nucleon and the antiquarks from the pion. Furthermore, for \(x \geq 0.4\) to good approximation the nucleon consists of three valence quarks, and the pion is a quark-antiquark valence pair – in particular, \(\pi^+\) contains a valence \(d\) and \(\pi^-\) a valence \(\bar{u}\). Comparison of Drell-Yan processes induced by \(\pi^+\) and \(\pi^-\) in this kinematic region will provide a good method of separately measuring \(d\) and \(u\) quark distributions in the nucleon.

Consider the Drell-Yan process in which a quark with momentum fraction \(x_1\) in a deuteron annihilates with an anti-quark of momentum fraction \(x_2\) in a \(\pi^+\). Provided that \(x_1, x_2 \geq 0.4\), to minimise the contribution from sea quarks, this will be the dominant process. Neglecting sea quark effects, the Drell-Yan cross section will be proportional to:

\[
\sigma^{DY}_{\pi^+D} \sim \frac{1}{9}(d^p(x_1) + d^n(x_1)) \bar{d}^+(x_2).
\]  

(156)

The corresponding cross section for \(\pi^-D\) is:

\[
\sigma^{DY}_{\pi^-D} \sim \frac{4}{9}(u^p(x_1) + u^n(x_1)) \bar{u}^-(x_2),
\]

(157)

so that if we construct the ratio, \(R^{DY}_{\pi D}\):

\[
R^{DY}_{\pi D}(x_1, x_2) = \frac{4\sigma^{DY}_{\pi^+D} - \sigma^{DY}_{\pi^-D}}{(4\sigma^{DY}_{\pi^+D} + \sigma^{DY}_{\pi^-D})/2},
\]

(158)
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only charge symmetry violating (CSV) terms contribute. In fact, defining

\[
\delta d = d^p - u^n, \quad \delta u = u^p - d^n, \quad \delta d^\pi = d^{+\pi} - u^{-\pi}, \quad (159)
\]

(and recalling that charge conjugation implies \(d^{+\pi} = d^{-\pi}\) etc.) we find that, to first order in the small CSV terms, the Drell-Yan ratio becomes:

\[
R_{\pi D}^{DY}(x_1, x_2) = \left( \frac{\delta d - \delta u}{u^p + d^p} \right)(x_1) + \left( \frac{\delta d^\pi}{d^{+\pi}} \right)(x_2),
\]

\[= R_{\pi D}^N(x_1) + R^D(x_2), \quad (160)\]

Equation (160) is quite remarkable in that only CSV quantities enter, and there is a separation of the effects associated with the nucleon and the pion. Because \(R_{\pi D}^{DY}\) is a ratio of cross sections one expects a number of systematic errors to disappear -- although the fact that different beams (\(\pi^+\) and \(\pi^-\)) are involved means that not all such errors will cancel. This certainly needs further investigation, since \(R_{\pi D}^{DY}\) is obtained by almost complete cancellation between terms in the numerator. The largest "background" term, contributions from nucleon or pion sea, will be estimated later. However we note that Eq. (160) is not sensitive to differences between the parton distributions in the free nucleon and those in the deuteron [153, 154, 155, 156]. For example, if the parton distributions in the deuteron are related to those in the neutron and proton by

\[
q^p(x) = (1 + \epsilon(x))(q^n(x) + q^p(x)), \quad (161)
\]

then by inspection Eq. (160) will be unchanged. Any correction to the deuteron structure functions which affects the proton and neutron terms identically will cancel in \(R_{\pi D}^{DY}\).

It should not be necessary to know absolute fluxes of charged pions to obtain an accurate value for \(R_{\pi D}^{DY}\). The yield of \(J/\psi\)'s from \(\pi^+ - D\) and \(\pi^- - D\) can be used to normalise the relative fluxes, since the \(J/\psi\)'s are predominantly produced via gluon fusion processes. The gluon structure functions of the \(\pi^+\) and \(\pi^-\) are identical, so the relative yield should be unity to within 1\%.

Next we turn to the predictions for the charge symmetry violating terms, \(\delta d, \delta u\) and \(\delta d^\pi\) which appear in Eq. (160). As we have seen before, there is at least a theoretical consensus that the magnitude of \(\delta d\) is somewhat larger than \(\delta u\). This is easy to understand because the dominant source of CSV is the mass difference of the residual di-quark pair when one quark is hit in the deep-inelastic process. For the minority quark distribution the residual di-quark is \(uu\) in the proton, and \(dd\) in the neutron. Thus, in the difference, \(d^p - u^n\), the up-down mass difference enters twice. Conversely, for the majority quark distributions the residual di-quark is a \(ud\)-pair in both proton and neutron, so there is no contribution to CSV.

In Fig. 19 we show the predicted CSV terms for the majority and minority quark distributions in the nucleon, as a function of \(x\), calculated for the simple MIT bag model [23, 109]. There are, of course, more sophisticated quark models available but the similarity of the results obtained by Naar and Birse [157] using the color dielectric model suggests that similar results would be obtained in any relativistic model based on confined current quarks. The bag model parameters are listed in this Figure. We choose for the mean di-quark masses 600 MeV for the \(S = 0\) case, and 800 MeV for the \(S = 1\) case (note that for the minority quark distributions the di-quark is always in an \(S = 1\) state). The di-quark mass difference, \(m_{dd} - m_{uu}\), is taken to be 4 MeV, a rather well determined difference in the bag model. We note that \(\delta u\) is opposite in sign to \(\delta d\) and, therefore, these two terms add constructively in the Drell-Yan ratio \(R_{\pi D}^{DY}\) of Eq. (160).
In Fig. 20 we show the fractional change in the minority quark CSV term, \(2(d^p - u^n)/(d^p + u^n)\) vs. \(x\) for several values of the intermediate mean di-quark mass. Although the precise value of the minority quark CSV changes with mean di-quark mass, the size is always roughly the same and the sign is unchanged. This shows that “smearing” the mean di-quark mass will not dramatically diminish the magnitude of the minority quark CSV term (the mean di-quark mass must be roughly 800 MeV in the \(S = 1\) state to give the correct \(N - \Delta\) mass splitting).

In Fig. 21 we show the nucleon CSV contribution, \(R^N(x_1)\), calculated using the same bag model. As is customary in these bag model calculations, this term is calculated at the bag model scale (0.5 GeV for \(R = 0.8\) fm) and then evolved to higher \(Q^2\) using the QCD evolution equations discussed earlier. As the main uncertainty in our calculation is the mean di-quark mass (the splitting between \(S = 0\) and \(S = 1\) is kept at 200 MeV [112]), the results are shown for several values of this parameter. In the region \(0.4 \leq x \leq 0.7\), we predict \(R^N\) will be always positive, with a maximum value of about 0.015. For \(x > 0.7\) the struck quark has a momentum greater than 1 GeV which is very unlikely in a mean-field model like the bag. As a consequence the calculated valence distributions for the bag model tends to be significantly smaller than the measured distributions in this region. In these circumstances one cannot regard the large, relative charge symmetry violation found in this region as being reliable and we prefer not to show it. It would be of particular interest to add \(q - q\) correlations which are known to play an important role as \(x \rightarrow 1\) [158].

For the pion, calculations based on the MIT bag model are really not appropriate. In particular, the light pion mass means that centre of mass corrections are very large, and of course bag model calculations do not recognise the pion’s Goldstone nature. On the other hand the model of Nambu and Jona-Lasinio (NJL) [159] is ideally suited to treating the structure of the pion, and there has been recent work, notably by Toki and collaborators, in calculating the structure function of the pion (and other mesons) in this model [160, 161]. The essential element of their calculation was the evaluation of the so-called handbag diagram for which the forward Compton amplitude is:

\[
T_{\mu\nu} = i \int \frac{d^4k}{(2\pi)^4} T\gamma_{\mu}Q\frac{1}{k^2}\gamma_{\nu}QT_- + (T_+\text{term}),
\]

where

\[
T_- = S_F(k - q, M_1)g_{\pi qq}\tau_+i\gamma_5S_F(k - p - q, M_2)g_{\pi qq}\tau_-i\gamma_5S_F(k - q, M_1),
\]

represents the contribution with an anti-quark of mass \(M_2\) as spectator to the absorption of the photon (of momentum \(q\)) by a quark. In Eq. (163) \(g_{\pi qq}\) is the pion-quark coupling constant, \(Q\) the charge of the struck quark, \(p\) the momentum of the target meson, and \(S_F\) the quark propagator. \(T_+\) is the corresponding term where the quark is a spectator and the anti-quark undergoes a hard collision. As in our bag model studies this model was used to determine the leading twist structure function at some low scale (0.25 GeV in this case), and then evolved to high-\(Q^2\) using the Altarelli-Parisi equations [117]. The agreement between the existing data and the calculations for the pion and kaon obtained in Ref. [160] is quite impressive.

In the light of the successful application of the NJL model to the structure functions of the pion and the kaon, where the dominant parameter is the mass difference between the constituent strange and non-strange quarks (assumed to be about 180 MeV), it seems natural to use the same model to describe the small difference \(\delta d^p\) (c.f. Eq. (159)) arising from the 3 MeV constituent mass difference of the u and d [150]. We have carried out such a calculation. Fig. 22 shows the pionic contribution to the CSV Drell-Yan ratio,
processes much larger and for the fractional quantities the measurement of the ground important.

The pion CSV accurately (the main uncertainty is the pion quark distributions, term extremely large

canonical accurately) [160]. Since this CSV contribution to the Drell-Yan ratio of Eq. (160) has the form

\[ R_{\pi D}^{SV}(x_1, x_2) = \frac{3\sigma_{\pi D}^{SV}(x_1, x_2)}{\left(\frac{4}{9}f_\pi^2(x_2) (u_\pi^2(x_1) + d_\pi^2(x_1)) + \frac{5}{9}\sigma_{\pi D}^{SV}(x_1, x_2)\right)^2}; \]

\[ \sigma_{\pi D}^{SV}(x_1, x_2) = \frac{5}{9} [2\pi_\nu(x_2)u_\nu^2(x_1) + \pi_s(x_2)(u_\pi^2(x_1) + d_\pi^2(x_1))]. \]  

Unlike the CSV contributions of Eq. (160), the sea-valence term does not separate. In Fig. 23 we show the sea-valence term as a function of \( x_1 \) and \( x_2 \) using recent phenomenological nucleon and pion parton distributions [162]. The sea-valence contribution, although extremely large at small \( x \), decreases rapidly as \( x \) increases. For \( x \geq 0.5 \), the sea-valence term is no larger than the CSV "signal". With accurate phenomenological nucleon and pion quark distributions, it should be possible to calculate this contribution reasonably accurately (the main uncertainty being the magnitude of the pion sea). For smaller values (\( x_1 \approx x_2 \approx 0.4 \), where the background dominates, we could use the data to normalise the pion sea contribution; we should then be able to predict the sea-valence term rather accurately for larger \( x \) values, where the CSV contributions become progressively more important. We could also exploit the very different dependence on \( x_1 \) and \( x_2 \) of the background and CSV terms. We conclude that the CSV terms could be extracted even in the presence of a sea-valence "background". We emphasise that our proposed Drell-Yan measurement would constitute the first direct observation of charge symmetry violation for these quark distributions.

The Drell-Yan CSV ratio \( R_{\pi D}^{DY} \) of Eq. (160) is the sum of the nucleon CSV term of Fig. 21 and the pion term of Fig. 22, at the respective values of Bjorken \( x \). Since both quantities are positive, they will add to give the experimental ratio. Despite the fact that the fractional minority quark CSV term is as large as 10\% (cf. Fig. 20), the nucleonic CSV ratio \( R_{\pi D}^{N} \) is more like 1-2\%. This is because \( \delta d \) in Eq. (160) is divided by \( u^p + d^p \) and since \( d^p(x) \ll u^p(x) \) at large \( x \) the nucleon CSV term is significantly diminished. A much larger ratio could be obtained by comparing the \( \pi^- - p \) and \( \pi^- - n \) Drell-Yan processes through the ratio:

\[ R_{\pi N}^{DY}(x_1, x_2) = \frac{4\sigma_{\pi N}^{DY} + \sigma_{\pi p}^{DY} - \sigma_{\pi n}^{DY}}{4\sigma_{\pi p}^{DY} - \sigma_{\pi p}^{DY} + \sigma_{\pi n}^{DY}}. \]  

(165)
To first order in the small CSV quantities, this ratio can be written:

\[
\frac{R_{\pi N}^{DY}(x_1, x_2)}{R_{\pi N}^N(x_1) + R_{\pi N}^p(x_2)} = \frac{\delta d}{d\bar{p}}(x_1) + \left(\frac{\delta d}{d\bar{p}}\right)(x_2),
\]

Once again, the ratio separates completely in \(x_1\) and \(x_2\), and the pion CSV term is identical with Eq. (160). However, the nucleon CSV term is much larger – in fact, it is precisely the ratio given in Fig. 20, so we expect CSV effects at the 5-10 % level for this quantity.

Some care will need to be taken to normalise cross sections since one is comparing Drell-Yan processes on protons and deuterons. This should be feasible by bombarding both hydrogen and deuterium targets simultaneously with charged pion beams. Eq. (166) assumes that deuteron structure functions are just the sum of the free nucleon terms; if we include corrections in the form of Eq. (161), we obtain an additional first-order correction

\[
\delta R_{\pi N}^{DY}(x_1) = -\epsilon(x_1) \left(\frac{u^p + d^p}{d\bar{p}}\right)(x_1)
\]

This preserves the separation into nucleonic and pionic CSV terms, but depends on ‘EMC’ changes in the deuteron structure functions relative to free proton and neutron distributions, and on the \(u/d\) ratio of proton distributions. For large \(x\), \(u(x)/d(x) > 1\), so the EMC term could be significant even for small values of \(\epsilon(x)\). For \(x \approx 0.5\), where \(u^p/d^p \approx 4\), if \(\epsilon(x)\) is as large as \(-0.02\) then \(\delta R_{\pi N}^{DY}(x = 0.5) \approx 0.10\). At larger \(x\) the EMC contribution could be even bigger, and might conceivably dominate the CSV terms. Since all terms (pion and nucleon CSV, and EMC) are predicted to have the same sign in the region \(0.3 < x < 0.8\) (we expect \(\epsilon(x) < 0\) in this region), the ratio \(R_{\pi N}^{DY}\) could be as large as 0.3. In view of this sensitivity to the EMC term, it is important that accurate calculations be carried out of Fermi motion and binding corrections for the deuteron, including possible flavour dependence of such corrections. Melnitchouk, Schreiber and Thomas [156, 163] have recently studied the contributions to \(\epsilon(x)\) in the deuteron.

We have also calculated the sea-valence contribution to the Drell-Yan ratio \(R_{\pi N}^{DY}\). Relative to the deuteron measurement, we predict a CSV contribution which increases by about a factor 5. The sea- valence background also increases by about the same factor. So our remarks about the sea-valence background and the CSV “signal” are equally valid for these Drell-Yan processes.

In conclusion, we have shown that by comparing the Drell-Yan yield for \(\pi^+\) and \(\pi^-\) on nucleons or deuterons, one might be able to extract the charge symmetry violating [CSV] parts of both pion and nucleon. We discussed two different linear combinations of \(\pi^+\) and \(\pi^-\) induced Drell-Yan cross sections, which produce a result directly proportional to the CSV terms. Furthermore, we found that the ratio of Drell-Yan cross sections separates completely into two terms, one of which \((R_{\pi N}^N(x_1))\) depends only on the nucleon CSV, and the other \((R_{\pi N}^p(x_2))\) depends on the pion CSV contribution. Thus if this ratio can be accurately measured as a function of \(x_N\) and \(x_\pi\), both the nucleon and pion CSV terms might be extracted. The largest background should arise from terms involving one sea quark and one valence quark. Such contributions, although relatively large, should be able to be predicted quite accurately, and may be subtracted off through their very different behavior as a function of nucleon and pion \(x\). As the \(x_1\) and \(x_2\) values of interest for the proposed measurements are large \((x > 0.5)\), a beam of 40-50 GeV pions will produce sufficiently massive dilepton pairs that the Drell-Yan mechanism is applicable. A flux of more than \(10^9\) pions/sec. is desirable, which may mean that the experiment is not feasible until the new FNAL Main Ring Injector becomes operable.
Figure 19: Predicted charge symmetry violation (CSV), calculated using the MIT bag model. Dashed curve: “minority” quark CSV term, \( x \delta d(x) = x (d^p(x) - u^n(x)) \); solid curve: “majority” quark CSV term, \( x \delta u(x) = x (u^p(x) - d^n(x)) \).
Figure 20: Fractional minority quark CSV term, $\delta d(x)/d^p(x)$, vs. $x$, as a function of the average di-quark mass $\bar{m}_d = (m_{uu} + m_{dd})/2$. The di-quark mass difference is fixed at $\delta m_d = m_{dd} - m_{uu} = 4$ MeV. From top to bottom, the curves correspond to average di-quark mass $\bar{m}_d = 850, 830, 810, 790, 770$, and $750$ MeV. The curves have been evolved to $Q^2 = 10$ GeV$^2$. This quantity is the nucleonic CSV term for the Drell-Yan ratio $R_{eN}^{DY}$. 
Figure 21: Contributions from various sources to the nucleonic charge symmetry breaking term $R^D_Y$, evolved to $Q^2 = 10 \text{ GeV}^2$, for pion-induced Drell-Yan ratios on deuterons. Unless otherwise specified, parameters are: $m_d = m_u = 0 \text{ MeV}; M^{(n)} = M^{(p)} = 938.27 \text{ MeV}; R^{(n)} = R^{(p)} = 0.8 \text{ fm}; \delta m_d = m_{dd} - m_{uu} = 4 \text{ MeV}$. Curves represent different values of average di-quark mass. Dash-dot: $\overline{m}_{qq} = 750 \text{ MeV}$; solid: 800 MeV; dash-triple-dot: 850 MeV.
Figure 22: Calculation of the pion CSV contribution $R^\pi(x_2)$ for average nonstrange quark mass $350$ MeV, and mass difference $m_d - m_u = 3$ MeV. Dashed curve: $R^\pi$ evaluated at the bag scale, $\mu = 250$ MeV; solid curve: the same quantity evolved to $Q^2 = 10$ GeV$^2$. 
Figure 23: The sea-valence contribution $R_{\pi D}^{SV}$ to pion-induced Drell-Yan ratios on deuterons, as a function of nucleon $x_1$. Solid curve: pion $x_2 = 0.4$; dashed curve: $x_2 = 0.6$; long-dashed curve: $x_2 = 0.8$. 
Deep inelastic lepton-nucleon scattering measurements, together with Drell-Yan and prompt photon data, enable us to establish the valence and sea quark distributions for nucleons. Recently Sutton et al. [164] have used Drell-Yan and prompt photon data to extract pion structure functions. They used Drell-Yan pion-nucleus data from the CERN NA10 [165, 166] and FNAL E615 [167] experiments, and prompt photon data from the WA70 [168] and NA3 [169] Collaborations. Although the pion valence quark distributions can be constrained reasonably well by existing data, there are relatively few constraints on the pion sea distribution. Presently there is insufficient, experimental Drell-Yan data for the process \( \pi^+N \rightarrow \mu^+\mu^-X \), for \( x_\pi \leq 0.2 \) to determine the pion sea quark distribution unambiguously.

Here we point out that the pion sea can be extracted rather directly from a comparison between Drell-Yan processes induced by charged pions on an isoscalar target such as deuterium.

As we have discussed, in Drell-Yan processes [170], a quark (antiquark) of a certain flavor in the projectile annihilates an antiquark (quark) of the same flavor in the target, producing an intermediate photon which later decays into a \( \mu^+ - \mu^- \) pair. For nucleon-nucleus events, the antiquark is necessarily part of the sea, so all Drell-Yan events involve at least one sea quark. Since a pion has one valence quark and one valence antiquark, various combinations of valence and sea quarks are possible for pion-nucleus Drell-Yan processes. However, combinations of positive and negative charged pions (on isoscalar targets) allow the valence-valence interactions to be separated in a straightforward way.

Assuming a deuteron target, Drell-Yan cross sections for positive and negative pions have the form

\[
\sigma^{+D}_{\text{DY}}(x, x_\pi) = \left[ \frac{1}{9} q^+_v(x_\pi) + \frac{5}{9} q^+_s(x_\pi) \right] u^p(x) + d^p(x) \\
+ \left[ \frac{10}{9} q^+_v(x_\pi) + \frac{20 + 4\kappa}{9} q^+_s(x_\pi) \right] q^+_s(x), \\
\sigma^{-D}_{\text{DY}}(x, x_\pi) = \left[ \frac{4}{9} q^-_v(x_\pi) + \frac{5}{9} q^-_s(x_\pi) \right] u^p(x) + d^p(x) \\
+ \left[ \frac{10}{9} q^-_v(x_\pi) + \frac{20 + 4\kappa}{9} q^-_s(x_\pi) \right] q^-_s(x). \tag{168}
\]

In Eq. 168 we assumed the validity of charge symmetry \( d^\pi(x) = u^p(x), u^\pi(x) = d^p(x) \) and etc. In addition, for the pion sea we assumed SU(3) symmetry, i.e. the up, down and strange quark sea distributions in the pion are equal, \( u_\pi = d_\pi = s_\pi \). Finally, for the nucleon we assumed \( q^+_s(x) \equiv (u_\pi(x) + 2d_\pi(x))/2 = s(x)/\kappa \), where the fraction of the strange sea is chosen to reproduce the experimental ratio of dimuon events to single-muon events in neutrino-induced reactions [171]-[173] at the scale \( Q^2 = Q^2_0 = 4 \text{ GeV}^2 \).

Under these assumptions, the valence-valence contribution for \( \pi^- - D \) Drell-Yan processes is four times that for \( \pi^+ - D \), while the sea-valence and sea-sea contributions are equal. Consequently, if we form the linear combinations

\[
\Sigma^\pi_s = 4\sigma^{+D}_{\text{DY}} - \sigma^{-D}_{\text{DY}}, \\
\Sigma^\pi_v = -\sigma^{+D}_{\text{DY}} + \sigma^{-D}_{\text{DY}}. \tag{169}
\]

\( \Sigma_s \) contains no valence-valence contribution (it contains only sea-valence and sea-sea terms), while \( \Sigma_v \) contains only a valence-valence term. In terms of sea and valence distributions (for pion and proton), these quantities have the form:

\[
\Sigma^\pi_s = \frac{10}{3} q^+_v(x_\pi)q^+_s(x) + \frac{5}{3} q^+_v(x_\pi)[u^p(x) + d^p(x)] + \frac{20 + 4\kappa}{3} q^+_s(x_\pi)q^-_s(x).
\]
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\[
\Sigma^D_\nu = \frac{1}{3} q^\pi_\nu(x_\pi)[u^p(x) + d^p(x)].
\] (170)

This means that if one measures \(\pi^+\) and \(\pi^-\) Drell-Yan cross sections on the deuteron, and constructs the quantities \(\Sigma_\nu\) and \(\Sigma_\nu^D\), then the valence-valence pion-nucleon parton distributions can be extracted from \(\Sigma_\nu\), and the pion and/or nucleon sea can be obtained from \(\Sigma_\nu^D\). Since the nucleon and pion valence distributions are reasonably well known, one should be able to determine the quantity \(\Sigma_\nu\) rather accurately.

If one defines the sea-to-valence ratios for pion and nucleon,

\[
\begin{align*}
\frac{r^N_\nu(x)}{r^\pi_\nu(x)} & \equiv \frac{[u^p(x) + d^p(x)]/[u^p(x) + d^p(x)]}{q^\pi_\nu(x)/q^\pi_\nu(x)} \\
\frac{r^N_\nu(x)}{r^\pi_\nu(x)} & \equiv q^\pi_\nu(x)/q^\pi_\nu(x),
\end{align*}
\] (171)

then we have

\[
R_{\nu/\nu}(x, x_\pi) \equiv \frac{\Sigma^D_\nu}{\Sigma^D_\nu} = 5 r^N_\nu(x) + 5 r^\pi_\nu(x_\pi) + (10 + 2\kappa) r^\pi_\nu(x_\pi) r^N_\nu(x) \] 
(172)

\[
= \frac{10q^N_\nu d^\pi_\nu + 5(d^p_\nu + u^p_\nu)q^\pi_\nu + 22q^N_\nu q^T_\nu}{(d^p_\nu + u^p_\nu)d^\pi_\nu} \] (173)

Although this does not "separate" entirely into pieces depending only on \(x\) or \(x_\pi\), it is relatively easy to isolate the piece depending on the pion sea by measuring \(R_{\nu/\nu}\) at reasonably large \(x\), where \(r^N_\nu\) becomes quite small. Furthermore, if one assumes that the nucleon valence and sea are known, together with the pion valence distributions, then \(R_{\nu/\nu}\) will be quite sensitive to the relative magnitude of the pion sea.

In Fig. 24 we show the predicted ratios \(r^N_\nu(x)\) and \(r^\pi_\nu(x)\). The sea-to-valence ratio drops off rapidly with increasing \(x\). In Fig. 24 we have used the HMRS(B) solution for the nucleon quark distributions [174] together with pion fit 3 [164], in which the sea carries 10% of the pion's momentum at \(Q^2 = 4\ GeV^2\). At large \(x\), \(r^N_\nu(x)\) is considerably smaller than the pion sea/valence ratio. This is because the nucleon sea of Harriman et al. [174] falls off very rapidly with increasing \(x\) [like \((1 - x)^{0.75}\)], relative to \(u^p_\nu\) which falls off like \((1 - x)^{0.07}\). Therefore as \(x\) increases, \(r^N_\nu(x)\) falls off very rapidly, and much faster than the pion sea/valence ratio. One can check this by measuring \(\Sigma_\nu\). Assuming that one knows both the pion and nucleon valence distributions, one should be able to predict this, and to predict the dependence of \(\Sigma_\nu\) on both \(x\) and \(x_\pi\). Once this has been verified, one can use \(R_{\nu/\nu}\) to determine the pion sea quark distribution.

In Figs. 25, 29 and 27 we show predictions for \(R_{\nu/\nu}\) vs. \(x_\pi\), for three values of nucleon momentum fraction \(x\) (0.4, 0.5 and 0.6). For each value of \(x\), we plot four different curves corresponding to different phenomenological fits of Sutton et al. [164]. These correspond to different fits to the NA10 Drell-Yan data [165, 166], in which the pion sea carries from 5% to 20% of the pion's momentum at \(Q^2 = Q^2_0 = 4\ GeV^2\) (i.e., these are fits 2 - 5 of Ref. [164]). First, the predicted ratio \(R_{\nu/\nu}\) is relatively large: for \(x = 0.4\) and \(x_\pi = 0.3\), \(R_{\nu/\nu}\) varies from around 0.2 to 0.7 depending on the momentum fraction carried by the sea. Second, \(R_{\nu/\nu}\) is extremely sensitive to the momentum fraction carried by the pion sea. The quantity \(R_{\nu/\nu}\) is roughly linear in this momentum fraction; the difference between those values where 5% of the pion's momentum is carried by the sea, and that for distributions where 20% is carried by the sea quarks, is roughly a factor of 4 in \(R_{\nu/\nu}\).

Thus even qualitative measurements of \(R_{\nu/\nu}\) should be able to differentiate between pion parton distributions in which the sea carries different fractions of the pion's momentum. Even for values of \(x_\pi\) as large as 0.5, where the pion sea/valence ratio is about 0.01, the quantity \(R_{\nu/\nu}\) is still relatively large (about 0.1 → 0.15), and varies significantly depending on which pion sea one chooses.
In Figs. 28, 29 and 30 we show the quantity $R_{s/\nu}$ vs. $x_\pi$, for three values of nucleon momentum fraction $x$ (0.3, 0.4 and 0.6). As in Figs. 25-27, the four different curves correspond to pion structure functions where the sea carries different fractions of the pion’s momentum. Figs. 28-30 differ from Figs. 25-27 in that we use the CTEQ(3M) [176] nucleon structure functions, rather than the HMRS(B) structure functions of Figs. 25-27.

Although there are some minor quantitative differences between Figs. 28-30 and Figs. 25-27, qualitatively it is still straightforward to differentiate experimentally between the various pion sea distributions. In both Figs. 28-30 and Figs. 25-27, the quantity $R_{s/\nu}$ allows one to extract the pion sea distribution, and $R_{s/\nu}$ is extremely sensitive to the fraction of the momentum carried by the sea.

The Drell-Yan ratio given in Eq. (173) was derived assuming charge symmetry for the nucleon and pion structure functions. When calculating the relation $\Sigma_s/\Sigma_v$ one should be careful with the corrections to the distributions of quarks, coming from two main reasons: a) masses of up and down quarks are not equal to each other, which leads to charge symmetry breaking (CSB) and b) there is an interaction between nucleons leading to the deviation of distributions of quarks from those in a single nucleon. Although these corrections are small (∼5%) they may become significant on the background of pieces left after cancellations in $\Sigma_s/\Sigma_v$. In a Chapter 6 we estimated charge symmetry violation [CSV] for both nucleon and pion (see also Ref. [177]) and found that the “minority” CSV term, $\delta d$, was surprisingly large. If we include CSV terms, then to lowest order in charge symmetry violation the sea/valence ratio $R_{s/\nu}$ will acquire an additional term

$$ R_{s/\nu}^{(1)} = \frac{4d_\pi^- + 3q_s^-}{3d_\pi^-} \frac{\delta u_v}{d_\pi^- + u_v^-} + \frac{4(d_\pi^- - q_v^-)}{3d_\pi^-} \frac{\delta d_v}{d_\pi^- + u_v^-} - \frac{8q_s^N}{3} \frac{\delta d_v}{d_\pi^-} $$

where we have the charge symmetry violations

$$ \delta d_v(x) \equiv d_v^+(x) - d_v^-(x) $$
$$ \delta u_v(x) \equiv u_v^+(x) - u_v^-(x) $$
$$ \delta d_v(x) \equiv d_v^+(x) - u_v^-(x) $$

In Figs. 25-27, we have already included the CSV contributions in $R_{s/\nu}$. In Fig. 31, we show the CSV contributions $\delta R_{s/\nu}$ for $\pi - D$ Drell-Yan processes, assuming various values

---

20 The most recent parametrizations of distributions of quarks in a nucleon of the group of A.D. Martin et. al. are [175]

$$ xu_v = 2.0z^{0.536}(1 - x)^{3.96}(1 - 0.39\sqrt{x} + 5.13x) $$
$$ xd_v = 0.3z^{0.336}(1 - x)^{4.71}(1 + 5.03\sqrt{x} + 5.66x) $$
$$ xq_s = 0.051z^{0.3}(1 - x)^{0.27}(1 - 1.15\sqrt{x} + 15.6x) $$

normalised such that $\int_0^1 du_v(x)dx = 1$ and $\int_0^1 u_v(x)dx = 2$ at $Q^2 = 4$ GeV$^2$.

H.L. Lai et al. present another form of distributions [176]:

$$ xq_s = 0.269z^{0.276}(1 - x)^{3.67}(1 + 29.6z^{0.667}) $$
$$ xu_v = 1.239z^{0.521}1 - x)^{3.18}(1 - 0.85z^{1.82}) $$
$$ xd_v = 0.061z^{-0.258}(1 - x)^{6.45}(1 + 12.7z^{1.11}) $$

As for the quarks in a pion we took their distributions from Ref. [164]:

$$ xq_s = \frac{1}{6}0.6(1 - x)^6 $$
$$ xd_v = z^{0.61}(1 - x)^{1.08} $$

also measured at $Q^2 = 4$ GeV$^2$. 
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for the momentum fraction carried by the pion sea. Comparing Fig. 31 with Figs. 25-27 shows that, for reasonably small values of \( x_\pi \), charge symmetry violation makes a quite a small contribution — of the order of 1 — 2 percent of \( R_{s/u} \). This relative contribution grows with increasing \( x_\pi \), so that for \( x_\pi \approx 0.5 \) the contribution is of the order of 10%. Clearly, it should be possible to extract the pion sea from such measurements even in the presence of charge symmetry violating amplitudes for both nucleon and pion. Finally, the magnitude of the CSV contributions depends very weakly on the fraction of the pion momentum carried by the sea.

These results should hold for Drell-Yan processes induced by \( \pi^+ \) and \( \pi^- \) on any isoscalar target, such as \(^{12}\text{C}\) or \(^{16}\text{O}\). Furthermore, EMC effects (shifts in the quark distributions between free nucleons and nuclei) [178]-[179] will not affect the quantity \( R_{s/u} \), provided these effects are the same for up and down quarks (and protons and neutrons). Such corrections would be the same for both numerator and denominator of \( R_{s/u} \), and would cancel.
Figure 24: Predicted sea/valence ratio for pion and nucleon. Dashed curve: $r_{s/v}^\pi(x)$; solid curve: $r_{s/v}^N(x)$ vs. momentum fraction $x$. 

Figure 25: Predicted sea/valence term $R_{s/v}$ vs. the pion momentum fraction $x_2 \sim x_\pi$, for various pion sea quark distributions, which vary according to the fraction of the pion's momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion's momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the HMRS(B) distributions. Nucleon momentum fraction $x_N = 0.3$. 
Figure 26: Predicted sea/valence term $R_{s/v}$ vs. the pion momentum fraction $x_2 \sim x_{\pi}$, for various pion sea quark distributions, which vary according to the fraction of the pion's momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion's momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the HMRS(B) distributions. Nucleon momentum fraction $x_N = 0.4$. 
Figure 27: Predicted sea/valence term $R_{sv}$ vs. the pion momentum fraction $x_2 \sim x_n$, for various pion sea quark distributions, which vary according to the fraction of the pion's momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion's momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the HMRS(B) distributions. Nucleon momentum fraction $x_N = 0.6$. 
Figure 28: Predicted sea/valence term \( R_{s/V} \) vs. the pion momentum fraction \( x_2 \sim x_\pi \), for various pion sea quark distributions, which vary according to the fraction of the pion's momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion's momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the CTEQ(3M) distributions. Nucleon momentum fraction \( x_N = 0.3 \).
Figure 29: Predicted sea/valence term $R_{sv}$ vs. the pion momentum fraction $x_2 \sim x_\pi$, for various pion sea quark distributions, which vary according to the fraction of the pion’s momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion’s momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the CTEQ(3M) distributions. Nucleon momentum fraction $x_N = 0.4$. 
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Figure 30: Predicted sea/valence term $R_{s/v}$ vs. the pion momentum fraction $x_2 \sim x_N$, for various pion sea quark distributions, which vary according to the fraction of the pion’s momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion’s momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. Nucleon distributions are the CTEQ(3M) distributions. Nucleon momentum fraction $x_N = 0.6$. 
Figure 31: Charge-symmetry violating contributions $\delta R_{s/u}$ to the sea/valence ratio $R_{s/u}$. 
Figure 32: Predicted sea/valence term $R_{s/v}$ vs. the pion momentum fraction $x_2 \sim x_\pi$ and nucleon momentum fraction $x_1 \sim x_N$ for pion sea quark distribution carrying 5% of the pion's momentum.
9 Summary.

This chapter was devoted to the application of the bag model to the study of charge symmetry violation in parton distributions. We have estimated the value of charge symmetry breaking in parton distributions and found surprising results, namely, that the fractional differences between $d_V(x)$ and $u_V(x)$ can be as large as 10\% for intermediate values of Bjorken $x$.

As a natural extension we also estimated charge symmetry violation for the pion and examined the sensitivity of pion-induced Drell-Yan measurements to such effects. We showed that combinations of $\pi^+$ and $\pi^-$ data on deuterium and hydrogen are sensitive to them, and further that the pion and nucleon charge symmetry violating terms separate as a function of $x_\pi$ and $x_N$ respectively. We also estimated the background terms which must be evaluated to extract charge symmetry violation.

Another question that we have studied was the evolution of quark distributions. We compared various calculations based on such well-known approaches as the Bernstein polynomial and Altarelli-Parisi methods with two new methods and investigated the problems of numerical evolution.

Finally, we have highlighted the advantages of using the Drell-Yan process to study the pion sea-quark distributions which are relatively poorly determined at the moment. We have shown that combinations of $\pi^+$ and $\pi^-$ Drell-Yan measurements on deuterium allow the pion sea distribution to be extracted. The contribution from the pion sea was found to be comparable with that from its valence quarks and hence the experiment should be quite sensitive to the fraction of the pion momentum carried by the sea. We estimated the charge symmetry violating contributions to these processes, and showed that they should not prevent us from extracting the pion sea distributions.
Part III
Application of the bag model to nuclear physics.

10 Introduction

The nuclear many-body problem has been the object of enormous theoretical attention for decades. Apart from the non-relativistic treatments based upon realistic two-body forces [181], there are also studies of three-body effects and higher [182]. The importance of relativity has been recognised in a host of treatments under the general heading of Dirac-Brueckner [183, 184]. This approach has also had considerable success in the treatment of scattering processes [185]. At the same time, the simplicity of Quantum Hadrodynamics (QHD) [50, 2] has led to its widespread application, and to attempts to extend it to incorporate the density dependence of the couplings [186] that seems to be required empirically.

One of the fundamental, unanswered questions in this field concerns the role of subnucleon degrees of freedom (quarks and gluons) in determining the equation of state. There is little doubt that, at sufficiently high density (perhaps $5 - 10\rho_0$, with $\rho_0$ the saturation density of symmetric nuclear matter), quarks and gluons must be the correct degrees of freedom and major experimental programs in relativistic heavy ion physics are either planned or underway [187, 188] to look for this transition. In order to calculate the properties of neutron stars [189] one needs an equation of state from very low density to many times $\rho_0$ at the centre. A truly consistent theory describing the transition from meson and baryon degrees of freedom to quarks and gluons might be expected to incorporate the internal quark and gluon degrees of freedom of the particles themselves. Our investigation may be viewed as a first step in this direction. We shall work with the quark-meson coupling (QMC) model originally proposed by Guichon [3] and since developed extensively [190, 191].

Within the QMC model [3] the properties of nuclear matter are determined by the self-consistent coupling of scalar ($\sigma$) and vector ($\omega$) fields to the quarks within the nucleons, rather than to the nucleons themselves. As a result of the scalar coupling the internal structure of the nucleon is modified with respect to the free case. In particular, the small mass of the quark means that the lower component of its wave function responds rapidly to the $\sigma$ field, with a consequent decrease in the scalar density. As the scalar density is itself the source of the $\sigma$ field this provides a mechanism for the saturation of nuclear matter where the quark structure plays a vital role.

In a simple model where nuclear matter was considered as a collection of static, non-overlapping bags it was shown that a satisfactory description of the bulk properties of nuclear matter can be obtained [3, 190]. Of particular interest is the fact that the extra degrees of freedom, corresponding to the internal structure of the nucleon, result in a lower value of the incompressibility of nuclear matter than obtained in approaches based on point-like nucleons – such as QHD [2]. In fact, the prediction is in agreement with the experimental value once the binding energy and saturation density are fixed. Improvements to the model, including the addition of Fermi motion, have not altered the dominant saturation mechanism. Furthermore, it is possible to give a clear understanding of the relationship between this model and QHD [190] and to study variations of hadron properties in nuclear matter [191]. Surprisingly the model seems to provide a semi-quantitative explanation of the Okamoto-Nolen-Schiffer anomaly [193] when quark mass differences
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are included [62]. A further application of the model, including quark mass differences, has suggested a previously unknown correction to the extraction of the matrix element, $V_{ud}$, from super-allowed Fermi beta-decay [194]. Finally the model has been applied to the case where quark degrees of freedom are undisputedly involved – namely the nuclear EMC effect [195].

Because the model has so far been constructed for infinite nuclear matter its application has been limited to situations which either involve bulk properties or where the local density approximation has some validity. Our aim here is to overcome this limitation by extending the model to finite nuclei. In general this is a very complicated problem and our approach will be essentially classical. Our starting point will be exactly as for nuclear matter. That is, we assume that on average the quark bags do not overlap and that the quarks are coupled locally to average $\sigma$ and $\omega$ fields. The latter will now vary with position, while remaining time independent – as they are mean fields. For deformed or polarised nuclei one should also consider the space components of the vector field. In order to simplify the present discussion we restrict ourselves to spherical, spin-saturated nuclei.

Our approach to the problem will be within the framework of the Born-Oppenheimer approximation. Since the quarks typically move much faster than the nucleons we assume that they always have time to adjust their motion so that they are in the lowest energy state. In order to account for minimal relativistic effects it is convenient to work in the instantaneous rest frame (IRF) of the nucleon. Implicitly one then knows both the position and the momentum of the nucleon, so that the treatment of the motion of the nucleon is classical – at least, as long as the quarks are being considered explicitly. The quantisation of the motion of the nucleon is carried out after the quark degrees of freedom have been eliminated.

In Sect. 11 we show how the Born-Oppenheimer approximation can be used to treat the quark degrees of freedom in a finite nucleus. In Sect. 12 we derive the classical equation of motion for a bag in the meson fields, including the spin-orbit interaction which is treated in first order in the velocity. We then quantize the nucleon motion in a non relativistic way. The self consistent equations for the meson fields are derived in Sect. 13. In Sect. 14 we summarize the model in the form of a self-consistent procedure. The use of this non relativistic formulation is postponed to future work. To allow a clear comparison with QHD we propose a relativistic formulation which is then applied, in Sect. 16, to nuclear matter. Some initial results for finite nuclei are also presented.

11 The Born-Oppenheimer approximation.

In what follows the coordinates in the rest frame of the nucleus (NRF) will be denoted without primes: $(t, \vec{r})$. In this frame the nucleon follows a classical trajectory, $\vec{R}(t)$. Denoting the instantaneous velocity of the nucleon as $\vec{v} = d\vec{R}/dt$, we can define an instantaneous rest frame for the nucleon at each time $t$. The coordinates in this IRF are $(t', \vec{r}')$:

\[
\begin{align*}
    r_L &= r_L' \cosh \xi + t' \sinh \xi, \\
    \vec{r}_L &= \vec{r}_L', \\
    t &= t' \cosh \xi + r'_L \sinh \xi,
\end{align*}
\]

(180)

where $r_L$ and $\vec{r}_L$ are the components respectively parallel and transverse to the velocity and $\xi$ is the rapidity defined by $\tanh \xi = |\vec{v}(t)|$.

Our assumption that the quarks have time to adjust to the local fields in which the nucleon is moving is exact if the fields are constant – i.e. if the motion of the nucleon has no
acceleration. It is, of course, very important to examine the validity of the approximation for a typical nuclear environment. For this purpose we take the nucleon motion to be non-relativistic. Assume that at time 0 the nucleon is at \( \vec{R}_0 \). After time \( t \), assuming \( t \) small enough, we have

\[
\vec{R}(t) = \vec{R}_0 + \vec{v}_0 t + \frac{1}{2} t^2 \vec{a}_0,
\]

where \( \vec{a}_0 = (\vec{F}/M_N = -\vec{V}/M_N) \) is the acceleration and \( M_N \) is the free nucleon mass. We shall take the potential to be a typical Woods-Saxon form with depth \( V_0 \sim -50 \text{ MeV} \), surface thickness \( a \sim 2 \text{ fm} \) and radius \( R_A \sim 1.2A^{1/3} \text{ fm} \). The maximum acceleration occurs at \( R = R_A \) and takes the value

\[
\vec{a}_{\text{max}} = V_0 \frac{\vec{R}}{a M_N}.
\]

Therefore, in the IRF we have

\[
\vec{R}'(t) \sim \vec{R}'_0 + \frac{1}{2} t^2 \frac{V_0}{a M_N} \vec{R}_0,
\]

and, in the worst case, relative to the size of the nucleon itself \( (R_B) \), the departure from a fixed position, is

\[
\left| \frac{\vec{R}'(t) - \vec{R}'_0}{R_B} \right| \sim \frac{1}{2} t^2 \frac{|V_0|}{a M_N R_B} \sim \frac{t^2}{80},
\]

with \( t \) in fm. Thus, as long as the time taken for the quark motion to change is less than \( \sim 9 \text{ fm} \), the nucleon position in the IRF can be considered as unchanged. Since the typical time for an adjustment in the motion of the quarks is given by the inverse of the typical excitation energy, which is of order 0.5 fm, this seems quite safe.

As we have just seen, it is reasonable to describe the internal structure of the nucleon in the IRF. In this frame we shall adopt the static spherical cavity approximation to the MIT bag for which the Lagrangian density is

\[
\mathcal{L}_0 = \bar{q}'(i\gamma^\mu \partial_\mu - m_q)q' - BV, \quad \text{for } |\vec{u}'| \leq R_B,
\]

with \( B \) the bag constant, \( R_B \) the radius of the bag, \( m_q \) the quark mass and \( \vec{u}' \) the position of the quark from the center of the bag (in the IRF): \( \vec{u}' = \vec{r}' - \vec{R}' \). We shall denote as \( u' \) the 4-vector \( (t', \vec{u}') \). The field \( q'(u'_0, \vec{u}') \) is the quark field in the IRF, which must satisfy the boundary condition

\[
(1 + i\vec{n} \cdot \vec{u}') q' = 0, \quad \text{at } |\vec{u}'| = R_B.
\]

Next we must incorporate the interaction of the quarks with the scalar (\( \sigma \)) and vector (\( \omega \)) mean fields generated by the other nucleons. In the nuclear rest frame they are self-consistently generated functions of position \( -\sigma(\vec{r}) \) and \( \omega(\vec{r}) \). Using the scalar and vector character of these fields, we know that in the IRF their values are

\[
\sigma_{\text{IRF}}(t', \vec{u}') = \sigma(\vec{r}),
\omega_{\text{IRF}}(t', \vec{u}') = \omega(\vec{r}) \cosh \xi,
\]

and the interaction term is

\[
\mathcal{L}_I = g^0_\sigma \bar{q}' q'(u') \sigma_{\text{IRF}}(u') - g^0_\omega \bar{q}' \gamma_\mu q'(u') \omega_{\text{IRF}}^\mu(u'),
\]
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where $g_\pi^\sigma$ and $g_\omega^\sigma$ are the quark-meson coupling constants for $\sigma$ and $\omega$, respectively. Apart from isospin considerations, the effect of the $\rho$ meson can be deduced from the effect of the $\omega$. Thus we postpone its introduction to the end of this section.

Since we wish to solve for the structure of the nucleon in the IRF we need the Hamiltonian and its degrees of freedom in this frame. This means that the interaction term should be evaluated at equal time $t'$ for all points $\vec{u}'$ in the bag. Suppose that at time $t'$ the bag is located at $\vec{R}'$ in the IRF. Then, in the NRF it will be located at $\vec{R}$ at time $T$ defined by

\[
R_L = R'_L \cosh \xi + t' \sinh \xi, \\
\vec{R}_\perp = \vec{R}'_\perp, \\
T = t' \cosh \xi + R'_L \sinh \xi.
\]  

(189)

For an arbitrary point $\vec{r}'$ ($= \vec{u} + \vec{R}'$) in the bag, at the same time $t'$, we have an analogous relation

\[
r_L = r'_L \cosh \xi + t' \sinh \xi, \\
\vec{r}_\perp = \vec{r}'_\perp, \\
t = t' \cosh \xi + r'_L \sinh \xi,
\]  

(190)

from which we deduce

\[
r_L = R'_L \cosh \xi + t' \sinh \xi + u'_L \cosh \xi, \\
= R_L + u'_L \cosh \xi, \\
\vec{r}_\perp = \vec{R}_\perp + \vec{u}_\perp'.
\]  

(191)

This leads to the following expression for the $\sigma$ field

\[
n_{IRF}(t', \vec{u}') = \sigma(R_L(T) + u'_L \cosh \xi, \vec{R}_\perp(T) + \vec{u}_\perp'),
\]  

(192)

with a corresponding equation for the $\omega$ field.

The spirit of the Born-Oppenheimer approximation is to solve the equation of motion for the quarks with the position $\vec{R}(T)$ regarded as a fixed parameter. In order to test the reliability of this approximation we consider a non-relativistic system and neglect finite-size effects. That is, we take

\[
n_{IRF}(t', \vec{u}') \sim \sigma(\vec{R}(T)).
\]  

(193)

As we noted earlier, the typical time scale for a change in the motion of the quark is $\tau \sim 0.5$ fm. During this time the relative change of $\sigma$ due to the motion of the bag is

\[
\frac{\Delta \sigma}{\sigma} = \vec{v} \cdot \dot{\vec{R}} \frac{\sigma'}{\sigma} \tau.
\]  

(194)

It is reasonable to assume that $\sigma$ roughly follows the nuclear density, and as long as this is constant, $\Delta \sigma$ vanishes and the approximation should be good. The variation of the density occurs mainly in the surface where it drops to zero from $\rho_0$ (the normal nuclear density) over a distance $d$ of about 2 fm. Therefore we can estimate $|\sigma'/\sigma|$ as approximately $1/d$ in the region where $\rho$ varies. The factor $\vec{v} \cdot \dot{\vec{R}}$ depends on the actual trajectory, but as a rough estimate we take $\vec{v} \cdot \dot{\vec{R}} \sim 1/3$. That is, we suppose that the probability for $\vec{v}$ is isotropic. For the magnitude of the velocity we take $k_F/M_N$ with $k_F = 1.7$ fm$^{-1}$ the Fermi momentum. With these estimates we find

\[
\frac{\Delta \sigma}{\sigma} \sim \frac{0.36 \cdot 0.5}{3 \cdot 2} \sim 3%,
\]  

(195)
which is certainly small enough to justify the use of the Born-Oppenheimer approximation. Clearly this amounts to neglecting terms of order \( v \) in the argument of \( \sigma \) and \( \omega \). In order to be consistent we therefore also neglect terms of order \( v^2 \) – that is, we replace \( u'_L \cosh \xi \) by \( u'_L \).

### 12 Equation of motion for a bag in the nuclear field

#### 12.1 Leading term in the Hamiltonian

Following the considerations of the previous section, in the IRF the interaction Lagrangian density takes the simple, approximate form:

\[
\mathcal{L}_I = g_5 \bar{q}'(t', \bar{u}') \gamma_0 \sigma (\bar{R} + \bar{u}') - g_5 \bar{q}' [\gamma_0 \cosh \xi + \gamma \cdot \hat{v} \sinh \xi] q'(t', \bar{u}') \omega(\bar{R} + \bar{u}').
\]  

(196)

The corresponding Hamiltonian is \(^1\)

\[
H = \int_0^{R_B} d\bar{u}' q'[-i\bar{\gamma} \cdot \bar{\nabla} + m_q - g_5^2 \sigma (\bar{R} + \bar{u}')] \\
+ g_5^2 \omega (\bar{R} + \bar{u}')(\gamma^0 \cosh \xi + \gamma \cdot \hat{v} \sinh \xi) q'(t', \bar{u}') + BV,
\]

(197)

while the momentum is simply

\[
\bar{P} = \int_0^{R_B} d\bar{u}' q'[-i\nabla]q'.
\]

(198)

As the \( \sigma \) and \( \omega \) fields only vary appreciably near the nuclear surface, where \( R \gg |\bar{u}'| \) (since \(|\bar{u}'|\) is bounded by the bag radius), it makes sense to split \( H \) into two parts:

\[
H = H_0 + H_1,
\]

(199)

\[
H_0 = \int_0^{R_B} d\bar{u}' q'[-i\bar{\gamma} \cdot \bar{\nabla} + m_q - g_5^2 \sigma (\bar{R})] \\
+ g_5^2 \omega (\bar{R})(\gamma^0 \cosh \xi + \gamma \cdot \hat{v} \sinh \xi) q'(t', \bar{u}') + BV,
\]

(200)

\[
H_1 = \int_0^{R_B} d\bar{u}' q'[-g_5^2 (\sigma (\bar{R} + \bar{u}') - \sigma (\bar{R}))] \\
+ g_5^2 \omega (\bar{R} + \bar{u}')(\gamma^0 \cosh \xi + \gamma \cdot \hat{v} \sinh \xi) q'(t', \bar{u}'),
\]

(201)

and to consider \( H_1 \) as a perturbation.

Suppose we denote as \( \phi^\alpha \) the complete and orthogonal set of eigenfunctions defined by

\[
h \phi^\alpha (\bar{u}') \equiv (-i\gamma^0 \bar{\gamma} \cdot \bar{\nabla} + m_q^* \gamma^0) \phi^\alpha (\bar{u}'),
\]

\[
= \frac{\Omega_\alpha}{R_B} \phi^\alpha (\bar{u}'),
\]

(202)

\[
(1 + i\bar{\gamma} \cdot \bar{u}') \phi^\alpha (\bar{u}') = 0, \quad \text{at} \quad |\bar{u}'| = R_B,
\]

(203)

\[
\int_0^{R_B} d\bar{u}' \phi^\alpha \phi^\beta = \delta^{\alpha \beta},
\]

(204)

with \( \{ \alpha \} \) a collective symbol for the quantum numbers and \( m_q^* \) a parameter. Here we recall the expression for the lowest positive energy mode, \( \phi^{0m} \), with \( m \) the spin label:

\[
\phi^{0m}(t', \bar{u}') = \mathcal{N} \left( i \beta_0 \bar{u}' \cdot \bar{j}_1(xu'/R_B) \right) \frac{X_m}{\sqrt{4\pi}},
\]

(205)

\(^1\)Only the quark degrees of freedom are active. The nucleon position and velocity are parameters as discussed earlier.
where

\[ \Omega_0 = \sqrt{x^2 + (m_q^* R_B)^2}, \quad \beta_q = \sqrt{\frac{\Omega_0 - m_q^* R_B}{\Omega_0 + m_q^* R_B}}, \]  

\[ \mathcal{N}^{-2} = \frac{2 R_B^2 J_0(x) [\Omega_0 (\Omega_0 - 1) + m_q^* R_B / 2]}{x^2}. \]

For this mode, the boundary condition at the surface amounts to

\[ j_0(x) = \beta_q j_1(x). \]  

We expand the quark field in the following way

\[ q'(t', \vec{u}') = \sum_{\alpha} e^{-i \vec{k} \cdot \vec{u}' + \phi^\alpha(\vec{u}')} b_{\alpha}(t'), \]

with \( \vec{k} \) chosen as

\[ \vec{k} = g_q^\alpha \omega(\vec{R}) \hat{\phi} \sinh \xi, \]  

in order to guarantee the correct rest frame momentum for a particle in a vector field. Substituting into the equation for \( H_0 \) we find

\[ H_0 = \sum_{\alpha} \frac{\Omega_\alpha}{R_B} b_{\alpha}^\dagger b_{\alpha} - \sum_{\alpha \beta} (\alpha | (g_q^2 \sigma(\vec{R} - m_q + m_q^* \gamma_0 | \beta) b_{\alpha} b_{\beta} \\
+ \hat{N}_q g_q^2 \omega(\vec{R})) \cosh \xi + BV \]

\[ \hat{P} = \sum_{\alpha \beta} \langle \alpha | -i \hat{\nabla} | \beta \rangle b_{\alpha}^\dagger b_{\beta} - \hat{N}_q \vec{k}, \]

with the notation

\[ \langle \alpha | A | \beta \rangle = \int_0^{R_B} d\vec{u}' \phi_{\alpha}^\dagger(\vec{u}') A \phi^\beta(\vec{u}'), \quad \text{and} \quad \hat{N}_q = \sum_{\alpha} b_{\alpha}^\dagger b_{\alpha}. \]

Choosing \( m_q^* = m_q - g_q^2 \sigma(\vec{R}) \) (in which case the frequency \( \Omega_\alpha \) and the wave function \( \phi^\alpha \) become dependent on \( \vec{R} \) through \( \sigma \) we get for the leading part of the energy and momentum operator

\[ \hat{H}_0^{\text{IRF}} = \sum_{\alpha} \frac{\Omega_\alpha(\vec{R})}{R_B} b_{\alpha}^\dagger b_{\alpha} + BV + \hat{N}_q g_q^2 \omega(\vec{R}) \cosh \xi, \]  

\[ \hat{P}^{\text{IRF}} = \sum_{\alpha \beta} \langle \alpha | -i \hat{\nabla} | \beta \rangle b_{\alpha}^\dagger b_{\beta} - \hat{N}_q g_q^2 \omega(\vec{R}) \hat{\phi} \sinh \xi. \]

If we quantize the \( b_{\alpha} \) in the usual way, we find that the unperturbed part of \( H \) is diagonalised by states of the form \( | N_\alpha, N_\beta, \ldots \rangle \) with \( N_\alpha \) the eigenvalues of the number operator \( b_{\alpha}^\dagger b_{\alpha} \) for the mode \( \{ \alpha \} \). According our working hypothesis, the nucleon should be described by three quarks in the lowest mode \( \alpha = 0 \) and should remain in that configuration as \( \vec{R} \) changes. As a consequence, in the expression for the momentum, the contribution of the gradient acting on \( \phi \) averages to zero by parity and we find that the leading terms in the expression for the energy and momentum of the nucleon in the IRF are:

\[ E_0^{\text{IRF}} = M_N^*(\vec{R}) + 3 g_q^2 \omega(\vec{R}) \cosh \xi, \]

\[ \hat{P}^{\text{IRF}} = -3 g_q^2 \omega(\vec{R}) \hat{\phi} \sinh \xi. \]
with

$$M_N^*(\vec{R}) = \frac{3\Omega_0(\vec{R})}{R_B} + BV. \quad (218)$$

Since we are going to treat the corrections to leading order in the velocity, they will not be affected by the boost back to the NRF. Therefore we can apply the Lorentz transformation to Eqs.(216) and (217) to get the leading terms in the energy and momentum in the NRF. Since there is no possibility of confusion now, we write the NRF variables without the NRF index. The result is

$$E_0 = M_N^*(\vec{R}) \cosh \xi + 3g_q^e \omega(\vec{R}), \quad (219)$$

$$\vec{P} = M_N^*(\vec{R}) \hat{\nu} \sinh \xi, \quad (220)$$

which implies

$$E_0 = \sqrt{M_N^2(\vec{R}) + \vec{P}^2 + 3g_q^e \omega(\vec{R})}. \quad (221)$$

At this point we recall that the effective mass of the nucleon, $M_N^*(\vec{R})$, defined by Eq.(218) does not take into account the fact that the center of mass of the quarks does not coincide with the center of the bag. By requiring that all of the quarks remain in the same orbit one forces this to be realized in expectation value. However, one knows that the virtual fluctuations to higher orbits would decrease the energy. This c.m. correction is studied in detail in the Appendix, where it is shown that it is only very weakly dependent on the external field strength for the densities of interest. For the zero point energy due to the fluctuations of the gluon field, we assume that it is the same as in free space. Thus we parametrize the sum of the c.m. and gluon fluctuation corrections in the familiar form, $-z_0/R_B$, where $z_0$ is independent of the density. Then the effective mass of the nucleon in the nucleus takes the form

$$M_N^*(\vec{R}) = \frac{3\Omega_0(\vec{R}) - z_0}{R_B} + BV, \quad (222)$$

and we assume that the equilibrium condition is

$$\frac{dM_N^*(\vec{R})}{dR_B} = 0, \quad (223)$$

which is the usual non-linear boundary condition. This is again justified by the Born-Oppenheimer approximation, according to which the internal structure of the nucleon has enough time to adjust to the varying external field so as to stay in its ground state.

The parameters $B$ and $z_0$ are fixed by the free nucleon mass ($M_N = 939 \text{ MeV}$) using Eqs.(222) and (223) applied to the free case. In the following we keep the free bag radius, $R_B^f$, as a free parameter. The results are shown in Table 1.

Table 1: $B^{1/4}(\text{MeV})$ and $z_0$ for some bag radii using $m_q = 5 \text{ MeV}$.

<table>
<thead>
<tr>
<th>$R_B^f (\text{fm})$</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^{1/4}$</td>
<td>210.9</td>
<td>170.0</td>
<td>143.8</td>
</tr>
<tr>
<td>$z_0$</td>
<td>4.003</td>
<td>3.295</td>
<td>2.587</td>
</tr>
</tbody>
</table>
12.2 Corrections due to $H_1$ and Thomas precession

We estimate the effect of $H_1$ in perturbation theory by expanding $\sigma(\bar{R}+\bar{u}')$ and $\omega(\bar{R}+\bar{u}')$ in powers of $\bar{u}'$ and computing the effect to first order. To this order several terms give zero because of parity and one is left with

$$
\langle\langle 0^3 | H_1 | 0^3 \rangle \rangle = g^0_{\omega} \sum_{\alpha\beta} \langle\langle 0^3 | b^\dagger_{\alpha} b_{\beta} | 0^3 \rangle \rangle \langle \alpha | \gamma^0 \gamma^i \cdot \dot{v} \bar{u}' \sinh \xi | \beta \rangle \cdot \vec{\nabla} R \omega(\bar{R}).
$$

(224)

Here we need to be more precise about the meaning of the labels $\alpha, \beta$. Suppose we set $\{\alpha\} = \{0, m_\alpha\}$ with $m_\alpha$ the spin projection of the quark in mode $\{0\}$, then we find

$$
\langle\langle 0^3 | m_\alpha | \gamma^0 \gamma^i \cdot \dot{v} \bar{u}' \sinh \xi | 0^3 m_\beta \rangle \rangle = -I(\bar{R}) \langle m_\alpha | \frac{\vec{\sigma}}{2} | m_\beta \rangle \times \dot{v} \sinh \xi,
$$

(225)

with

$$
I(\bar{R}) = \frac{4}{3} N^2 \int_0^{R_B} du' u'^2 j_0(xu'/R_B) \beta_x j_1(xu'/R_B),
$$

(226)

$$
= \frac{R_B}{3} \left( \frac{4 \Omega_0 + 2m^2_B - 3}{2 \Omega_0 (\Omega_0 - 1) + m^2_B} \right).
$$

(227)

The integral, $I(\bar{R})$, depends on $\bar{R}$ through the implicit dependence of $R_B$ and $x$ on the local scalar field. Its value in the free case, $I_0$, can be related to the nucleon isoscalar magnetic moment: $I_0 = 3 \mu_\pi/M_N$ with $\mu_\pi = \mu_p + \mu_n$ and $\mu_p = 2.79$, $\mu_n = -1.91$ the experimental values. By combining Eqs.(224), (225) and (226) we then find

$$
\langle\langle 0^3 | H_1 | 0^3 \rangle \rangle = \mu^s \frac{I(\bar{R})}{I_0 M_N R} \left( \frac{d}{d\bar{R}} 3g^s_{\omega}(\bar{R}) \right) \vec{S} \cdot \bar{R} \times \dot{v} \sinh \xi
$$

(228)

$$
= \mu^s \frac{I(\bar{R}) M_N^3(\bar{R})}{I_0 M_N^2(\bar{R}) R} \left( \frac{d}{d\bar{R}} 3g^s_{\omega}(\bar{R}) \right) \vec{S} \cdot \vec{L},
$$

(229)

with $\vec{S}$ the nucleon spin operator and $\vec{L}$ its angular momentum.

This spin-orbit interaction is nothing but the interaction between the magnetic moment of the nucleon with the “magnetic” field of the $\omega$ seen from the rest frame of the nucleon. This induces a rotation of the spin as a function of time. However, even if $\mu^s$ were equal to zero, the spin would nevertheless rotate because of Thomas precession, which is a relativistic effect independent of the structure. It can be understood as follows.

Let us assume that at time $t$, the spin vector is $\vec{S}(t)$ in the IRF$(t)$. Then we expect that, at time $t + dt$ the spin has the same direction if it is viewed from the frame obtained by boosting the IRF$(t)$ by $d\vec{v}$ so as to get the right velocity $\vec{v}(t + dt)$. That is, the spin looks at rest in the frame obtained by first boosting the NRF to $\vec{v}(t)$ and then boosting by $d\vec{v}$. This product of Lorentz transformation amounts to a boost to $\vec{v}(t + dt)$ times a rotation. So, viewed from the IRF$(t + dt)$, the spin appears to rotate. In order that our Hamiltonian be correct it should contain a piece $H_{\text{prec}}$ which produces this rotation through the Hamilton equations of motion. A detailed derivation can be found in Refs.[204, 202] and the result is

$$
H_{\text{prec}} = \frac{1}{2} \vec{v} \times \frac{d\vec{v}}{dt} \vec{S}.
$$

(230)

The acceleration is obtained from the Hamilton equations of motion applied to the leading order Hamiltonian, Eq.(221). To lowest order in the velocity one finds

$$
\frac{d\vec{v}}{dt} = -\frac{1}{M_N^3(\bar{R})} \vec{\nabla} [M_N^3(\bar{R}) + 3g^s_{\omega}(\bar{R})].
$$

(231)
If we put this result into Eq. (230) and add the result to Eq. (229), we get the total spin orbit interaction (to first order in the velocity)

$$H_{\text{prec.}} + H_1 = V_{s,o}(\vec{R})\vec{S} \cdot \vec{L},$$

where

$$V_{s,o}(\vec{R}) = -\frac{1}{2M_N^2(\vec{R})R} \left[ \left( \frac{d}{dR} M_N^2(\vec{R}) \right) + (1 - 2\mu_s \eta(\vec{R})) \left( \frac{d}{dR} 3g_3^o \omega(\vec{R}) \right) \right],$$

and

$$\eta(\vec{R}) = \frac{I(\vec{R})M_N^*(\vec{R})}{I_0M_N}.$$  \hspace{1cm} (234)

### 12.3 Total Hamiltonian for a bag in the meson mean fields

To complete the derivation we now introduce the effect of the neutral $\rho$ meson. The interaction term that we must add to $\mathcal{L}_I$ (see Eq. (188)) is

$$\mathcal{L}_I' = -g_\rho^o q' \gamma_\mu \frac{\tau^\alpha}{2} q'(u') \rho_{\alpha,\text{IRF}}(u'),$$

where $\rho_{\alpha,\text{IRF}}$ is the $\rho$ meson field with isospin component $\alpha$ and $\tau^\alpha$ are the Pauli matrices acting on the quarks. In the mean field approximation only $\alpha = 3$ contributes. If we denote by $b(\vec{R})$ the mean value of the time component of the field in the NRF, we can transpose our results for the $\omega$ field. The only difference comes from trivial isospin factors which amount to the substitutions

$$3g_\omega^o \rightarrow g_\omega^o \frac{\tau_3^N}{2}, \quad \mu_s \rightarrow \mu_v = \mu_p - \mu_n,$$

where $\tau_3^N/2$ (with eigenvalues $\pm 1/2$) is the nucleon isospin operator.

This leads to our final result for the NRF energy-momentum of the nucleon moving in the mean fields, $\sigma(\vec{R}), \omega(\vec{R})$ and $b(\vec{R})$:

$$E = M_N^2(\vec{R}) \cosh \xi + V(\vec{R}),$$  \hspace{1cm} (237)

$$\vec{P} = M_N^2(\vec{R}) \vec{\omega} \sinh \xi,$$  \hspace{1cm} (238)

with

$$V(\vec{R}) = V_c(\vec{R}) + V_{s,o}(\vec{R})\vec{S} \cdot \vec{L},$$

$$V_c(\vec{R}) = 3g_\omega^o \omega(\vec{R}) + g_\rho^o \frac{\tau_3^N}{2} b(\vec{R}),$$

$$V_{s,o}(\vec{R}) = -\frac{1}{2M_N^2(\vec{R})R} [\Delta_\sigma + (1 - 2\mu_s \eta(\vec{R})) \Delta_\omega + (1 - 2\mu_v \eta(\vec{R})) \frac{\tau_3^N}{2} \Delta_\rho],$$

$$\Delta_\sigma = \frac{d}{dR} M_N^2(\vec{R}), \quad \Delta_\omega = \frac{d}{dR} 3g_3^o \omega(\vec{R}), \quad \Delta_\rho = \frac{d}{dR} g_\rho^o b(\vec{R}).$$

Up to terms of higher order in the velocity, this result for the spin-orbit interaction agrees with that of Achtzehnter and Wilets [203] who used an approach based on the non-topological soliton model. As pointed out in [203], for a point-like Dirac particle one has $\mu_s = 1$ while the physical value is $\mu_s = 0.88$. Thus, in so far as the omega contribution to the spin-orbit force is concerned, the point-like result is almost correct. This is clearly not the case for the rho contribution since we still have $\mu_v = 1$ for the point-like particle while experimentally $\mu_v = 4.7$.  
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12.4 Quantization of the nuclear Hamiltonian

Until now the motion of the nucleon has been considered as classical, but we must now quantize the model. We do that here in the non-relativistic framework. That is, we consider a theory where the particle number is conserved and we keep only terms up to those quadratic in the velocity. (Here we drop the spin dependent correction since it already involves the velocity. It is reinserted at the end.)

The simplest way to proceed is to realize that the equations of motion

\[ E = M_N^*(R) \cosh \xi + V_c(R), \]
\[ \vec{P} = M_N^*(R) \dot{\xi} \sinh \xi, \]

can be derived from the following Lagrangian

\[ L(R, \dot{\varphi}) = -M_N^*(R)\sqrt{1 - v^2} - V_c(R). \]

Thus the expansion is simply

\[ L_{nr}(R, \dot{\varphi}) = \frac{1}{2} M_N^*(R)v^2 - M_N^*(R) - V_c(R) + \mathcal{O}(v^4) \]

Neglecting the \( \mathcal{O}(v^4) \) terms we then go back to the (still classical) Hamilton variables and find (note that the momentum is not the same as before the expansion)

\[ H_{nr}(R, \dot{P}) = \frac{\dot{P}^2}{2M_N^*(R)} + M_N^*(R) + V_c(R). \]

If we quantize by the substitution \( \dot{P} \rightarrow -i \hat{\nabla}_R \) we meet the problem of ordering ambiguities since now \( M_N^*(R) \) and \( \dot{P} \) no longer commute. The classical kinetic energy term \( \frac{\dot{P}^2}{2M_N^*(R)} \) allows 3 quantum orderings

\[ T_1 = \dot{P} \cdot \hat{A} \dot{P}, \quad T_2 = \hat{A} \dot{P}^2, \quad T_3 = \dot{P}^2 \hat{A}, \]

where \( \hat{A} = 1/(2M_N^*(R)) \). However, since we want the Hamiltonian to be hermitian the only possible combination is

\[ T = zT_1 + \frac{1 - z}{2} (T_2 + T_3), \]

with \( z \) an arbitrary real number. Using the commutation relations one can write

\[ T_2 + T_3 = 2T_1 - \frac{1 - z}{2} (\nabla_R^2 \hat{A}), \]

so that the kinetic energy operator

\[ T = T_1 - \frac{1 - z}{2} (\nabla_R^2 \hat{A}), \]

is only ambiguous through the term containing the second derivative of \( \hat{A} = 1/(2M_N^*(R)) \). Since we have expanded the meson fields only to first order in the derivative to get the classical Hamiltonian it is consistent to neglect such terms. So our quantum Hamiltonian takes the form

\[ H_{nr}(R, \dot{P}) = \dot{P} \cdot \frac{1}{2M_N^*(R)} \dot{P} + M_N^*(R) + V(R), \]

where we have reintroduced the spin-orbit interaction. The nuclear quantum Hamiltonian appropriate to a mean field calculation is then

\[ H_{nr} = \sum_{i=1,A} H_{nr}(R, \dot{R}_i), \quad \dot{R}_i = -i \hat{\nabla}_i. \]

The problem is manifestly self consistent because the meson mean fields, upon which \( H_{nr} \) depends through \( M_N^* \) and \( V \), themselves depend on the eigenstates of \( H_{nr} \).
13 Equations for the meson fields

The equation of motion for the meson-field operators \((\hat{\sigma}, \hat{\omega}^\nu, \hat{\rho}^{\nu\alpha})\) are

\[
\begin{align*}
\partial_\mu \partial^\mu \hat{\sigma} + m_\sigma^2 \hat{\sigma} &= g_\sigma^2 \bar{q} q, \\
\partial_\mu \partial^\mu \hat{\omega}^\nu + m_\omega^2 \hat{\omega}^\nu &= g_\omega^2 \bar{q} \gamma^\nu q, \\
\partial_\mu \partial^\mu \hat{\rho}^{\nu\alpha} + m_\rho^{\nu\alpha} &= g_\rho^{\nu\alpha} \bar{q} \gamma^{\nu\alpha} q/2.
\end{align*}
\] (254, 255, 256)

The mean fields are defined as the expectation values in the ground state of the nucleus, \(|A\rangle\):

\[
\begin{align*}
\langle A|\hat{\sigma}(t,\vec{r})|A\rangle &= \sigma(\vec{r}), \\
\langle A|\hat{\omega}^\nu(t,\vec{r})|A\rangle &= \delta(\nu,0)\omega(\vec{r}), \\
\langle A|\hat{\rho}^{\nu\alpha}(t,\vec{r})|A\rangle &= \delta(\nu,0)\delta(\alpha,3)b(\vec{r}).
\end{align*}
\] (257, 258, 259)

The equations which determine them are the expectation values of Eqs.(254), (255) and (256). First we need the expectation values of the sources

\[
\langle A|\bar{q}q(t,\vec{r})|A\rangle, \langle A|\bar{q} \gamma^\nu q(t,\vec{r})|A\rangle \text{ and } \langle A|\bar{q} \gamma^{\nu\alpha} q(t,\vec{r})|A\rangle.
\] (260)

As before, we shall simplify the presentation by not treating the \(\rho\) meson explicitly until the end. In the mean field approximation the sources are the sums of the sources created by each nucleon – the latter interacting with the meson fields. Thus we write

\[
\begin{align*}
\bar{q}q(t,\vec{r}) &= \sum_{i=1,\text{A}} \langle \bar{q}q(t,\vec{r}) \rangle_i, \\
\bar{q} \gamma^\nu q(t,\vec{r}) &= \sum_{i=1,\text{A}} \langle \bar{q} \gamma^\nu q(t,\vec{r}) \rangle_i,
\end{align*}
\] (261, 262)

where \(\langle \cdots \rangle_i\) denotes the matrix element in the nucleon \(i\) located at \(\vec{R}_i\) at time \(t\). According to the Born-Oppenheimer approximation, the nucleon structure is described, in its own IRF, by 3 quarks in the lowest mode. Therefore, in the IRF of the nucleon \(i\), we have

\[
\begin{align*}
\langle \bar{q}' q'(t',\vec{r}') \rangle_i &= 3\sum_m \bar{\phi}_i^0 m(\vec{u}') \phi_i^{0m}(\vec{u}') = 3s_i(\vec{u}'), \\
\langle \bar{q}' \gamma^\nu q'(t',\vec{r}') \rangle_i &= 3\delta(\nu,0)\sum_m \phi_i^{0m}(\vec{u}') \bar{\phi}_i^{0m}(\vec{u}') = 3\delta(\nu,0)\omega_i(\vec{u}'),
\end{align*}
\] (263, 264)

where the space components of the vector current gives zero because of parity. At the common time \(t\) in the NRF we thus have

\[
\begin{align*}
R_{i,L}' &= R_{i,L} \cosh \xi_i - t \sinh \xi_i, \quad \vec{R}_{i,\perp}' = \vec{R}_{i,\perp}, \\
r_{i,L}' &= r_{i,L} \cosh \xi_i - t \sinh \xi_i, \quad \vec{r}_{i,\perp}' = \vec{r}_{i,\perp}.
\end{align*}
\] (265, 266)

Therefore

\[
\begin{align*}
u_{i,L}' &= (r_{i,L} - R_{i,L}) \cosh \xi_i, \quad \vec{u}_{i,\perp}' = \vec{r}_{i,\perp} - \vec{R}_{i,\perp},
\end{align*}
\] (267)

and from the Lorentz transformation properties of the fields we get

\[
\begin{align*}
\langle \bar{q}q(t,\vec{r}) \rangle_i &= 3s_i((r_{i,L} - R_{i,L}) \cosh \xi_i, \vec{r}_{i,\perp} - \vec{R}_{i,\perp}), \\
\langle \bar{q} \gamma^0 q(t,\vec{r}) \rangle_i &= 3\omega_i((r_{i,L} - R_{i,L}) \cosh \xi_i, \vec{r}_{i,\perp} - \vec{R}_{i,\perp}) \cosh \xi_i, \\
\langle \bar{q} \gamma q(t,\vec{r}) \rangle_i &= 3\omega_i((r_{i,L} - R_{i,L}) \cosh \xi_i, \vec{r}_{i,\perp} - \vec{R}_{i,\perp}) \delta_i \sinh \xi_i.
\end{align*}
\] (268, 269, 270)
These equations can be re-written in the form

\[
\langle \bar{q}q(t, \vec{r}) \rangle_i = \frac{3}{(2\pi)^3} (\cosh \xi_i)^{-1} \int d\vec{k} \, e^{i\vec{k} \cdot (\vec{r} - \vec{R}_i)} \, S(\vec{k}, \vec{R}_i),
\]

with

\[
S(\vec{k}, \vec{R}_i) = \int d\vec{u} \, e^{-i(\vec{k} \cdot \vec{u}_{LL} + k_{UL} u_L) / \cosh \xi_i} \, s_i(\vec{u}),
\]

\[
W(\vec{k}, \vec{R}_i) = \int d\vec{u} \, e^{-i(\vec{k} \cdot \vec{u}_{LL} + k_{UL} u_L) / \cosh \xi_i} \, w_i(\vec{u}).
\]

Finally, the mean field expressions for the meson sources take the form

\[
\langle A| \bar{q}q(t, \vec{r})| A \rangle = \frac{3}{(2\pi)^3} \int d\vec{k} \, e^{i\vec{k} \cdot \vec{r}} \langle A| \sum_i (\cosh \xi_i)^{-1} e^{-i\vec{k} \cdot \vec{R}_i} \, S(\vec{k}, \vec{R}_i)| A \rangle,
\]

\[
\langle A| \bar{q}\gamma^0 q(t, \vec{r})| A \rangle = \frac{3}{(2\pi)^3} \int d\vec{k} \, e^{i\vec{k} \cdot \vec{r}} \langle A| \sum_i e^{-i\vec{k} \cdot \vec{R}_i} \, W(\vec{k}, \vec{R}_i)| A \rangle,
\]

\[
\langle A| \bar{q}\gamma^\mu q(t, \vec{r})| A \rangle = 0,
\]

where the last equation follows from the fact that the velocity vector averages to zero.

To simplify further, we remark that a matrix element of the form

\[
\langle A| \sum_i e^{-i\vec{k} \cdot \vec{R}_i} \cdots | A \rangle
\]

is negligible unless \( k \) is less than, or of the order of, the reciprocal of the nuclear radius. But in Eqs.(274) and (275) \( \vec{k} \) is multiplied by \( \vec{u} \) which is bounded by the nucleon radius. Hence, if we restrict the application of the model to large enough nuclei, we can neglect the argument of the exponential in Eqs.274 and 275. The evaluation of the correction to this approximation will be postponed to a future work.

We now define the scalar, baryonic and isospin densities of the nucleons in the nucleus by

\[
\rho_s(\vec{r}) = \langle A| \sum_i \frac{M_N^s(\vec{R}_i)}{E_i - V(\vec{R}_i)} \delta(\vec{r} - \vec{R}_i)| A \rangle,
\]

\[
\rho_B(\vec{r}) = \langle A| \sum_i \delta(\vec{r} - \vec{R}_i)| A \rangle,
\]

\[
\rho_3(\vec{r}) = \langle A| \sum_i \frac{\tau_3^N}{2} \delta(\vec{r} - \vec{R}_i)| A \rangle,
\]

where we have used Eq.(237) to eliminate the factor \((\cosh \xi_i)^{-1}\). Note that the definition of the scalar density makes sense because, in mean field approximation, each nucleon is moving in an orbital with a given energy. The meson sources then take the simple form

\[
\langle A| \bar{q}q(t, \vec{r})| A \rangle = 3S(\vec{r})\rho_s(\vec{r}),
\]

\[
\langle A| \bar{q}\gamma^\mu q(t, \vec{r})| A \rangle = 3\delta(\nu, 0)\rho_B(\vec{r}),
\]

\[
\langle A| \bar{q}\gamma^\mu \frac{\tau_3^N}{2} q(t, \vec{r})| A \rangle = \delta(\nu, 0)\delta(\alpha, 3)\rho_3(\vec{r}),
\]
where we have deduced the source of the $\rho$ from that for the $\omega$. We have used the notation
\[ S(\vec{r}) = S(\vec{u}, \vec{r}) = \int d\vec{u} \, s_{\vec{r}}(\vec{u}), \quad (286) \]
\[ = \frac{\Omega_0/2 + m^*_q R_B (\Omega_0 - 1)}{\Omega_0 (\Omega_0 - 1) + m^*_q R_B / 2}, \quad (287) \]
where the subscript $\vec{r}$ reminds us that the function $s_{\vec{r}}(\vec{u})$ must be evaluated in the scalar field existing at $\vec{r}$.

Since their sources are time independent and since they do not propagate, the mean meson fields are also time independent. So by combining Eqs.(25a) to (25e) and Eqs.(283), (284) and (285), we get the desired equations for $\sigma(\vec{r}), \omega(\vec{r})$ and $b(\vec{r})$:
\[ (-\nabla^2 + m_\sigma^2)\sigma(\vec{r}) = g_\sigma C(\vec{r}) \rho_\sigma(\vec{r}), \quad (288) \]
\[ (-\nabla^2 + m_\omega^2)\omega(\vec{r}) = g_\omega \rho_B(\vec{r}), \quad (289) \]
\[ (-\nabla^2 + m_b^2)b(\vec{r}) = g_p \rho_3(\vec{r}). \quad (290) \]

where the nucleon coupling constants and $C$ are defined by
\[ g_\sigma = 3g_\sigma^2 S(\sigma = 0), \quad g_\omega = 3g_\omega^2, \quad g_p = g_p^2, \quad C(\vec{r}) = S(\vec{r})/S(\sigma = 0). \quad (291) \]

For completeness we recall that the mean fields carry the following energy
\[ E^\text{meson} = \frac{1}{2} \int d\vec{r} [(\vec{\nabla}\sigma)^2 + m_\sigma^2 \sigma^2 - (\vec{\nabla}\omega)^2 - m_\omega^2 \omega^2 - (\vec{\nabla}b)^2 - m_b^2 b^2]. \quad (292) \]

14 The problem of self-consistency

Our quark model for finite nuclei is now complete. As the main equations are scattered through the text, it is useful to summarize the procedure which we have developed as follows:

1. Choose the bare quark mass, $m_q$, and adjust the bag parameters, $B$ and $z_0$, to fit the free nucleon mass and its bag radius (see Eq.(222) and Table 1).

2. Assume that the coupling constants and the masses of the mesons are known (see Table 2 in Sec.16.1).

3. Evaluate the nucleon properties, $I(\sigma)$ (Eq.(227)) and $S(\sigma)$ (Eq.(287)), for a range of values of $\sigma$ (see also Eqs.(313) and (314) in Sec.16.1).

4. Guess an initial form for the densities, $\rho_\sigma(\vec{r}), \rho_B(\vec{r})$ and $\rho_3(\vec{r})$, in Eqs.(280), (281) and (282).

5. For $\rho_\sigma(\vec{r})$ fixed, solve Eq.(288) for the $\sigma$ field.

6. For $\rho_B(\vec{r})$ and $\rho_3(\vec{r})$ fixed, solve Eqs.(289) and (290) for the $\omega$ and $\rho$ fields.

7. Evaluate the effective mass $M_N^*(\vec{r})$ and the potential $V(\vec{r})$ according to Eqs.(222) and (239). The bag radius at each point in the nucleus is fixed by Eq.(223). We note that for practical purposes it is possible to separate the solution of the bag equations and the finite nucleus. Because of the Born-Oppenheimer approximation, and the fact that $H_1$ (in Eq.(201)) can be treated perturbatively, $M_N^*(\vec{r})$ and $C(\vec{r})$ can be expressed entirely as functions of the local $\sigma$ field at $\vec{r}$. Indeed, we shall see that a simple form, linear in $g_\sigma \sigma$, works extremely well.
8. Solve the eigenvalue problem defined by the nuclear Hamiltonian Eq.(253) and generate the shell model from which the densities \( \rho_s(\vec{r}), \rho_B(\vec{r}) \) and \( \rho_3(\vec{r}) \) can be computed according to Eqs.(280), (281) and (282).

9. Go to 5 and iterate until self-consistency is achieved.

This procedure has to be repeated for each nucleus, which certainly implies considerable numerical work. We plan to study the implications of this non-relativistic formulation in a future work.

## 15 Relativistic formulation

Here we attempt to formulate the model as a relativistic field theory for the nucleon in order to have a direct comparison with the widely used QHD. We make no attempt to justify the formulation of local relativistic field theory at a fundamental level because this is not possible for a composite nucleon. Our point is that, in the mean field approximation, QHD has had considerable phenomenological success. We therefore try to express our results in this framework. The idea is to write a relativistic Lagrangian and to check that, in some approximation, it is equivalent to our non-relativistic formulation.

As shown earlier, our basic result is that essentially the nucleon in the meson fields behaves as a point like particle of effective mass \( M_N^* (\sigma(\vec{r})) \) moving in a potential \( g_\omega \omega(\vec{r}) \). From now on we do not consider the \( \rho \) coupling as we shall only apply the model to \( N = Z \) nuclei. We shall also forget about the small correction to the spin orbit force of the \( \omega \) because, as we already pointed out, for symmetric nuclei it is almost entirely generated by the Dirac equation. A possible Lagrangian density for this system is

\[
\mathcal{L} = i \bar{\psi} \gamma \cdot \partial \psi - M_N^* (\sigma) \bar{\psi} \psi - g_\omega \omega^\mu \bar{\psi} \gamma_\mu \psi + \mathcal{L}_{\text{mesons}}, \tag{293}
\]

where \( \psi, \sigma \) and \( \omega^\mu \) are respectively the nucleon, \( \sigma \) and \( \omega \) field operators. The free meson Lagrangian density is

\[
\mathcal{L}_{\text{mesons}} = \frac{1}{2} (\partial_\mu \sigma \partial^\mu \sigma - m_\sigma^2 \sigma^2) - \frac{1}{2} \partial_\mu \omega_\nu (\partial^\mu \omega^\nu - \partial^\nu \omega^\mu) + \frac{1}{2} m_\omega^2 \bar{\psi} \gamma_\mu \omega^\mu. \tag{294}
\]

The comparison with QHD is straightforward. If we define the field dependent coupling constant \( g_\sigma(\sigma) \) by

\[
M_N^* (\sigma) = M_N - g_\sigma(\sigma) \sigma, \tag{295}
\]

it is easy to check that \( g_\sigma(\sigma = 0) \) is equal to the coupling constant \( g_\sigma \) defined in Eq.(291). Then we write the Lagrangian density as

\[
\mathcal{L} = i \bar{\psi} \gamma \cdot \partial \psi - M_N \bar{\psi} \psi + g_\sigma(\sigma) \bar{\psi} \sigma \psi - g_\omega \omega^\mu \bar{\psi} \gamma_\mu \psi + \mathcal{L}_{\text{mesons}}, \tag{296}
\]

and clearly the only difference from QHD lies in the fact that the internal structure of the nucleon has forced a (known) dependence of the scalar meson-nucleon coupling constant on the scalar field itself.

In the mean field approximation, the meson field operators are replaced by their time independent expectation values in the ground state of the nucleus:

\[
\bar{\sigma}(t, \vec{r}) \rightarrow \sigma(\vec{r}), \quad \bar{\omega}^\mu(t, \vec{r}) \rightarrow \delta \omega^\mu(\mu, 0) \omega(\vec{r}), \tag{297}
\]

and variation of the Lagrangian yields the Dirac equation

\[
i \gamma \cdot \partial \psi - M_N^*(\sigma) - g_\omega \omega \gamma_0 \psi = 0, \tag{298}
\]
as well as the equations for the meson mean fields

\[ (-\nabla^2 + m^2_N)\sigma(\vec{r}) = \left( \frac{\partial}{\partial \sigma} M_N^*(\sigma) \right) \langle A|\bar{\psi}\psi|A \rangle, \]

\[ (-\nabla^2 + m^2_\omega)\omega(\vec{r}) = g_\omega \langle A|\psi^\dagger\psi|A \rangle. \] (300)

Using the Foldy-Wouthuysen transformation (see Ref.[203] for the details), one can show that the Dirac equation (298) gives back our non-relativistic, quantum Hamiltonian (without the \( \rho \) coupling) under the following conditions:

- only terms of second order in the velocity are kept,
- second derivatives of the meson fields are ignored,
- the fields are small with respect to the nucleon mass,
- the difference between \( \mu = 0.88 \) and \( \mu(\text{point}) = 1 \) can be neglected.

The fact that \( \mu = 4.7 \) is very different from \( \mu(\text{point}) = 1 \) prevents one from using this simple scheme for the \( \rho \) coupling. The spin-orbit potential would be completely different from the one obtained in Eq.(241). Since the \( \rho \) is not required in the treatment of symmetric nuclei we postpone to future work its introduction in the relativistic framework.

In the same approximations one finds that \( \langle A|\bar{\psi}\psi(\vec{r})|A \rangle \) and \( \langle A|\psi^\dagger\psi(\vec{r})|A \rangle \) are respectively equal to the previously defined scalar source, \( \rho_s \) (Eq.(280)), and vector source, \( \rho_B \) (Eq.(281)). (In nuclear matter the approximation is in fact exact). Therefore the equations (299) and (300) for the meson fields reproduce our previous results given in Eqs.(288) and (289) provided the relation

\[ C(\sigma)g_\sigma(\sigma = 0) = -\frac{\partial}{\partial \sigma} M_N^*(\sigma), \] (301)

\[ = \frac{\partial}{\partial \sigma}(g_\sigma(\sigma)\sigma), \] (302)

is satisfied, which can be checked explicitly from the definition of \( M_N^*(\sigma) \) and \( C(\sigma) \).

Within the limits specified above, the Lagrangian density given in Eq.(293) looks acceptable and we shall proceed to study its numerical consequences.

## 16 Applications

Before turning to finite nuclei, we first explain briefly how the general formalism applies in the case of nuclear matter.

### 16.1 Infinite Nuclear Matter

In symmetric, infinite nuclear matter the sources of the fields are constant and can be related to the nucleon Fermi momentum \( k_F \) according to [2]

\[ \langle A|\psi^\dagger\psi(\vec{r})|A \rangle = \frac{4}{(2\pi)^3} \int^{k_F} d\vec{k} = \frac{2k_F^3}{3\pi^2}, \] (303)

\[ \langle A|\bar{\psi}\psi(\vec{r})|A \rangle = \frac{4}{(2\pi)^3} \int^{k_F} d\vec{k} \frac{M_N^*}{\sqrt{M_N^* + k^2}}, \] (304)
where $M_N^*\,\,\,\,\,\,\text{denotes the constant value of the effective nucleon mass defined by Eq.}(222), \,\,\text{or equivalently, Eq.}(295)$. Obviously these equations can also be deduced from the definitions (Eqs.(280) and (281)) of the scalar and vector densities provided that, for $\rho_\sigma$, one uses Eqs.(237) and (238) to write

$$\frac{M_N^*}{E - V} = \frac{1}{\cosh \xi} = \frac{M_N^*}{\sqrt{M_N^2 + \bar{k}^2}}.$$ \hfill (305)

Let $(\bar{\sigma}, \bar{\omega})$ be the constant mean-values of the meson fields. From Eqs.(288) and (289) we find

$$\bar{\omega} = \frac{g_\omega \rho_B}{m^2_\omega},$$ \hfill (306)

$$\bar{\sigma} = \frac{g_\sigma}{m^2_\sigma} C(\bar{\sigma}) \frac{4}{(2\pi)^3} \int^{k_F} d\vec{k} \frac{M_N^*}{\sqrt{M_N^2 + \bar{k}^2}},$$ \hfill (307)

where $C(\bar{\sigma})$ is now the constant value of $C$ in the scalar field.\hfill As emphasised by Saito and Thomas [190], the self-consistency equation for $\bar{\sigma}$, Eq.(307), is the same as that in QHD except that in the latter model one has $C(\bar{\sigma}) = 1$ (i.e. the quark mass is infinitely heavy).

Once the self-consistency equation for $\bar{\sigma}$ has been solved, one can evaluate the energy per nucleon. From the Dirac equation (298), or simply using Eq.(237), the energy of a nucleon with momentum $\vec{k}$ is

$$E(\vec{k}) = V + M_N^* \cosh \xi = g_\omega \bar{\omega} + \sqrt{M_N^2 + \bar{k}^2},$$ \hfill (308)

which contributes to the energy per nucleon by the amount

$$E_{\text{nuc.}}/A = \frac{4}{\rho_B (2\pi)^3} \int^{k_F} d\vec{k} E(\vec{k}),$$ \hfill (309)

$$= \frac{1}{\rho_B} \left[ g_\omega \bar{\omega} \rho_B + \frac{4}{(2\pi)^3} \int^{k_F} d\vec{k} \sqrt{M_N^2 + \bar{k}^2} \right].$$ \hfill (310)

The contribution of the energy stored in the meson fields is, from Eq.(292),

$$E_{\text{meson}}/A = \frac{1}{2\rho_B} (m^2_\sigma \bar{\sigma}^2 - m^2_\omega \bar{\omega}^2),$$ \hfill (311)

and using the expression for $\bar{\omega}$ we finally obtain the following expression for the energy per nucleon

$$E_{\text{total}}/A = \frac{1}{\rho_B} \left[ \frac{4}{(2\pi)^3} \int^{k_F} d\vec{k} \sqrt{M_N^2 + \bar{k}^2} + \frac{m^2_\sigma \bar{\sigma}^2}{2} + \frac{g_\omega^2 \rho_B^2}{2m^2_\omega} \right].$$ \hfill (312)

We determine the coupling constants, $g_\sigma$ and $g_\omega$, so as to fit the binding energy ($-15.7$ MeV) per nucleon and the saturation density ($\rho_0 = 0.15$ fm$^{-3}$) for symmetric nuclear matter at equilibrium. The coupling constants and some calculated properties of nuclear matter (with $m_\pi = 5$ MeV, $m_\sigma = 550$ MeV and $m_\omega = 783$ MeV) at the saturation density are listed in Table 2. The most notable fact is that the calculated incompressibility, $K$, is well within the experimental range: $K \approx 200 - 300$ MeV [197]. Also our effective nucleon mass is much larger than in the case of QHD. In the last two columns of Table 2 we show the relative modifications (with respect to their values at zero density) of the bag radius and the lowest eigenvalue, $\lambda$, at saturation density. The changes are not large. In order
Table 2: Coupling constants and calculated nucleon properties in symmetric nuclear matter at normal nuclear matter density. The effective nucleon mass, $M_N^*$, and the nuclear incompressibility, $K$, are quoted in MeV. The bottom row is for QHD-II.

<table>
<thead>
<tr>
<th>$R_B^0$ (fm)</th>
<th>$g_\sigma^2/4\pi$</th>
<th>$g_\omega^2/4\pi$</th>
<th>$M_N^*$</th>
<th>$K$</th>
<th>$\frac{\Delta P}{\Delta \rho}$</th>
<th>$\xi_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>5.86</td>
<td>6.34</td>
<td>729</td>
<td>295</td>
<td>-0.02</td>
<td>-0.13</td>
</tr>
<tr>
<td>0.8</td>
<td>5.40</td>
<td>5.31</td>
<td>754</td>
<td>280</td>
<td>-0.02</td>
<td>-0.16</td>
</tr>
<tr>
<td>1.0</td>
<td>5.07</td>
<td>4.56</td>
<td>773</td>
<td>267</td>
<td>-0.02</td>
<td>-0.21</td>
</tr>
<tr>
<td>QHD</td>
<td>7.29</td>
<td>10.8</td>
<td>522</td>
<td>540</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

to show the relative insensitivity to the quark mass (as long as it is small) we note that $M_N^* = (756, 753)$ MeV at saturation density and $K = (278, 281)$ MeV for $R_B^0 = 0.8$ fm and $m_q = (0, 10)$ MeV, respectively.

In Figs. 33 and 34, we show the mean-field values of the $\sigma$ meson and the effective nucleon mass in medium, respectively. In both cases their dependence on the bag radius is rather weak. The scalar density ratio, $C(\sigma)$, and the ratio of the integral $I(\sigma)$ to $I_0$ are plotted as a function of $g_\sigma\sigma$ in Figs. 35 and 36, respectively. As $\sigma$ increases, the scalar density ratio decreases linearly, while the ratio, $I/I_0$, gradually increases. Here we note that $S(0) = (0.4819, 0.4827, 0.4834)$ and $I_0 = (0.2421, 0.3226, 0.4028)$ fm for $R_B^0 = (0.6, 0.8, 1.0)$ fm, respectively.

It would be very useful to give a simple parametrization for $C$ and $I/I_0$ because they are completely controlled by only the strength of the local $\sigma$ field. We can easily see that $C$ is well approximated by the linear form:

$$C(\sigma) = 1 - a \times (g_\sigma\sigma),$$

with $g_\sigma\sigma$ in MeV and $a = (6.6, 8.8, 11) \times 10^{-4}$, for $R_B^0 = (0.6, 0.8, 1.0)$ fm, respectively. For $I/I_0$ we find a quadratic form:

$$\frac{I(\sigma)}{I_0} = 1 + b_1 \times (g_\sigma\sigma) - b_2 \times (g_\sigma\sigma)^2,$$

with $b_1 = (3.7, 4.9, 6.1) \times 10^{-4}$ and $b_2 = (3.9, 5.2, 6.5) \times 10^{-7}$. More comments and discussion of the results for nuclear matter can be found in the previous publications [3, 190].

As a practical matter, we note that Eq. (302) is easily solved for $g_\sigma(\sigma)$ in the case where $C(\sigma)$ is linear in $g_\sigma\sigma$ – as we found in Eq. (313). In fact, it is easy to show that

$$M_N^* = M_N - \left(1 - \frac{a}{2 g_\sigma\sigma}\right) g_\sigma\sigma,$$

(recall $g_\sigma \equiv g_\sigma(\sigma = 0)$, Eq. (291)) so that the effective $\sigma$N coupling constant decreases at half the rate of $C(\sigma)$. (Equation (315) is quite accurate up to twice nuclear matter density.) Having explicitly solved the nuclear matter problem by self-consistently solving for the quark wave functions in the bag in the mean scalar field one can solve for the properties of finite nuclei without explicit reference to the internal structure of the nucleon. All one needs is Eqs. (313) and (315) for $C(\sigma)$ and $M_N^*$ as a function of $g_\sigma\sigma$.

Note the change in notation from the earlier papers of Saito and Thomas where $C$ was used for what we now call $S$.  
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16.2 Initial results for finite nuclei

To illustrate that the approach has some promise, we have performed some preliminary calculations for such nuclei as \(^{16}O\), \(^{40}Ca\), \(^{48}Ca\), \(^{90}Zr\), \(^{114}Sn\) and \(^{208}Pb\). For a doubly closed shell nucleus such as oxygen, for example, this requires the self-consistent solution of our equations for 6 Dirac orbitals – the \(1s_{1/2}\), \(1p_{1/2}\) and \(1p_{3/2}\) states of the protons and neutrons. The central Coulomb interaction has been taken into account for the protons.

The resulting numerical calculation was carried out using the techniques described in Part I. The resulting charge density for \(^{16}O\) is shown in Fig.37 (dotted curve) in comparison with the experimental data [199] (hatched area) and QHD [2]. In this calculation we used the parameters given in Table 2 for \(R_B^0 = 0.8\) fm. However, as the central density of \(^{16}O\) was a little high we increased the model-dependent slope of the scalar density \(C(\sigma)\) and the coupling constant \(g_\sigma(\sigma)\) (i.e. the parameter \(a\) in Eqs.(313) and (315)) by 10% to obtain the result shown. The corresponding effect on the saturation energy and density of nuclear matter is very small: \(\rho_0 \rightarrow 0.1496\) fm\(^{-3}\) and the energy per nucleon becomes \(-15.65\) MeV. In Fig.38, we also show the scalar and vector fields corresponding to the charge density of \(^{16}O\) that was shown in Fig.37. Using the same parameter set one also finds a very reasonable fit to the charge density of \(^{40}Ca\), \(^{48}Ca\), \(^{90}Zr\), \(^{114}Sn\) and \(^{208}Pb\).

To conclude this initial investigation of finite nuclei let us consider single particle binding energies of the protons and neutrons in \(^{40}Ca\), presented in Table 4, in comparison with the results of QHD and the experimental data [205]. Because of the smaller scalar and vector field strengths in the present model, compared with QHD, the spin orbit splitting tends also to be smaller – perhaps only \(\frac{3}{4}\) of the experimentally observed splittings. In this context it is interesting to show the sensitivity of the present model to just one feature of the underlying structure of the nucleon, namely the mass of the confined quark. As an example, we consider the case \(m_q = 300\) MeV, which is a typical constituent quark mass. For \(m_q = 300\) MeV and \(R_0 = 0.8\) fm, the coupling constants required to fit the saturation properties of nuclear matter are \(g_\sigma^2/4\pi = 6.84\) and \(g_\pi^2/4\pi = 8.51\) and the effective nucleon mass (at saturation) and the incompressibility become 674 MeV and 334 MeV, respectively. Using these parameters one finds that the charge densities of finite nuclei are again reproduced very well (without any need to vary the slope parameter “\(a\)” – \(a = 3.9 \times 10^{-4}\)). From the table, one can see that a heavier quark mass gives a spectrum closer to that of QHD – as discussed by Saito and Thomas in Ref.[190] – and in better agreement with the observed spin orbit splittings. In conclusion we notice one more point: the \(2s_{1/2}\) and \(1d_{3/2}\) levels are inverted compared with the experimental data. This may be connected with the effect of rearrangement, which is not considered here.
Figure 33: Mean-field values of the $\sigma$ meson for various bag radii as a function of $\rho_B$. The solid, dotted and dashed curves show $g_\sigma \bar{\sigma}$ for $R_B^0 = 0.6$, 0.8 and 1.0 fm, respectively. The quark mass is chosen to be 5 MeV.
Figure 34: Effective nucleon mass ($m_q=5$ MeV). The solid, dotted and dashed curves show $g_\sigma \bar{\sigma}$ for $R_B = 0.6$, 0.8 and 1.0 fm, respectively. The quark mass is chosen to be 5 MeV.
Figure 35: Scalar density ratio, $C(\bar{\sigma})$, as a function of $g_o\bar{\sigma}$ ($m_q = 5$ MeV). The solid, dotted and dashed curves show $g_o\bar{\sigma}$ for $R_B^0 = 0.6, 0.8$ and $1.0$ fm, respectively. The quark mass is chosen to be $5$ MeV.
Figure 36: The ratio of $I(\bar{\sigma})$ to $I_0$ ($m_q = 5$ MeV). The solid, dotted and dashed curves show $g_\sigma \bar{\sigma}$ for $R_B^0 = 0.6, 0.8$ and $1.0$ fm, respectively. The quark mass is chosen to be 5 MeV.
Figure 37: The charge density of $^{16}$O in QHD and the present model, compared with the experimental distribution [205].
Figure 38: Scalar, vector and coulomb potentials for $^{16}O$ in the present model.

### Table 3: Predicted proton and neutron spectra of $^{16}O$ compared with QHD and the experimental data [205]. QMC(5, 300) means the present model with $R_0 = 0.8$ fm and $m_\pi = 5$ and 300 MeV, respectively. All energies are in MeV.

<table>
<thead>
<tr>
<th>Shell</th>
<th>neutron</th>
<th>proton</th>
<th>neutron</th>
<th>proton</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QHD</td>
<td>QMC(5)</td>
<td>QMC(300)</td>
<td>Expt.</td>
</tr>
<tr>
<td>$1s_{1/2}$</td>
<td>41.4</td>
<td>34.8</td>
<td>36.9</td>
<td>47.0</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>20.6</td>
<td>19.0</td>
<td>19.7</td>
<td>21.8</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>12.6</td>
<td>17.0</td>
<td>16.2</td>
<td>15.7</td>
</tr>
</tbody>
</table>
Figure 39: The charge density of $^{40}\text{Ca}$ in QHD and the present model, compared with the experimental distribution [205].
Figure 40: Scalar and vector potentials for $^{40}$Ca in the present model
and QHD.

<table>
<thead>
<tr>
<th>Shell</th>
<th>neutron</th>
<th>proton</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QHD</td>
<td>QMC(5)</td>
</tr>
<tr>
<td>$1s_{1/2}$</td>
<td>54.9</td>
<td>43.5</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>38.6</td>
<td>32.7</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>33.1</td>
<td>30.8</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>22.6</td>
<td>20.6</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>14.6</td>
<td>15.0</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>14.1</td>
<td>17.1</td>
</tr>
</tbody>
</table>

Table 4: Predicted proton and neutron spectra of $^{40}$Ca compared with QHD and the
experimental data [205]. QMC(5, 300) means the present model with $R_0 = 0.8$ fm and
$m_\pi = 5$ and 300 MeV, respectively. All energies are in MeV.
Figure 41: The charge density of $^{48}$Ca in QHD and the present model, compared with the experimental distribution [205].
Figure 42: Scalar and vector potentials for $^{48}Ca$ in the present model and QHD.

<table>
<thead>
<tr>
<th>Shell</th>
<th>neutron</th>
<th>proponent</th>
<th>Expt.</th>
<th>QHD</th>
<th>QMC(5)</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s_{1/2}$</td>
<td>56.7</td>
<td>42.4</td>
<td></td>
<td>53.0</td>
<td>40.5</td>
<td>55±9</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>40.8</td>
<td>31.6</td>
<td></td>
<td>38.6</td>
<td>30.9</td>
<td>35±7</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>36.7</td>
<td>30.8</td>
<td></td>
<td>34.2</td>
<td>30.0</td>
<td>35±7</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>24.7</td>
<td>19.8</td>
<td>16</td>
<td>23.2</td>
<td>19.6</td>
<td>20</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>16.3</td>
<td>16.0</td>
<td>12.4</td>
<td>13.1</td>
<td>13.7</td>
<td>15.8</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>16.8</td>
<td>18.1</td>
<td>12.4</td>
<td>15.0</td>
<td>17.8</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 5: Predicted proton and neutron spectra of $^{48}Ca$ compared with QHD and the experimental data [205]. QMC(5) means the present model with $R_0 = 0.8$ fm and $m_q = 5$ MeV. All energies are in MeV.
Figure 43: The charge density of $^{90}\text{Zr}$ in QHD and the present model.
Figure 44: Scalar and vector potentials for \(^{90}Zr\) in the present model and QHD.
Table 6: Predicted proton and neutron spectra of $^{90}Zr$ compared with QHD and the experimental data [205]. QMC(5) means the present model with $R_0 = 0.8$ fm and $m_s = 5$ MeV. All energies are in MeV.
Figure 45: The charge density of $^{114}$Sn in QHD and the present model.
Figure 46: Scalar and vector potentials for $^{114}Sn$ in the present model and QHD.
### $^{114}Sn$

<table>
<thead>
<tr>
<th>Shell</th>
<th>neutron</th>
<th>proton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s_{1/2}$</td>
<td>63.3</td>
<td>46.6</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>53.2</td>
<td>40.1</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>51.7</td>
<td>39.8</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>41.9</td>
<td>32.6</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>38.0</td>
<td>31.8</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>35.4</td>
<td>29.4</td>
</tr>
<tr>
<td>$1f_{7/2}$</td>
<td>30.1</td>
<td>24.1</td>
</tr>
<tr>
<td>$2p_{3/2}$</td>
<td>20.9</td>
<td>18.9</td>
</tr>
<tr>
<td>$1f_{5/2}$</td>
<td>23.5</td>
<td>22.7</td>
</tr>
<tr>
<td>$2p_{1/2}$</td>
<td>19.4</td>
<td>18.5</td>
</tr>
<tr>
<td>$1g_{9/2}$</td>
<td>18.2</td>
<td>14.8</td>
</tr>
<tr>
<td>$2d_{5/2}$</td>
<td>8.2</td>
<td>8.6</td>
</tr>
<tr>
<td>$1g_{7/2}$</td>
<td>9.1</td>
<td>12.8</td>
</tr>
</tbody>
</table>

Table 7: Predicted proton and neutron spectra of $^{114}Sn$ compared with QHD and the experimental data [205]. QMC(5) means the present model with $R_0 = 0.8$ fm and $m_{q} = 5$ MeV. All energies are in MeV.
Figure 47: The charge density of $^{208}$Pb in QHD and the present model, compared with the experimental distribution [205].
Figure 48: Scalar and vector potentials for $^{208}_{\text{Pb}}$ in the present model and QHD.
\[ ^{208}Pb \]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1s_{1/2}</td>
<td>64.7</td>
<td>45.9</td>
<td></td>
<td>51.9</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td>1p_{3/2}</td>
<td>57.9</td>
<td>41.6</td>
<td></td>
<td>45.8</td>
<td>32.4</td>
<td></td>
</tr>
<tr>
<td>1p_{1/2}</td>
<td>57.1</td>
<td>41.4</td>
<td></td>
<td>44.9</td>
<td>32.2</td>
<td></td>
</tr>
<tr>
<td>1d_{5/2}</td>
<td>49.6</td>
<td>36.3</td>
<td></td>
<td>38.1</td>
<td>27.4</td>
<td></td>
</tr>
<tr>
<td>1d_{3/2}</td>
<td>47.7</td>
<td>35.9</td>
<td></td>
<td>35.9</td>
<td>26.9</td>
<td></td>
</tr>
<tr>
<td>2s_{1/2}</td>
<td>44.0</td>
<td>33.5</td>
<td></td>
<td>31.4</td>
<td>23.9</td>
<td></td>
</tr>
<tr>
<td>1f_{7/2}</td>
<td>40.4</td>
<td>30.1</td>
<td></td>
<td>29.2</td>
<td>21.4</td>
<td></td>
</tr>
<tr>
<td>2p_{3/2}</td>
<td>32.3</td>
<td>25.7</td>
<td></td>
<td>20.2</td>
<td>16.3</td>
<td></td>
</tr>
<tr>
<td>1f_{5/2}</td>
<td>36.8</td>
<td>29.4</td>
<td></td>
<td>25.4</td>
<td>20.6</td>
<td></td>
</tr>
<tr>
<td>2p_{1/2}</td>
<td>30.8</td>
<td>25.4</td>
<td></td>
<td>18.7</td>
<td>16.0</td>
<td></td>
</tr>
<tr>
<td>1g_{9/2}</td>
<td>30.5</td>
<td>23.3</td>
<td></td>
<td>19.7</td>
<td>14.7</td>
<td></td>
</tr>
<tr>
<td>2d_{5/2}</td>
<td>20.9</td>
<td>17.6</td>
<td></td>
<td>9.2</td>
<td>8.3</td>
<td>9.7</td>
</tr>
<tr>
<td>1g_{7/2}</td>
<td>25.0</td>
<td>22.1</td>
<td></td>
<td>14.0</td>
<td>13.5</td>
<td>11.4</td>
</tr>
<tr>
<td>1h_{11/2}</td>
<td>20.4</td>
<td>15.8</td>
<td></td>
<td>9.9</td>
<td>7.3</td>
<td>9.4</td>
</tr>
<tr>
<td>2d_{3/2}</td>
<td>18.7</td>
<td>17.0</td>
<td></td>
<td>7.0</td>
<td>7.7</td>
<td>8.4</td>
</tr>
<tr>
<td>3s_{1/2}</td>
<td>17.9</td>
<td>15.7</td>
<td></td>
<td>5.9</td>
<td>5.9</td>
<td>8.0</td>
</tr>
<tr>
<td>2f_{7/2}</td>
<td>10.4</td>
<td>9.3</td>
<td>9.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1h_{9/2}</td>
<td>12.8</td>
<td>14.1</td>
<td>10.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1i_{13/2}</td>
<td>10.3</td>
<td>7.8</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2f_{5/2}</td>
<td>7.8</td>
<td>8.6</td>
<td>7.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3p_{3/2}</td>
<td>7.3</td>
<td>6.9</td>
<td>8.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3p_{1/2}</td>
<td>6.4</td>
<td>6.6</td>
<td>7.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Predicted proton and neutron spectra of $^{208}Pb$ compared with QHD and the experimental data [205]. QMC(5) means the present model with $R_0 = 0.8$ fm and $m_q = 5$ MeV. All energies are in MeV.
Conclusion and Outlook.

This thesis has been built around the MIT bag model as a theoretical tool in studying some phenomena in nuclear and particle physics.

To begin, the bag model was invented twice: in 1967 by Bogoliubov and in 1974 by a group of scientists from Massachusetts Institute of Technology. It very soon became widely acclaimed as a tool for studying various systems of quarks and gluons.

In the first Chapters we reviewed the mathematical apparatus of the MIT bag model by deriving basic formulas in as general a form as possible, thoroughly describing the most difficult details. Here we also showed how the bag model can play a role in nuclear physics, in particular, its significance in the development of the new direction in this field, the Quark Meson Coupling model. This provides a description of the interactions of nucleons using the fundamental degrees of freedom, namely the quarks and gluons.

We applied the bag model to the question of charge symmetry of parton distributions by considering all possible CVS contributions, namely - the difference of the masses of the proton and neutron, the difference of masses of the intermediate states, the dependence of the bag wave function on the quark mass and the difference in the bag radius between the proton and neutron. To our surprise we found that the fractional differences between distributions of up quarks in the neutron and down quarks in the proton can be as large as 10% for intermediate values of Bjorken \( x \). It would be quite important to test this result experimentally and though this seems to be quite difficult, due to the absence of a free nucleon target. We showed how one could extract the necessary information from the Drell-Yan process. Experimental results might also shed light on the question of whether it is necessary to review the parameters of the Standard Model to include the effect of charge symmetry breaking.

In the following Chapters we extended our investigations of charge symmetry violation in the valence quark distributions of the nucleon to the case of the pion. In the aim to find the experimental verification of our results we found that it is possible to separate the pion and nucleon CSV terms through the analysis of the Drell-Yan processes in the interaction of \( \pi^+ \) and \( \pi^- \) with deuterium and hydrogen. It seems that providing experimentalists with such an information should encourage them to carry out the measurements.

Continuing consideration of the Drell-Yan processes we came across the possibility of using combinations of measurements of pions on deuterium in order to extract pion sea quark distributions. To estimate the background screening we evolved the charge symmetry violating terms to find that it is still possible to get reliable information from experiments.

The third part of this work was completely devoted to the development of the QMC model, where the MIT bag model also played an important role. Starting with a hybrid model, in which quarks confined in nucleon bags interact through the exchange of scalar and vector mesons, we have shown that the Born-Oppenheimer approximation leads naturally to a generalization of QHD with a density dependent scalar coupling. The physical origin of this density dependence, which provides a new saturation mechanism for nuclear matter, is the relatively rapid increase of the lower Dirac component of the wavefunction of the confined, light quark. We confirm the original discovery of Guichon [3] that, once the scalar and vector coupling constants are chosen to fit the observed saturation properties of nuclear matter, the extra, internal degrees of freedom lead to an incompressibility that is consistent with experiment.

In the case of finite nuclei we have derived a set of coupled differential equations which must be solved self-consistently but which are not much more difficult to solve than the relativistic Hartree equations of QHD. Initial results are quite promising but a full
numerical study is a subject for further work.

The successful generalisation of the quark-meson coupling model to finite nuclei opens a tremendous number of opportunities. For example, earlier results for the Okamoto-Nolen-Schiffer anomaly [62], the nuclear EMC effect [195], the charge-symmetry violating correction to super-allowed Fermi beta-decay [194] and so on, can now be treated in a truly quantitative way.

It will be very interesting to explore the connection between the density dependence of the variation of the effective $\sigma$-nucleon coupling constant, which arises so naturally here, with the variation found empirically in earlier work. We note, in particular, that while our numerical results depend on the particular model chosen here (namely, the MIT bag model), the qualitative features which we find (such as the density dependent decrease of the scalar coupling) will apply in any model in which the nucleon contains light quarks and the attractive $N-N$ force is a Lorentz scalar. Of course, it will be important to investigate the degree of variation in the numerical results for other models of nucleon structure.

We could list many other directions for future theoretical work: for the replacement of the MIT bag by a model respecting PCAC (e.g. the cloudy bag model [200]), the replacement of $\sigma$-exchange by two-pion exchange, the replacement of $\omega$ exchange by nucleon overlap at short distance, the inclusion of the density dependence of the meson masses themselves [191, 201] and so on. On the practical side, we stress that the present model can be applied to all the problems for which QHD has proven so attractive, with very little extra effort. It will also be interesting to explore its phenomenological consequences in this way.
Appendix

Here we want to demonstrate that the center of mass correction to the bag energy is essentially independent of the external scalar field. (Since the vector fields do not alter the quark structure of the nucleon we need not consider them.) To avoid the difficulties associated with the confinement by a sharp boundary, we consider a model where the quark mass grows quadratically with the distance from the center of the bag. This is justified because we do not look for the c.m. correction itself but only for its dependence on the external field. Moreover, after the strength of the confining mass has been adjusted to reproduce the lowest eigenfrequency of the bag, we have found that the corresponding wave functions are rather similar to those for the bag.

To estimate the c.m. correction we also make the assumption that the quark number is a good quantum number, which allows us to formulate the problem in the first quantized form. This amounts to neglecting the effect of quark-antiquark excitation and is therefore not a very strong constraint.

Thus the model is defined by the following first-quantized Hamiltonian:

\[
H_B = \sum_{i=1, N} \gamma_0(i)[\vec{\gamma}(i) \cdot \vec{p}_i + m(\vec{r}_i)], \quad \vec{p}_i = -i\vec{\nabla}_i, \tag{316}
\]

with

\[
m(\vec{r}) = m^* + Kr^2, \tag{317}
\]

where \(m^*\) is the mass of the quark in the presence of the external scalar field.

By assumption, \(N\) is a number, so we can define intrinsic coordinates \((\vec{p}, \vec{\pi})\) by

\[
\vec{\pi}_i = \vec{p}_i - \frac{\vec{P}}{N}, \quad \vec{P} = \sum_i \vec{p}_i, \quad \sum_i \vec{\pi}_i = 0, \tag{318}
\]

\[
\vec{\rho}_i = \vec{r}_i - \vec{R}, \quad \vec{R} = \frac{1}{N} \sum_i \vec{r}_i, \quad \sum_i \vec{\rho}_i = 0. \tag{319}
\]

Then we can write the Hamiltonian in the form:

\[
H_B = H_{\text{intr.}} + H_{\text{CM}}, \tag{320}
\]

\[
H_{\text{intr.}} = \sum_i \gamma_0(i)[\vec{\gamma}(i) \cdot \vec{\pi}_i + m(\vec{\rho}_i)], \tag{321}
\]

\[
H_{\text{CM}} = \frac{\vec{P}}{N} \cdot \sum_i \gamma_0(i)\vec{\gamma}(i) + \sum_i \gamma_0(i)[m(\vec{r}_i) - m(\vec{\rho}_i)]. \tag{322}
\]

This separation into an intrinsic and a c.m. Hamiltonian is correct because:

1. \(H_{\text{intr.}}\) commutes with \(\vec{P}\) and \(\vec{R}\),

2. One has \([H_{\text{CM}}, \vec{R}] = -i \sum_i \gamma_0(i)\vec{\gamma}(i)\). Since for a Dirac particle \(\gamma_0\vec{\gamma}\) is the velocity, one can identify the RHS of the previous equation with the time derivative of \(\vec{R}\), which is consistent.

The fact that the c.m. Hamiltonian depends on the intrinsic coordinates is not a surprise because the separation is only complete in certain special cases.

We now look for the intrinsic energy of the bag, writing

\[
H_{\text{intr.}} = H_B - H_{\text{CM}}. \tag{323}
\]
All that we know are the eigenstates of $H_B$ but we can consider $H_{CM}$ as a correction of order $1/N$ with respect to the leading term in the bag energy. Therefore we estimate its effect in first order perturbation theory, that is

$$E_{\text{intr.}} = E_B - \langle B|H_{CM}|B\rangle = E_B - E_{CM}, \quad (324)$$

where $|B\rangle$ is the eigenstate of $H_B$ with energy $E_B$. We must therefore evaluate

$$E_{CM} = \langle B|\frac{\vec{p}}{N} \cdot \sum_j \gamma_0(j)\vec{\gamma}(j) + \sum_i \gamma_0(i) \left[ m(\vec{r}_i) - m(\vec{r}_i - \vec{R}) \right]|B\rangle$$

$$= \langle B|\frac{\vec{p}}{N} \cdot \sum_j \gamma_0(j)\vec{\gamma}(j) + 2KR \cdot \sum_i \gamma_0(i)\vec{r}_i - KR^2 \sum_i \gamma_0(i)|B\rangle. \quad (325)$$

(Note that there are no ordering problems as long as $N$ is a number). Let $|\alpha\rangle$ be the one body solutions, that is (in units such that $\hbar = 1$)

$$\gamma_0[\vec{\gamma} \cdot \vec{p} + m(\vec{r})]\phi_\alpha = \Omega_\alpha \phi_\alpha. \quad (326)$$

If we assume that $|B\rangle$ has all the quarks in the lowest mode then elementary techniques for many-body systems lead to the results

$$\langle B|\frac{\vec{p}}{N} \cdot \sum_j \gamma_0(j)\vec{\gamma}(j)|B\rangle = \Omega_0 - \langle 0|\gamma_0(m^* + Kr^2)|0\rangle,$$

$$\langle B|KR \cdot \sum_i \gamma_0(i)\vec{r}_i|B\rangle = \langle 0|\gamma_0 r^2|0\rangle,$$

$$\langle B|KR^2 \sum_i \gamma_0(i)|B\rangle = \frac{1}{N} \langle 0|\gamma_0 r^2|0\rangle + \left(1 - \frac{1}{N}\right) \langle 0|\gamma_0|0\rangle \langle 0|r^2|0\rangle. \quad (327)$$

so that we get

$$E_{CM} = \Omega_0 - m^* \langle 0|\gamma_0|0\rangle + K \left(1 - \frac{1}{N}\right) \left(\langle 0|\gamma_0 r^2|0\rangle - \langle 0|\gamma_0|0\rangle \langle 0|r^2|0\rangle\right)$$

$$= \Omega_0 - m^* \langle 0|\gamma_0|0\rangle + K \left(\langle 0|\gamma_0 r^2|0\rangle - \langle 0|\gamma_0|0\rangle \langle 0|r^2|0\rangle\right) + O(1/N). \quad (328)$$

Note that we keep only the leading term in $1/N$. This is consistent with our initial approximation according to which $E_{CM}$ is computed as a correction of order $1/N$ with respect to the leading term in the bag energy.

To proceed we need to evaluate the single particle matrix elements which appear in the expression for $E_{CM}$. To determine the wave function we solve Eq.(326) numerically and adjust the constant $K$ to give $\Omega_0 = 2.04$ - i.e. the lowest energy level of the free bag, in units such that $R_B = 1$. We found $K = 1.74$.

Then we compute $E_{CM}$ numerically according to Eq.(328), as a function of $m^*$. The result is shown in Fig.49, where we also plot the value of $\Omega_0$. One can see that in the range $-1.5 < m^* < 0$, which certainly contains the possible values of $m^*$ in the case of finite real nuclei, the value of $E_{CM}$ is almost constant. For instance at $m^* = -1$, $E_{CM}$ differs from its free value by only 6%. Furthermore, its variation is clearly negligible with respect to that of $\Omega_0$. Thus, for practical purposes, it is a very reasonable approximation to ignore the dependence of $E_{CM}$ on the external field.
Figure 49: Dependence of $E_{CM}$ (full line) and $\Omega_0$ (dashed line) on $m^*$. 
References

[21] V.N. Gribov, LNU TP 91/7 (Mar 1991), Orsay lectures LPTHE Orsay 92/60 (June 1993) and LPTHE Orsay 94/20 (Feb. 1994);
[26] T. Inoue and T. Maskawa, Prog. Th. Phys. 54, 1833 (1975);
[33] T.D. Lee, Phys. Rev. D19, 1802 (1979);
[34] T. De Grand, University of Toronto, 1980;
[36] C.W. Wong, Phys. Rev. D24, 1a16 (1981);
[38] V.B. Berestecky, E.M. Lifshic, L.P. Pitaevsky, Quantum Electrodynamics, 1989
[41] K. Saito, A.W. Thomas Nuclear Physics A574, 659 (1994);
[45] A.E.S. Green and T. Sawada, Rev. Mod. Phys. 39, 594 (1967);
[48] D. Vautherin and Brink, Phys. Rev. C5, 626 (1972);
      see also L.D. Miller and A.E.S. Green, Phys. Rev. C5, 241 (1972);
      as well as S.A. Chin, Ann. Phys. (N.Y.) 108, 301 (1977);
[64] A.W. Thomas, University of Adelaide preprint: ADP-95-3/T170;
E. Naar and M. C. Birse, J. Phys. G19, 555 (1993);
[67] F.J. Yndurain, Quantum Chromodynamics, Springer-Verlag, 1983;
[71] Ta-Pei Cheng and Ling-Fong Li, Gauge theory of elementary particle physics, Oxford University Press, 1984;
[73] J.D. Bjorken and E.A. Pachos, Phys. Rev. 185, 1975 (1969);
[74] J.D. Bjorken, Phys. Rev. 179, 1547 (1969);
[75] C.G. Callan and D.J. Gross, Phys. Rev. Lett. 22, 156 (1969);
[77] A. Schafer, Phys. Lett. B208, 175 (1988);
[81] R.I Jaffe, Massachusetts Institute of Technology, 1983;
E.M. Henley and G.A. Miller, Phys. Lett. B251, 453 (1990);
G. Preparata, P.G. Ratcliffe and J. Soffer, Phys. Rev. Lett. 66, 687 (1991);
W. Melnitchouk and A.W. Thomas, Phys. Rev. D47, 3783 (1993);
E.J. Eichten et al., Nucl. Phys. B234, 189 (1984);
M. Sawicki and J.P. Vary, Phys. Rev. Lett. 71, 1320 (1993);
K. Gottfried, Phys. Rev. Lett. 18, 1174 (1967);
R.P. Feynman and R.D. Field, Phys. Rev. D15, 2590 (1977);
P. Amaudruz et al. (NMC Collaboration), Phys. Rev. Lett. 66, 560 (1991);
F.E. Close, "An Introduction to Quarks and Partons", (Academic, London, 1979);
E. Leader and E. Predazzi, "Gauge theories and the New Physics" (Cambridge University Press, Cambridge, 1982);
M. Gell-Mann, R.J. Oakes and B. Renner, Phys. Rev. 175, 2195 (1968); K.G. Wilson, Phys.Rev. 179, 1499 (1969);
A.I. Vainshtein et al., Sov. J. Nucl. Phys. 27, 1207 (1978);
S. Narison and E. Rafael, Phys.Lett. B103, 57 (1981);
R.J. Hughes, Phys. Rev. D16, 622 (1977); J.A. Bartelski, Phys. Rev. D20, 1229 (1979);
[141] K. Harada and T. Muta, Phys. Rev. D22, 663 (1980);
                  of the 1993 JSPS.
T. Nikolaus, T. Hoch and D. G. Madland, Phys. Rev. C46, 1757 (1992);  
    P. G. Reinhard, Rep. Prog. Phys. 52, 439 (1989);

    R. Brockmann and H. Toki, Phys. Rev. Lett. 68, 3408 (1992);
    S. Haddad and M. Weigel, Phys. Rev. C48, 2740 (1993);
    C. Fuchs et al., nucl-th/9507044 (July, 1995);

    T. Suzuki (Nishinomiya, Japan, 1994), Universal Academy Press (Tokyo), p. 221;
    G. Q. Li, C. M. Ko and G. E. Brown, nucl-th/9504025 (1995);

[188] W. Koenig et al., HADES Collaboration, in Proc. Workshop on Dilepton production
    in Heavy Ion Collisions, ed. H. Bokemeyer (GSI, Darmstadt, 1994) p. 225;

    M. K. Banerjee, Phys. Rev. C45, 1359 (1992);


    M. K. Banerjee, Phys. Rev. C45, 1359 (1992);
    C. Fuchs et al., nucl-th/9509016 (Sept. 1995).

[193] K. Okamoto, Phys. Lett. 11, 150 (1964);
    S. Shlomo, Rep. Prog. Phys. 41, 957 (1978);

    A. W. Thomas and K. Saito, Proc. of the international conference on Weak and
    Electromagnetic Interactions in Nuclei (WEIN '95), Osaka, June 1995, Japan, nucl-

    A. W. Thomas, K. Saito and A. Michels, Aust. J. Phys. 46, 3 (1993);


    V. R. Pandharipande and R. B. Wiringa, Rev. Mod. Phys. 51, 821 (1979);
    M. Brack, C. Guet and H. B. Håkansson, Phys. Rep. 123, 275 (1985);
    J. M. Cavedon et al., Phys. Rev. Lett. 58, 195 (1987);
    M. M. Sharma et al., Phys. Rev. C38, 2562 (1988);
[198] P. A. M. Guichon et al., to be published.
List of publications

1) CHARGE ASYMMETRY OF PARTON DISTRIBUTIONS.

2) DRELL-YAN PROCESSES AS A PROBE OF CHARGE SYMMETRY VIOLATION IN THE PION AND THE NUCLEON.

3) PROBING THE PION SEA WITH PI D DRELL-YAN PROCESSES.

4) THE ROLE OF NUCLEON STRUCTURE IN FINITE NUCLEI.

NOTE: This publication is included in the print copy of the thesis held in the University of Adelaide Library.

It is also available online to authorised users at:

http://dx.doi.org/10.1142/S0217732394001659
Drell–Yan processes as a probe of charge symmetry violation in the pion and the nucleon

J.T. Londergan a, G.T. Garvey b, G.Q. Liu c, E.N. Rodionov c, A.W. Thomas c

a Department of Physics and Nuclear Theory Center, Indiana University, Bloomington, IN 47408, USA
b Los Alamos National Laboratory, Los Alamos, NM 87544, USA
c Department of Physics and Mathematical Physics, University of Adelaide, Adelaide S.A. 5005, Australia

Received 8 June 1994; revised manuscript received 4 September 1994
Editor: H. Georgi
Drell–Yan processes as a probe of charge symmetry violation in the pion and the nucleon

J.T. Londergan a, G.T. Garvey b, G.Q. Liu c, E.N. Rodionov c, A.W. Thomas c

a Department of Physics and Nuclear Theory Center, Indiana University, Bloomington, IN 47408, USA
b Los Alamos National Laboratory, Los Alamos, NM 87544, USA
c Department of Physics and Mathematical Physics, University of Adelaide, Adelaide S.A. 5005, Australia

Received 8 June 1994; revised manuscript received 4 September 1994
Editor: H. Georgi

Abstract

We extend earlier investigations of charge symmetry violation in the valence quark distributions of the nucleon, and make similar estimates for the pion. The sensitivity of pion-induced Drell–Yan measurements to such effects is then examined. It is shown that combinations of $\pi^+$ and $\pi^-$ data on deuterium and hydrogen are sensitive to these violations, and that the pion and nucleon charge symmetry violating terms separate as a function of $x_\pi$ and $x_n$ respectively. We estimate the background terms which must be evaluated to extract charge symmetry violation.

At the present time the flavor structure of the nucleon is a topic of intense interest [1–8]. This is largely a consequence of unexpected experimental results, such as the discovery by the New Muon Collaboration (NMC) of a violation of the Gottfried sum-rule [9] and the so-called "proton spin crisis" [10–12] of EMC. There have also been recent theoretical calculations of the violation of charge symmetry in the valence quark distributions of the nucleon [13,14].

In most nuclear systems, charge symmetry is obeyed to within about one percent [15], so one would expect small charge symmetry violation [CSV] in parton distributions. The theoretical calculations suggest that there is a CSV part of the "minority" valence quark distributions ($d^p$ or $u^p$), with a slightly smaller violation in the "majority" valence distributions ($u^p$ or $d^p$). Although both CSV contributions are rather small in absolute magnitude, the fractional charge symmetry violation in the minority valence quark distributions $r_{\min}(x) = 2(d^p(x) - u^p(x))/(d^p(x) + u^p(x))$ can be large, because at large momentum fraction $x$, $d^p(x)/u^p(x) \ll 1$. Rodionov et al. [14] predicted charge symmetry violation as large as 5–10% for the ratio $r_{\min}(x)$, in the region $x > 0.5$. The relative size of these CSV effects might require a change in the standard notation for parton distributions [16] in this region; in addition, Sather [13] showed that CSV effects of this magnitude could significantly alter the value of the Weinberg angle extracted from neutral and charged current neutrino interactions.

Since (in this particular region of Bjorken $x$) we predict fractional CSV violations as large as 5–10%, it is important to explore experiments which would be sensitive to the relative minority quark distributions in the neutron and proton. Observation of a CSV effect at this level would reinforce confidence in our ability to relate quark models to measured quark–parton distributions – and hence to use deep inelastic scattering as a real probe of the non-perturbative aspects of hadron structure [17]. Drell–Yan processes have proven to be
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a particularly useful source of information on the antiquark distributions in nuclei [18]. If one uses beams of pions, and concentrates on the region where Bjorken $x$ of the target quarks is reasonably large, then the annihilating quarks will predominantly come from the nucleon and the antiquarks from the pion. Furthermore, for $x \gtrsim 0.4$ to good approximation the nucleon consists of three valence quarks, and the pion is a quark–anti-quark valence pair — in particular, $\pi^+$ contains a valence $d$ and $\pi^-$ a valence $\bar{u}$. Comparison of Drell–Yan processes induced by $\pi^+$ and $\pi^-$ in this kinematic region will provide a good method of separately measuring $d$ and $\bar{u}$ quark distributions in the nucleon.

Consider the Drell–Yan process in which a quark with momentum fraction $x_1$ in a deuteron annihilates with an anti-quark of momentum fraction $x_2$ in a $\pi^+$. Provided that $x_1, x_2 \gtrsim 0.4$, to minimize the contribution from sea quarks, this will be the dominant process. Neglecting sea quark effects, the Drell–Yan cross section will be proportional to:

$$\sigma^{\text{DY}}_{\pi^+D} \sim \frac{1}{2}(d^p(x_1) + d^*(x_1))\bar{d}^{\pi^+}(x_2).$$

The corresponding cross section for $\pi^-D$ is:

$$\sigma^{\text{DY}}_{\pi^-D} \sim \frac{1}{2}(u^p(x_1) + u^*(x_1))\bar{u}^{\pi^-}(x_2),$$

so that if we construct the ratio, $R_{\pi^+D}^{\text{DY}}$:

$$R_{\pi^+D}^{\text{DY}}(x_1, x_2) = \frac{4\sigma^{\text{DY}}_{\pi^+D} - \sigma^{\text{DY}}_{\pi^-D}}{(4\sigma^{\text{DY}}_{\pi^+D} + \sigma^{\text{DY}}_{\pi^-D})/2},$$

only charge symmetry violating (CSV) terms contribute. In fact, defining

$$\delta d = d^p - d^*,$$
$$\delta u = u^p - u^*,$$
$$\delta \bar{d} = d^{\pi^+} - \bar{d}^{\pi^-},$$

(and recalling that charge conjugation implies $d^{\pi^+} = \bar{d}^{\pi^-}$ etc.) we find that, to first order in the small CSV terms, the Drell–Yan ratio becomes:

$$R_{\pi^+D}^{\text{DY}}(x_1, x_2) = \left(\frac{\delta d}{d^p} + \frac{\delta u}{u^p + d^p}\right)(x_1) + \left(\frac{\delta \bar{d}}{\bar{d}^{\pi^+}}\right)(x_2),$$

$$= R_{\pi^+N}^{\text{DY}}(x_1) + R_{\pi^-N}^{\text{DY}}(x_2).$$

Eq. (5) is quite remarkable in that only CSV quantities enter, and there is a separation of the effects associated with the nucleon and the pion. Because $R_{\pi^+D}^{\text{DY}}$ is a ratio of cross sections one expects a number of systematic errors to disappear — although the fact that different beams ($\pi^+$ and $\pi^-$) are involved means that not all such errors will cancel. This certainly needs further investigation, since $R_{\pi^+D}^{\text{DY}}$ is obtained by almost complete cancellation between terms in the numerator. The largest ‘‘background’’ term, contributions from nucleon or pion sea, will be estimated later in this letter. However we note that Eq. (5) is not sensitive to differences between the parton distributions in the free nucleon and those in the deuteron [19–22]. For example, if the parton distributions in the deuteron are related to those in the neutron and proton by

$$q^D_D(x) = (1 + \epsilon(x))(q^N_D(x) + q^N_I(x)),$$

then by inspection Eq. (5) will be unchanged. Any correction to the deuteron structure functions which affects the proton and neutron terms identically will cancel in $R_{\pi^+D}^{\text{DY}}$.

It should not be necessary to know absolute fluxes of charged pions to obtain an accurate value for $R_{\pi^+D}^{\text{DY}}$. The yield of $J/\psi$'s from $\pi^+D$ and $\pi^-D$ can be used to normalize the relative fluxes, since the $J/\psi$'s are predominantly produced via gluon fusion processes. The gluon structure functions of the $\pi^+$ and $\pi^-$ are identical, so the relative yield should be unity to within 1%.

Next we turn to the predictions for the charge symmetry violating terms, $\delta d$, $\delta u$ and $\delta \bar{d}$ which appear in Eq. (5). For the former two there has been an extensive discussion by Sather [13] and Rodinov et al. [14] from which there is at least a theoretical consensus that the magnitude of $\delta d$ is somewhat larger than $\delta u$. This is easy to understand because the dominant source of CSV is the mass difference of the residual di-quark pair when one quark is hit in the deep-inelastic process. For the minority quark distribution the residual di-quark is $uu$ in the proton, and $dd$ in the neutron. Thus, in the difference, $d^p - u^p$, the up–down mass difference enters twice. Conversely, for the majority quark distributions the residual di-quark is a $ud$-pair in both proton and neutron, so there is no contribution to CSV.

In Fig. 1(a) we show the predicted CSV terms for the majority and minority quark distributions in the nucleon, as a function of $x$, calculated for the simple MIT bag model [14,23,24]. There are, of course, more sophisticated quark models available but the similarity of the results obtained by Naar and Birse [25] using the color dielectric model suggests that similar results would be obtained in any relativistic model based on
Fig. 1. (a) Predicted charge symmetry violation (CSV), calculated using the MIT bag model. Dashed curve: "minority" quark CSV term, $\delta d(x) = x(d^u(x) - u^d(x))$; solid curve: "majority" quark CSV term, $\delta u(x) = x(u^u(x) - d^d(x))$. (b) Fractional minority quark CSV term, $\delta d(x)/d^d(x)$, vs. $x$, as a function of the average di-quark mass $m_d = (m_u + m_d)/2$. The di-quark mass difference is fixed at $\delta m_u = m_u - m_d = 4$ MeV. From top to bottom, the curves correspond to average di-quark mass $\bar m = 850, 830, 810, 790, 770$, and 750 MeV. The curves have been evolved to $Q^2 = 10$ GeV$^2$. This quantity is the nucleonic CSV term for the Drell–Yan ratio $R_{DY}$ of Eq. (11).

Confined current quarks. The bag model parameters are listed in this figure. The mean di-quark masses are chosen as 600 MeV for the $S = 0$ case, and 800 MeV for the $S = 1$ case (note that for the minority quark distributions the di-quark is always in an $S = 1$ state). The di-quark mass difference, $m_{ud} - m_{uu}$, is taken to be 4 MeV, a rather well determined difference in the bag model. We note that $\delta u$ is opposite in sign to $\delta d$ and, therefore, these two terms add constructively in the Drell–Yan ratio $R_{DY}$ of Eq. (5).

In Fig. 1(b) we show the fractional change in the minority quark CSV term, $2(d^u - u^d)/(d^d + u^d)$ vs. $x$ for several values of the intermediate mean di-quark mass. Although the precise value of the minority quark CSV changes with mean di-quark mass, the size is always roughly the same and the sign is unchanged. This shows that "smearing" the mean di-quark mass will not dramatically diminish the magnitude of the minority quark CSV term (the mean di-quark mass must be roughly 800 MeV in the $S = 1$ state to give the correct $N-\Delta$ mass splitting).

In Fig. 2 we show the nucleon CSV contribution, $R_{20}^{20}(x)$, calculated using the same bag model. As is customary in these bag model calculations, this term is calculated at the bag model scale (0.5 GeV for $R = 0.8$ fm) and then evolved to higher $Q^2$ using the QCD evolution equations [26]. As the main uncertainty in our calculation is the mean di-quark mass (the splitting between $S = 0$ and $S = 1$ is kept at 200 MeV [27]), the results are shown for several values of this parameter.

In the region $0.4 < x < 0.7$, we predict $R^N$ will be always positive, with a maximum value of about 0.015. For $x > 0.7$ the struck quark has a momentum greater than 1 GeV which is very unlikely in a mean-field model like the bag. As a consequence the calculated valence distributions for the bag model tends to be significantly smaller than the measured distributions in this region. In these circumstances one cannot regard the large, relative charge symmetry violation found in this region as being reliable and we prefer not to show it. It would be of particular interest to add $q-q$ correlations which are known to play an important role as $x \to 1$ [28].

Fig. 2. Contributions from various sources to the nucleonic charge symmetry breaking term $R_{20}^{20}$ of Eq. (5), evolved to $Q^2 = 10$ GeV$^2$, for pion-induced Drell–Yan ratios on deuterons. Unless otherwise specified, parameters are: $m_u = m_d = 0$ MeV; $M^{(s)} = M^{(p)} = 938.27$ MeV; $R^{(s)} = R^{(p)} = 0.8$ fm; $\delta m_u = m_u - m_d = 4$ MeV. Curves represent different values of average di-quark mass. Dash-dot: $m_u = 750$ MeV; solid: 800 MeV; dash-triple-dot: 850 MeV.
For the pion, calculations based on the MIT bag model are really not appropriate. In particular, the light pion mass means that center of mass corrections are very large, and of course bag model calculations do not recognize the pion’s Goldstone nature. On the other hand the model of Nambu and Jona-Lasinio (NJL) [29] is ideally suited to treating the structure of the pion, and there has been recent work, notably by Toki and collaborators, in calculating the structure function of the pion (and other mesons) in this model [30,31].

The essential element of their calculation was the evaluation of the so-called handbag diagram for which the forward Compton amplitude is:

$$T_{\mu \nu} = i \int \frac{d^4k}{(2\pi)^4} Tr \left[ \gamma_\mu k^2 \gamma_\nu Q \gamma_T \right]$$

\[ + (T_+ \text{ term}) , \tag{7} \]

where

$$T_- = S_p(k - q, M_2) g_{mq} \gamma_\tau i \gamma_\sigma S_p(k - p - q, M_2)$$

$$\times g_{mq} \gamma_\tau i \gamma_\sigma S_p(k - q, M_1) \tag{8}$$

represents the contribution with an anti-quark of mass $M_2$ as spectator to the absorption of the photon (of momentum $q$) by a quark. In Eq. (8) $g_{mq}$ is the pion-quark coupling constant, $Q$ the charge of the struck quark, $p$ the momentum of the target meson, and $S_p$ the quark propagator. $T_+$ is the corresponding term where the quark is a spectator and the anti-quark undergoes a hard collision. As in our bag model studies this model was used to determine the leading twist structure function at some low scale (0.25 GeV in this case), and then evolved to high-$Q^2$ using the Altarelli–Parisi equations [26]. The agreement between the existing data and the calculations for the pion and kaon obtained in Ref. [30] was quite impressive.

In the light of the successful application of the NJL model to the structure functions of the pion and the kaon, where the dominant parameter is the mass difference between the constituent strange and non-strange quarks (assumed to be about 180 MeV), it seems natural to use the same model to describe the small difference $\delta \tilde{r}^n$ (cf. Eq. (4)) arising from the 3 MeV constituent mass difference of the $u$ and $d$ [15].

We have carried out such a calculation. Fig. 3 shows the pionic contribution to the CSV Drell–Yan ratio, $R^n(x_2)$, corresponding to this mass difference and an average non-strange quark mass of 350 MeV – as used in Refs. [30,31]. The dashed curve is the result at the bag scale, and the solid curve shows the result evolved to $Q^2 = 10$ GeV$^2$. For $x_2 > 0.3$, we predict that $R^n$ will be positive and increase monotonically, reaching a value of about 0.01 at $x_2 = 0.8$ and increasing to about 0.02 as $x_2 \to 1$. (We note that there is some ambiguity in translating the usual Euclidean cutoff in the NJL model into the cutoff needed for deep inelastic scattering. In order to study charge symmetry violation we are particularly concerned to start with a model that gives a good description of the normal pion structure function. For this reason we have chosen to follow the method used in Ref. [30] rather than Ref. [31].)

Up to this point we have neglected the nucleon and pion sea quark contributions. Since the Drell–Yan ratios arising from CSV are very small (viz. Figs. 2 and 3), even small contributions from sea quarks could make a substantial effect. The dominant contribution will arise from interference between one sea quark and one valence quark. Assuming charge symmetry for the quark distributions, and using the same form for the quark and antiquark distributions in the pion, the sea-quark contribution to the Drell–Yan ratio of Eq. (5) has the form...
Unlike the CSV contributions of Eq. (5), the sea-valence term does not separate. In Fig. 4 we show the sea-valence term as a function of $x_1$ and $x_2$ using recent phenomenological nucleon and pion parton distributions [32]. The sea-valence contribution, although extremely large at small $x$, decreases rapidly as $x$ increases. For $x \gtrsim 0.5$, the sea-valence term is no longer than the CSV "signal". With accurate phenomenological nucleon and pion quark distributions, it should be possible to calculate this contribution reasonably accurately (the main uncertainty is the magnitude of the pion sea). For smaller values ($x_1 = x_2 = 0.4$), where the background dominates, we could use the data to normalize the pion sea contribution; we should then be able to predict the sea-valence term rather accurately for larger $x$ values, where the CSV contributions become progressively more important. We could also exploit the very different dependence on $x_1$ and $x_2$ of the background and CSV terms. We conclude that the CSV terms could be extracted even in the presence of a sea-valence "background". We emphasize that our proposed Drell–Yan measurement would constitute the first direct observation of charge symmetry violation for these quark distributions.

The Drell–Yan CSV ratio $R_{UD}^{SV}$ of Eq. (5) is the sum of the nucleon CSV term of Fig. 2 and the pion term of Fig. 3, at the respective values of Bjorken $x$. Since both quantities are positive, they will add to give the experimental ratio. Despite the fact that the fractional minority quark CSV term is as large as 10% (cf. Fig. 1 (b)), the nucleonic CSV ratio $R_{UD}^{SV}$ is more like 1–2%. This is because $\delta d$ in Eq. (5) is divided by $u^p + d^p$ and since $d^p(x) \ll u^p(x)$ at large $x$ the nucleon CSV term is significantly diminished. A much larger ratio could be obtained by comparing the $\pi^+ - \rho$ and $\pi^- - \rho$ Drell–Yan processes through the ratio:

\[
R_{ud}^{SV}(x_1, x_2) = \frac{3\sigma_{ud}^{SV}(x_1, x_2)}{\{2u^p(x_1)[u^p(x_1) + d^p(x_1)] + 2\sigma_{ud}^{SV}(x_1, x_2)\}}; \\
\sigma_{ud}^{SV}(x_1, x_2) \equiv \frac{1}{2}[2\pi_1(x_2)u^p_1(x_1) + \pi_2(x_2)[u^p_2(x_1) + d^p_2(x_1)]].
\]

(9)

To first order in the small CSV quantities, this ratio can be written:

\[
R_{ud}^{SV}(x_1, x_2) = \frac{4\sigma_{ud}^{SV}(x_1, x_2) + \sigma_{ud}^{SV}(x_1, x_2)}{4\sigma_{ud}^{SV}(x_1, x_2) + \sigma_{ud}^{SV}(x_1, x_2)}.
\]

(10)

Once again, the ratio separates completely in $x_1$ and $x_2$, and the pion CSV term is identical with Eq. (5). However, the nucleon CSV term is much larger – in fact, it is precisely the ratio given in Fig. 1(b) – so we expect CSV effects at the 5–10% level for this quantity.

Some care will need to be taken to normalize cross sections since one is comparing Drell–Yan processes on protons and deuterons. This should be feasible by bombarding both hydrogen and deuterium targets simultaneously with charged pion beams. Eq. (11) assumes that deuteron structure functions are just the sum of the free nucleon terms; if we include corrections in the form of Eq. (6), we obtain an additional first-order correction

\[
\delta R_{ud}^{DY}(x_1) = -\epsilon(x_1) \left(\frac{u^p + d^p}{d^p}\right)(x_1).
\]

(12)

This preserves the separation into nucleonic and pionic CSV terms, but depends on "EMC" changes in the deuteron structure functions relative to free proton and neutron distributions, and on the $u/d$ ratio of proton distributions. For large $x$, $u(x)/d(x) \gg 1$, so the EMC term could be significant even for small values of $\epsilon(x)$. For $x \sim 0.5$, where $u^p/d^p = 4$, if $\epsilon(x)$ is as large as $-0.02$ then $\delta R_{ud}^{DY}(x = 0.5) \approx 0.10$. At larger $x$ the EMC contribution could be even bigger, and might conceivably dominate the CSV terms. Since all terms (pion and nucleon CSV, and EMC) are predicted to have the same sign in the region $0.3 < x < 0.8$ (we expect $\epsilon(x) < 0$ in this region), the ratio $R_{ud}^{DY}$ could be as large as 0.3. In view of this sensitivity to the EMC term, it is important that accurate calculations be carried out of Fermi motion and binding corrections for the deuteron, including possible flavor dependence of such corrections. Melnitchouk, Schreiber and Thomas [22,33] have recently studied the contributions to $\epsilon(x)$ in the deuteron.
We have also calculated the sea-valence contribution to the Drell–Yan ratio $R_{\text{DY}}^{\text{SV}}$. Relative to the deuteron measurement, we predict a CSV contribution which increases by about a factor 5. The sea-valence background also increases by about the same factor. So our remarks about the sea-valence background and the CSV "signal" are equally valid for these Drell–Yan processes.

In conclusion, we have shown that by comparing the Drell–Yan yield for $\pi^+$ and $\pi^-$ on nucleons or deuterons, one might be able to extract the charge symmetry violating [CSV] parts of both pion and nucleon. We discussed two different linear combinations of $\pi^+$ and $\pi^-$ induced Drell–Yan cross sections, which produce a result directly proportional to the CSV terms. Furthermore, we found that the ratio of Drell–Yan cross sections separates completely into two terms, one of which ($R_N(x_N)$) depends only on the nucleon CSV, and the other ($R^p(x_p)$) depends on the pion CSV contribution. Thus if this ratio can be accurately measured as a function of $x_N$ and $x_p$, both the nucleon and pion CSV terms might be extracted. The largest background should arise from terms involving one sea quark and one valence quark. Such contributions, although relatively large, should be predicted quite accurately, and may be subtracted off through their very different behavior as a function of nucleon and pion $x$. As the $x_1$ and $x_2$ values of interest for the proposed measurements are large ($x > 0.5$), a beam of 40–50 GeV pions will produce sufficiently massive dilepton pairs that the Drell–Yan mechanism is applicable. A flux of more than $10^9$ pions/s is desirable, which may mean that the experiment is not feasible until the new FNAL Main Ring Injector becomes operable.
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Abstract

Pion sea quark distributions are relatively poorly determined. We show that combinations of $\pi^+$ and $\pi^-$ Drell-Yan measurements on deuterium allow the pion sea distribution to be extracted. The contribution from the sea of the pion is comparable with that from its valence quarks and hence the experiment should be quite sensitive to the fraction of the pion momentum carried by the sea. We estimate the charge symmetry violating [CSV] contributions to these processes, and show that pion sea distributions could still be extracted in the presence of CSV terms.

PACS: 13.60.Hb; 12.40.Gg; 12.40.Vv

Deep inelastic lepton-nucleon scattering measurements, together with Drell-Yan and prompt photon data, enable us to establish the valence and sea quark distributions for nucleons. Recently Sutton et al. [1] have used Drell-Yan and prompt photon data to extract pion structure functions. They used Drell-Yan pion-nucleus data from the CERN NA10 [2,3] and FNAL E615 [4] experiments, and prompt photon data from the WA70 [5] and NA3 [6] Collaborations. Although the pion valence quark distributions can be constrained reasonably well by existing data, there are relatively few constraints on the pion sea distribution. Presently there is insufficient experimental Drell-Yan data for the process $\pi^\pm N \rightarrow \mu^\pm \mu^- X$, for $x_\pi \leq 0.2$, to determine unambiguously the pion sea quark distribution.

In this letter we point out that the pion sea can be extracted rather directly, by comparing Drell-Yan processes induced by charged pions on an isoscalar target such as deuterium. This work follows from recent papers [7,8] where we have examined charge symmetry violation [CSV] in nucleon and pion structure functions, and we have shown that certain combinations of pion-deuterium and pion-nucleon Drell-Yan cross sections are very sensitive to CSV effects.

In Drell-Yan processes [9], a quark (antiquark) of a certain flavor in the projectile annihilates an antiquark (quark) of the same flavor in the target, producing an intermediate photon which later decays into a $\mu^+\mu^-$ pair. For nucleon-nucleus events, the antiquark is necessarily part of the sea, so all Drell-Yan events involve at least one sea quark. Since a pion has one valence quark and one valence antiquark, various combinations of valence and sea quarks are possible for pion-nucleus Drell-Yan processes. However, combinations of positively and negatively charged pions

---
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In actions to pion distributions that contribute to the experimental nucleon form factors, we assumed SU(3) symmetry, i.e. the up, down and strange quark sea distributions in the pion are equal \( u^s = d^s = s^s = q^s \). Finally, for the nucleon we assumed \( q_n^s(x) = \frac{1}{2} [ u_n(x) + d_n(x) ] = s(x)/\kappa \), where the fraction of the strange sea is chosen to reproduce the experimental ratio of dimuon events to single-muon events in neutrino-induced reactions \([10-12]\) at the scale \( Q^2 = 4 \text{ GeV}^2 \).

Under these assumptions, the valence-contribution for \( \pi^-D \) Drell-Yan processes is four times that for \( \pi^-D \), while the sea-valence and valence-sea contributions are equal. Consequently, if we form the linear combinations

\[
\Sigma_\pi^D = 4\sigma_{\pi^D} - \sigma_{\pi^-D},
\]

\[
\Sigma_\nu^D = -\sigma_{\pi^D} + \sigma_{\pi^-D},
\]

(1)

\( \Sigma_\pi \) contains no valence-valence contribution (it contains only sea-valence and sea-sea terms), while \( \Sigma_\nu \) contains only a valence-valence term. In terms of sea and valence distributions (for pion and proton), these quantities have the form

\[
\Sigma_\pi^D = \frac{10}{3} q^s_n(x) q^s_n(x) + \frac{5}{3} q^s_n(x) [ u^p_n(x) + d^p_n(x) ] + \frac{1}{3} (20 + 4\kappa) q^s_n(x) q^s_n(x),
\]

\[
\Sigma_\nu^D = \frac{1}{3} q^s_n(x) [ u^p_n(x) + d^p_n(x) ].
\]

(2)

This means that if one measures \( \pi^- \) and \( \pi^- \) Drell-Yan cross sections on the deuteron, and constructs the quantities \( \Sigma_\pi \) and \( \Sigma_\nu \), then the valence-valence nucleon-nucleon parton distributions can be extracted from \( \Sigma_\nu \), and the pion and/or nucleon sea can be obtained from \( \Sigma_\pi \). Since the nucleon and pion valence distributions are reasonably well known, one should be able to predict the quantity \( \Sigma_\nu \) rather accurately.

If one defines the sea-to-valence ratios for the pion and nucleon,

\[
r^p_\nu(x) = \frac{u^p_n(x) + d^p_n(x)}{u^p_n(x) + d^p_n(x)} ,
\]

\[
r^n_\nu(x) = \frac{q^n_n(x)}{q^n_n(x)} ,
\]

then we have

\[
R_{\pi/\rho}(x, x_\pi) \equiv \Sigma_\pi^D / \Sigma_\nu^D = 5r^p_\nu(x) + 5r^n_\nu(x) \phi + (10 + 2\kappa) r^n_\nu(x) r^n_\nu(x) ,
\]

(4)

Although this does not "separate" entirely into pieces depending only on \( x \) or \( x_\pi \) it is relatively easy to isolate the piece depending on the pion sea by measuring \( R_{\pi/\rho} \) at reasonably large \( x \), where \( r^n_\nu \) becomes quite small. Furthermore, if one assumes that the nucleon valence and sea are known, together with the pion valence distributions, then \( R_{\pi/\rho} \) will be quite sensitive to the relative magnitude of the pion sea.

In Fig. 1 we show the predicted ratios \( r^p_\nu(x) \) and \( r^n_\nu(x) \). The sea-to-valence ratio drops off rapidly with increasing \( x \). In Fig. 1 we have used the HMRS(B)
solution for the nucleon quark distributions [13] together with pion fit 3 of Sutton et al. [1]; for this pion parton distribution the sea carries 10% of the pion’s momentum at $Q^2 = 4 \text{ GeV}^2$. At large $x$, the nucleon sea/valence ratio $r_{3/N}^u(x)$ is considerably smaller than the pion sea/valence ratio. This is because the nucleon sea of Harriman et al. [13] falls off very rapidly with increasing $x$ (like $(1 - x)^9.75$, relative to $u_0^p$ which falls off like $(1 - x)^4.07$). Therefore as $x$ increases, $r_{3/N}^u(x)$ falls off very rapidly, and much faster than the pion sea/valence ratio. One can check this by measuring $\Sigma_v$. Assuming that one knows both the pion and nucleon valence distributions, one should be able to predict the magnitude of $\Sigma_v$, and its dependence on both $x$ and $x_P$. Once this has been verified, one can use $R_{3/N}$ to determine the pion sea quark distribution.

In Fig. 2 we show predictions for $R_{3/N}$ vs. $x_P$, for three values of nucleon momentum fraction $x \in (0.3, 0.4, 0.6)$. At each value of $x$, we show curves corresponding to four different pion parton distributions of Sutton et al. [1]. These correspond to different fits to the NA10 Drell-Yan data [2,3], where the pion sea carries from 5% to 20% of the pion’s momentum at $Q^2 = Q_0^2 = 4 \text{ GeV}^2$ (i.e., these are fits 2-5 of Ref. [1]). The predicted ratio $R_{3/N}$ is quite large; e.g., for $x = x_P = 0.3$, $R_{3/N}$ varies from around 0.4 to 1.0 depending on the momentum fraction carried by the sea. Furthermore, $R_{3/N}$ is extremely sensitive to the momentum fraction carried by the pion sea. The quantity $R_{3/N}$ is more or less linear in this momentum fraction; the difference between a parton distribution where 5% of the pion’s momentum is carried by the sea, and one where 20% of the momentum is carried by pion sea quarks, is almost a factor of 4 in $R_{3/N}$.

Thus even qualitative measurements of $R_{3/N}$ should be able to differentiate between pion parton distributions where the sea carries different fractions of the pion’s momentum. Even for values of $x_P$ as large as 0.5, where the pion sea/valence ratio is about 0.01, the quantity $R_{3/N}$ is still relatively large (about 0.3-0.4 for $x = x_P = 0.3$), and varies significantly depending on which pion sea one chooses.

In Fig. 3 we show the quantity $R_{3/N}$ vs. $x_P$, for three values of nucleon momentum fraction $x \in (0.3, 0.4, 0.6)$. As in Fig. 2, the four different curves correspond to pion structure functions where the sea carries different fractions of the pion’s momentum. Fig. 3 differs from Fig. 2 in that we use the CTEQ(3M) [14] nu-

![Fig. 2. Predicted sea/valence term $R_{3/N}$ of Eq. (4), vs. the pion momentum fraction $x_2 \equiv x_P$, for various pion sea quark distributions, which vary according to the fraction of the pion's momentum carried by the pion sea. Solid curve: pion sea carries 20% of the pion's momentum; dashed curve: pion sea of 15%; long-dashed curve: pion sea of 10%; dot-dashed curve: pion sea of 5%. (a) Nucleon momentum fraction $x_N = 0.3$; (b) $x_N = 0.4$; (c) $x_N = 0.6$. Parton distributions are those of Fig. 1.](image-url)
In both Figs. 2 and 3, the quantity $R_{\nu/v}$ allows one to extract the pion sea distribution, and $R_{\nu/v}$ is extremely sensitive to the fraction of the pion momentum carried by the sea.

The Drell-Yan ratio given in Eq. (4) was derived assuming charge symmetry for the nucleon and pion structure functions. In a recent paper [8] we estimated charge symmetry violation [CSV] for both nucleon and pion (see also Ref. [15]) and found that the “minority” CSV term $\delta d$ was surprisingly large. If we include CSV terms, then to lowest order in charge symmetry violation the sea/valence ratio $R_{\nu/v}$ will acquire additional terms

$$
\delta R_{\nu/v} = \frac{4}{3} \left[ \frac{\delta d_{\nu}(x) - \delta u_{\nu}(x)}{d_{\nu}(x) + u_{\nu}(x)} \right]
- r_{\nu/\pi}(x_{\pi}) \left[ \delta u_{\nu}(x) + \frac{2}{3} \delta d_{\nu}(x) \right] d_{\nu}(x) + u_{\nu}(x)
- \delta d_{\pi}(x_{\pi}) \left[ 8 r_{\nu/\pi}(x) - \frac{4}{3} \right],
$$

where we define the charge symmetry violating terms for the nucleon and pion,

$$
\delta d_{\nu}(x) \equiv d_{\nu}^p(x) - u_{\nu}^p(x),
\delta u_{\nu}(x) \equiv u_{\nu}^p(x) - d_{\nu}^p(x),
\delta d_{\pi}(x) \equiv d_{\pi}^\pi(x) - \bar{u}_{\nu}^\pi(x).
$$

In Fig. 3 we have already included the CSV contributions to $R_{\nu/v}$. In Fig. 4, we show the CSV contributions $\delta R_{\nu/v}$ for $\pi - D$ Drell-Yan processes, assuming various values for the momentum fraction carried by the pion sea. Comparing Fig. 4 with Fig. 3 shows that, for reasonably small values of $x_{\pi}$, charge symmetry violation makes a quite a small contribution—of the order of 1–2% percent of $R_{\nu/v}$. This relative contribution grows with increasing $x_{\pi}$, so that for $x_{\pi} \approx 0.5$ the contribution is of the order of 10%. Clearly, it should be possible to extract the pion sea from such measurements even in the presence of charge symmetry violating amplitudes for both nucleon and pion. Finally, the magnitude of the CSV contributions depends very weakly on the fraction of the pion momentum carried by the sea.

These results should hold for Drell-Yan processes induced by $\pi^+$ and $\pi^-$ on any isoscalar target, such as $^{12}$C or $^{16}$O. Furthermore, EMC effects (shifts in the

Fig. 3. Sea/valence ratio $R_{\nu/v}$, using the same notation as that in Fig. 2. Nucleon distributions are the CTEQ(3M) distributions of Ref. [14].

nucleon structure functions, rather than the HMRS(B) structure functions of Fig. 2. Although there are some minor quantitative differences between Figs. 2 and 3, it is clearly straightforward to differentiate experimentally between the various pion sea distributions.
Fig. 4. Charge-symmetry violating [CSV] contributions \( \delta R_{u/v} \) to the sea/valence ratio \( R_{u/v} \), as given in Eq. (5). Nucleon and pion parton distributions are those of Fig. 3, and CSV contributions are those of Ref. [8].

quark distributions between free nucleons and nuclei) [16–18] will not affect the quantity \( R_{u/v} \), provided EMC effects are the same for up and down quarks (and protons and neutrons). Such corrections would be the same for both numerator and denominator of \( R_{u/v} \), and would cancel.
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