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Abstract

Attention is essential to the analysis of visual scenes that consist of multiple objects, especially in cases where the objects are embedded in complex and cluttered backgrounds. Despite its importance, few artificial neural network models of object and pattern recognition have incorporated attentional mechanisms. Recent advances in cognitive neuroscience have provided important information on the neural mechanisms of attention. Significantly, attentional processes involve the modulation of neuronal signals, and are clearly influenced by memory related processes via feedforward-feedback interactions.

This thesis proposes an architectural framework based on neural networks for visual scene analysis with attentional mechanisms. The core of the framework is based on an adaptive resonance theory architecture, which is a self-organising neural network for stable learning of recognition codes. The proposed model exploits the computational role of attention in visual object recognition by modelling the dynamics of attentional processes for perceptual grouping and selective processing. As a result, the proposed model is capable of performing translation, rotation, and distortion invariant 2D object recognition in the presence of background clutter and occlusion. The model is shown to be flexible to extensions by incorporating an elementary motion detection architecture for recognising moving objects. Furthermore, the use of feedforward-feedback modulation has enabled partial or incomplete familiar objects to be recognised in a variety of visual conditions. Biologically, such feedforward-feedback interactions can be used to explain the phenomenon of visual completion.

Simulation studies undertaken demonstrate the effectiveness of the proposed model in recognising 2D objects in many non-ideal visual conditions. The practical feasibility of the neural architecture is demonstrated through its application to real-world images. Despite difficult visual environments, including severe distortion, the simulation results indicate the model can detect, locate and recognise the learned objects from the simulated images.

From the research presented in this thesis, it is concluded that the use of attentional mechanisms can enhance artificial vision systems to cope with difficult visual conditions. It is shown that feedforward-feedback interactions with synaptic modulation are a versatile and powerful mech-
anism for performing many useful functions such as transformations, filtering, gain control, and selective processing in neural network based vision systems.