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SUMMARY

This thesis presents an investigation into the analytic modelling of processes which occur in a general purpose database management system. A strictly hierarchical structure is first imposed on the architecture of a database management system. Analytic models are then presented for each level of this hierarchy and algorithms developed to form the interfaces between these levels. Many refinements are made to existing models and algorithms proposed in these areas. The algorithms which are developed form the dynamic components of a database management system and may be directly incorporated into the design of practical systems. The results obtained verify that the chosen levels of modelling are useful both as abstract tools in the understanding of database management theory, and as aids in the design and implementation of large and complex data handling systems.
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