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Abstract

The properties of hadronic and quark matter are studied as a function of density

using a chiral model based on quark degrees of freedom. Nucleons are described

as quark - diquark states in the Faddeev approach and this description is ex-

tended to infinite nuclear matter in the mean field approximation. We calculate

the properties of two flavour quark matter, allowing for the possibility of colour

superconductivity in the form of a spin zero condensate (i.e. the 2SC phase).

These calculations are performed using the proper-time regularisation method.

We find that the phase diagrams for asymmetric matter in this description can

have charge neutral phase transitions from the hadronic phase to the decon-

fined phase, depending on the pairing strength for quarks in the 2SC phase. We

study the evolution of the phase diagrams as a function of the pairing strength.

The properties of nuclear matter are significantly improved once we take into

account the self-energy of the nucleon. We also find that the structure of the

nucleon has important consequences for the phase diagram. The charge neutral

equations of state are used to produce compact star configurations by solving

the Tolman-Oppenheimer-Volkoff (TOV) equations. We use these solutions to

investigate the possibility of hybrid stars.
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1

Introduction

In the standard model of physics which has been developed over the last cen-

tury, there are various branches to explore, with many fascinating puzzles. In

Quantum Chromodynamics (QCD), the structure of matter begins with just a

few different particle types, interacting in a way which allows them to form into

bound states. Out of the mathematically intractable theory of quark and gluon

interactions comes order in the form of hadrons. Exactly how this happens is an

unsolved problem in QCD. The hadrons constitute the smallest known level of

non-trivial structure accessible to experiment. They are combinations of either

two or three quarks confined by very powerful forces operating at distances of

the order of 10−15 metres or less. At the next level of structure we find that

hadrons can also bind with each other. In particular, neutrons and protons can

cluster together to form stable bound states. In this thesis we investigate these

levels of structure, using the Nambu - Jona-Lasinio (NJL) model. This is a chi-

rally symmetric model based on point-like interactions between quarks. We use

the NJL model to describe the nucleon and study how a system of interacting

nucleons changes as a function of density [1]. We also consider the idea that

quarks may be deconfined if this system is sufficiently compressed, as may be

the case inside compact stars.

Historically models of dense matter were formulated in terms of point-like

nucleons, long before the discovery of quarks [2–4]. With the great success

of the theory of QCD came the realisation that such models are not entirely

accurate in neglecting quark and gluon degrees of freedom, especially when they

are applied to high density systems like compact stars. However, QCD is very

difficult to incorporate into finite density studies. In the weak coupling regime,

where quarks experience asymptotic freedom, QCD is well understood, but at

low momentum transfer, where the coupling is strong, full QCD calculations

become intractable [5]. Lattice Gauge Theory has been extensively employed

in this regime, using supercomputers to simulate QCD on a discretised lattice

[6]. Unfortunately, this approach is problematic in the finite density plane of

the QCD phase diagram. At finite chemical potential the fermion determinant

is no longer positive definite, so it cannot be used as a probability weight in

the functional integral. This is referred to as the sign problem. There has

been some success in dealing with this issue, but so far only for very small
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chemical potentials [7]. Thus Lattice Gauge Theory cannot be used to produce

an equation of state for nuclear matter or quark matter. In order to study the

properties of these phases, the most fruitful approach has been to construct

models that as far as possible share the properties of QCD. One attraction of

the NJL model, is that it is based on quark degrees of freedom and it shares

some of the dominant symmetries and symmetry breaking features of low-energy

QCD. By construction, it is non-renormalisable, due to the point-like nature of

the quark interactions. We choose the proper-time cut-off scheme to regularise

the model [8], as this technique has particular advantages for the description of

nuclear matter [1]. In this thesis we work with the assumption of two flavours,

but the methods used herein may also be extended to include strangeness in the

confined and deconfined phases [9–11].

By employing a quark level model which mimics the behaviour of low-energy

QCD, we are able to derive the properties of hadrons, hadronic matter and

quark matter within a single framework, using the approach of Bentz et. al. [12].

Nucleons are described as a quark - diquark system using the Faddeev approach.

The couplings that control quark correlations within nucleons also play a role

in quark matter where attractive channels lead to color superconductivity. It

has recently been proposed that if quark matter exists in nature, it is likely to

be in a colour superconducting state [13, 14]. This behaviour is analogous to a

conventional superconductor, only it is quarks rather than electrons which form

into Cooper pairs. The superconducting gap in the quark energy spectrum can

be very large (of order 100 MeV), but it has a strong dependence on the pairing

strength between quarks. In two flavour quark matter, theoretical studies show

that there is a scalar attraction between quarks corresponding to the one-gluon

exchange and this is the dominant channel for Cooper pairing in this phase

[11]. At present colour superconductivity is almost impossible to investigate

experimentally, due to the difficulties in producing quark matter.

Most experimental results in finite density physics have been obtained at

or near nuclear saturation density (ρ0 = 0.17 fm−3). For example, nuclear

binding energies and the properties of nuclei have been extensively studied [15–

19]. The properties of matter far above saturation density are challenging to

discern from experiments, because such dense matter can only be formed for

a fleeting moment of time and its components cannot be directly measured

(only its decay products). Heavy ion experiments probe an especially complex

region of the phase diagram, where QCD is non-perturbative and simplifying

assumptions are few. At present it is an issue of debate whether deconfined quark

matter has been produced in experiments at CERN [20] and/or the Relativistic

Heavy Ion Collider (RHIC) at Brookhaven [21]. Proposed experiments for the

Large Hadron Collider (LHC) at CERN are expected to produce a quark-gluon
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plasma in the near future. From this facility much knowledge can be gained

about the behaviour of matter at very high temperatures, however, it is not

possible to access the low temperature part of the phase diagram using heavy

ion collisions.

Compact stars offer a unique opportunity to test our model of nucleons and

dense matter at zero temperature. Though typically compact stars have surface

temperatures of approximately 106 Kelvin, in terms of nuclear physics calcu-

lations, the influence of temperature is negligible [22]. Compact stars have radii

of the order of ten kilometers and masses of the same order of magnitude as the

sun. With such a great mass compressed into such a small volume, the grav-

itational fields associated with these stars are enormous and we must use the

theory of General Relativity to describe them. In this work we use the Tolmann-

Oppenheimer-Volfkoff (TOV) equations [23,24], to obtain compact star proper-

ties for the equations of state we derive.

From an observational point of view it is an excellent time to be working in

the field of compact star physics, because there is a great deal of new informa-

tion emerging on a daily basis. There are several major detection surveys being

conducted around the world, through which thousands of compact stars have

already been identified and extensively studied. The largest system proposed

to be used for this purpose, the Square Kilometer Array (SKA), is an interna-

tional project approved for construction in 2010. It is anticipated that tens of

thousands of compact stars will be discovered using this array [25]. Through

this project and others, the study of compact stars is sure to remain a very

active field in astrophysics for many years to come. We can expect improved

estimates of bulk properties such as masses and radii, coupled with significant

improvements in the precision of pulsar timing. It is important that the theoret-

ical effort is maintained to support this rapidly progressing area in astrophysics.

Ultimately, an improved knowledge of the behaviour of QCD at high densities is

crucial to understanding the physics of supernovae, binary mergers, glitches and

many other aspects of compact star phenomenology. In particular, the equation

of state is essential input for modelling in all of these areas. In this thesis we

work towards a realistic equation of state by including the effects of nucleon

structure and taking into account the possibility of deconfinement.

The outline of this thesis is as follows. We give an introduction to the field

of finite density physics in Chapter 2, providing a brief overview of the main

approaches which have been employed in this area. Chapter 3 is focused on the

NJL model, its history and its application to the description of bound states.

We use the properties of the pion and the nucleon in the vacuum to fix the

parameters of the model which are used in this description. We begin with a

quark - scalar diquark picture of the nucleon, neglecting the axial vector diquark
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(spin 1) channel. In Chapter 4 we explain how to hadronise the NJL Lagrangian

density using the method of Reinhardt [26]. Deriving the equation of state for

symmetric nuclear matter, we use empirically known properties of the system

to fix the remaining coupling constants of the model. Including electrons in

chemical equilibrium, we also calculate the charge neutral equation of state for

the hadronic phase. We derive the properties of the quark matter phase in

Chapter 5, introducing the phenomenon of colour superconductivity.

In Chapter 6 the properties hadronic matter and quark matter are com-

pared, using asymmetric phase diagrams to illustrate the preferred phases as a

function of baryon and isospin chemical potentials. Here we study the possible

phase transitions from the nuclear matter phase to the quark matter phase as

a function of the pairing strength for quarks in quark matter. The transitions

are characterised by globally charge neutral mixed phases which may contain

varying proportions of negatively and positively charged matter, as a function

of baryon density. We calculate the equations of state for these mixed phases

using the method of Glendenning [27]. The hybrid star configurations asso-

ciated with these equations of state are presented in Chapter 7. Finally, in

Chapter 8, we improve our model for the nucleon, by including the axial vector

diquark channel for quark pairing. We also analyse the effects of including the

nucleon self-energy in these calculations. We show that there are substantial im-

provements in the saturation properties of the model. There are also important

consequences for the phase diagram and the properties of compact stars. Indeed,

the structure of the nucleon has significant implications in this model. We show

that deconfinement does occur within (two-flavour) compact stars, when we fix

the pairing strength in quark matter, using the properties of the nucleon.
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Finite Density Physics

The study of nuclear matter at finite density involves the description of a system

of interacting particles and is usually referred to as the many-body problem.

The problem draws on many aspects of fundamental physics including quantum

mechanics, special relativity, thermodynamics and Quantum Chromodynamics

(QCD). Early studies of the many-body problem in nuclear physics were aimed

at calculating the properties of nuclei. Long before the discovery of quarks and

the subsequent development of QCD, nuclei were extensively researched in terms

of nucleon degrees of freedom.

In contemporary physics the description of matter at high densities is typi-

cally divided into two distinct phases, the hadronic phase and the quark matter

phase. These two phases differ primarily by the property of quark confinement.

In the hadronic phase (or nuclear matter (NM) phase), matter is composed of

neutrons, protons and other hadrons, as we find inside nuclei, for example. In

the quark matter (QM) phase, hadrons are not present. Rather the quarks are

deconfined. In this chapter we give an overview of the many-body problem and

some of the approaches more commonly employed to study it. Beginning with

an introduction to QCD, we include a discussion of the non-relativistic potential

models and the relativistic mean field theories in Sections 2.2 and 2.3. Finally,

in Section 2.4, we consider how quark degrees of freedom may be incorporated

into nuclear matter calculations and provide a motivation for doing so.

2.1 Quantum Chromodynamics

In order to investigate the properties of matter at the subatomic level we must

first understand the basic rules for particle interactions and behaviour. Quan-

tum Chromodynamics (QCD) sets up a clear framework to describe interactions

between quarks in terms of gluon exchange. Reviews of QCD are found in ref-

erences [5], [28] and [29]. There are three possible colour charges for quarks

(conventionally labeled red, blue and green in the literature) and six different

flavours (up, down, strange, charm, bottom and top). QCD is a non-abelian

gauge theory. That is, unlike Quantum Electrodynamics (QED), where the

force carriers (photons) are charge neutral, in QCD the force carriers (gluons)
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are colour charged, so they interact with each other as well as with the quarks.

The QCD Lagrangian density has the form,

L = ψ̄(i6D −m0)ψ −
1

4
Gµν

a Ga
µν , (2.1)

where D/ = Dµγ
µ = (∂µ − igAa

µTa)γ
µ and Ga

µν is the field-strength tensor. Here

g is the QCD coupling constant and Aa
µ represent the gluon fields. The matrices

Ta (Ta ≡ λa/2), appearing in the derivative operator, are the generators of the

SU(3)colour Lie algebra. The eight colour matrices, λa, are given in Appendix A

and obey the following relations,

[λa, λb] = 2ifabc, Tr(λaλb) = 2δab, Trλa = 0, (2.2)

where fabc are the structure constants.

The quark fields are given by the column vector,

ψ(x) =





ψR(x)

ψB(x)

ψG(x)





The diagonal matrix m0 in the QCD Lagrangian contains the current quark

masses of each quark flavour. In low energy hadronic physics (i.e. where the scale

is ∼ 2 GeV2) only the two lightest quark flavours contribute to the dynamics,

because their masses are relatively small (mu ∼ md ∼ 5 MeV), in contrast to the

other quark flavours. Actually the similarity of these light quark masses reflects

the almost perfect SU(2) flavour symmetry of nature and the fact that they

are both almost zero is related to the fundamental property of chiral symmetry.

The strange quark mass is an order of magnitude larger (ms ∼ 100 MeV) and

the charm, bottom and top quarks are themselves much more massive than the

nucleon1. Because up and down quarks are so light it is clear that they play

a special role in low energy QCD. Nucleons, the building blocks of nuclei, are

colour charge neutral combinations of up and down quarks which are bound by

the strong force.

QCD has many interesting features that distinguish it from all other types of

interactions encountered in modern physics. Because the colour matrices, λa, do

not commute (see Eqn. 2.2), gauge transformations in color space require that

the the gluon fields transform as,

Aµ
a → Aµ

a −
1

g
∂µθa + fabcθaA

µ
c , (2.3)

1The masses of charm, bottom and top quarks are estimated as mc ∼ 1.5 GeV, mb ∼ 5

GeV and mt ∼ 180 GeV, respectively. At present it is not known why the quarks have these

particular masses or indeed why there is such a huge variation in the masses associated with

the different flavours.
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in order that the Lagrangian density be invariant. Here θ1, θ2 . . . θ8 are real

parameters associated with the colour gauge transformations ψ → ψ̃ = Uψ

where the transformation operator is given by,

U = exp

(

−i
λaθa

2

)

. (2.4)

Furthermore the invariance of the Lagrangian density with respect to these color

transformations also implies that the field strength tensor takes the form,

Ga
µν = ∂µA

a
ν − ∂νA

a
µ + gfa

bcA
b
µA

c
ν . (2.5)

Here we see explicitly that the exchange particles (gluons) are self-interacting.

Indeed the interaction term in the Lagrangian density (Gµν
a Ga

µν) gives rise to a

four-gluon vertex.

It is important to note here how the coupling between particles in QCD

depends on the energy scale under consideration. Renormalization in QCD

introduces a scale, µ, which is related to the coupling constant, g, according to,

µ
d

dµ
g(µ) = β(g). (2.6)

For small values of g, the function β is determined by perturbation theory as,

β(g) = − β0

(4π)2
g3 − β1

(4π)4
g5 + . . . (2.7)

β0 = 11− 2

3
Nf , β1 = 102− 38

3
Nf , etc, (2.8)

where Nf is the number of active flavours at the energy scale under consideration.

The effective coupling constant for QCD (labelled with a subscript “s” to indicate

the “strong” interaction) is given by,

αs(µ) =
g2(µ)

4π

=
12π

(33− 2Nf)ln(µ2/Λ2
QCD)

[

1− 6(153− 19Nf)

(33− 2Nf)2

ln [ln(µ2/Λ2
QCD)]

ln(µ2/Λ2
QCD)

]

+ . . .

(2.9)

where the constant, ΛQCD, is usually taken to be approximately 200 MeV de-

pending on the number of active flavours [30]. For very high energy processes

such as deep inelastic scattering (DIS), perturbation theory works well because

QCD becomes asymptotically free. i.e. the running coupling constant, αs(µ),

becomes small as µ becomes large. Thus the high energy regime is reasonably
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well described by theory. However, in the low energy regime (. 1 GeV) the

coupling becomes large and perturbation theory does not work. Here the re-

markable properties of quark confinement and chiral symmetry breaking give

rise to the spectrum of bound massive particles observed in nature. Moreover,

because of the non-perturbative interactions among quarks and gluons the QCD

vacuum has a non-trivial structure. It is found that quark - anti-quark pair

and gluon condensation both occur in the ground state. The quark - anti-quark

condensation is related to the spontaneous breaking of a fundamental symme-

try of the Lagrangian density (chiral symmetry), producing finite expectation

values for the chiral condensates. Gluon condensation arises because the QCD

Lagrangian has dilational symmetry (it is invariant under scale transformations)

and this symmetry is broken at the quantum level [30].

The key point to take away from this brief introduction to QCD is the impor-

tance of the symmetries and how they are broken, because these effects are so

powerful (and central) in explaining the physics of QCD. For a summary, Table

2.1 lists the relevant symmetries for two flavour QCD. According to Noether’s

theorem a symmetry in the Lagrangian density gives rise to a conserved current,

Jµ, which satisfies the relation ∂µJ
µ = 0. In Table 2.1 the conserved currents

listed in the fourth column are a consequence of the invariance of the Lagrangian

density under the transformations listed in the third column. The UV (1) symme-

try implies the conservation of baryon number observed in nature. The “UA(1)

puzzle” in the second row refers to the question of why there is no obvious can-

didate for the Goldstone boson corresponding to the axial symmetry observed

in nature2. The observed isospin symmetry in nature (third row of Table 2.1)

simplifies the study of 2-flavour matter at finite density because it means that

up and down quarks have almost the same mass. Indeed, neutrons and protons

have almost the same effective masses and their masses can be equated for the

purposes of calculating the equation of state. Finally, listed in the fourth row of

Table 2.1, is chiral symmetry. This symmetry is found to be spontaneously bro-

ken at zero density, but at high densities and/or temperatures chiral symmetry

is restored and the quark mass approaches zero (or, to be precise, the value of

the current quark mass).3

Incorporating these attributes of QCD is very important, but in practice it

2It is now widely believed that this issue was resolved by ’t Hooft who claimed it could

be explained through instanton effects [31]. However, there are also strong arguments to the

contrary [32].
3It is evident that the large mass of the nucleon may be attributed to the process of

dynamical mass generation. This process, which involves the spontaneous breaking of chiral

symmetry, can lead to constituent quark masses of the order of 300 - 400 MeV (as discussed

in Chapter 3 in the context of the NJL model).
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Symmetry Group Transformation Current Observation

Baryonic UV (1) Ψ→ e−iαΨ Ψ̄γµΨ conserved

Axial UA(1) Ψ→ e−iβγ5Ψ Ψ̄γµγ5Ψ “UA(1) problem”

Isospin SUV (2) Ψ→ e−iτ.ω/2Ψ Ψ̄γµτkΨ approx. conserved

Chiral SUA(2) Ψ→ e−iτ.θγ5/2Ψ Ψ̄γµγ5τ
kΨ spont. broken

Table 2.1: The symmetries of two flavour QCD.

is not necessarily easy to translate this to a calculable description of low energy

physics. For example, how can we use QCD to calculate the spectrum of baryons

and mesons? To describe a single hadron in terms of quarks and gluons explicitly

is extremely complex (we do not even know how to account for confinement in

terms of particle dynamics). Hadronic matter is arguably even more complex,

because there we must consider interactions over different scales and how the

interactions (and the particles themselves) are modified by the density of the

medium. In an attempt to grapple with these complexities, a variety of models

have emerged, each with its own strengths and weaknesses. The next few sections

are devoted to an overview of two distinct approaches that are widely used today,

namely the non-relativistic nucleon-nucleon potential models and the relativistic

mean field theories, such as the Walecka model (QHD).

2.2 Non-Relativistic Approaches

Early studies in nuclear physics focused on the determination of the interac-

tion of two nucleons as a function of their separation. The nucleon-nucleon

(N-N) interaction was characterized by point-like non-relativistic neutrons and

protons interacting via two-body potentials. The two-body potentials were typ-

ically formulated to include the phenomenology of strong short-range repulsion,

intermediate-range attraction and long-range one-pion-exchange (OPE) [33].

In the 1970s potentials were constructed by the Bonn and Paris groups.

Very accurate potentials which used the data from over 100 N-N scattering

experiments at several laboratories (up to energies of about 350 MeV), were

also constructed by the Nijmegen (Netherlands) and Argonne (USA) groups

[17]. These potentials have been applied to the study of nuclei using various

extentions of the Schrödinger-based nuclear shell model of Mayer and Jensen

[3]. This approach has been quite successful in describing properties of finite

nuclei [19, 34]. Recently, the Argonne group used a Green’s function Monte

Carlo (GFMC) method to obtain a suitable wavefunction which gives the correct
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binding energies for light nuclei (N < 12) to within a few MeV accuracy [35].

In this method the many-body Hamiltonian takes the form,

H =
∑

i

−i~
2Mi

∆2
i +

∑

i<j

vij +
∑

i<j<k

Vijk, (2.10)

where the sum is over the number of particles in the nuclei being considered. The

second term contains the two-body interaction components determined by N-N

scattering data. The interaction depends on the total spin, isospin, orbital and

total angular momenta of the nucleons. Written in full this two body potential

contains at least 14 distinct terms,

vij =
∑

p=1,14

vp(rij)O
p
ij, (2.11)

where the operators (Op
ij = 1, τi · τj, σi · σj, . . .) are defined by spin, isospin and

angular momentum operators. Following the usual theoretical guidelines the

functions vp(rij) are assumed to have the forms of short, intermediate and one

pion exchange potentials [19]. The last term in the Hamiltonian (2.10) gives the

correction expected from three-body forces anticipated to arise inside nuclei [36].

Nuclear systems are subsequently described by the solution of the many-body

Schrödinger Equation,

− i
~

∂

∂t
Ψ(x1, x2, . . . xA, t) = HΨ(x1, x2, . . . xA, t) (2.12)

which is solved by variational techniques. Computationally this is a highly de-

manding process, increasing rapidly with the number of nucleons involved. Cur-

rent limitations in computing power limit the scope of this method to describe

N < 12 systems, but the results agree very well with experiment for these nu-

clei [35]. For example the binding energies and charge radii for light nuclei are

predicted to within 10% of experimental values. The saturation properties for

infinite nuclear matter are quite good - though it is found to be underbound [37].

Potential models have also been applied to neutron star calculations [38,39], but

this seems dubious given the central densities obtained for such stars.

One advantage of using these methods is that it avoids the need for using a

mean field approximation, which may be unrealistic at low densities. However,

on the negative side, the method does require a large number of parameters [19].

Naturally, if there are a lot of parameters in a model it is possible to achieve

good fits to experimental data. Thus, in principle, one can achieve a more

accurate equation of state near saturation density using potential models. For

some purposes the most important thing may be the accuracy of the equation of

state at low density. However, since the matter inside compact stars is likely to
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reach densities an order of magnitude larger than the saturation density, what

is more desirable is a formalism for the equation of state that obeys special

relativity and respects the fundamental symmetries of QCD.

It is clear that in the study of matter under extreme conditions such as

high density and/or high temperature, a relativistic approach to the many-body

problem is more realistic. In particular, the physical examples of heavy ion colli-

sions and compact star matter cannot be reasonably described by non-relativistic

models, since the relativistic propagation of particles should be taken into ac-

count [40]. The value of these non-relativistic potential models lies in their

ability to accurately reproduce the properties of light nuclei. The application of

these models is also an impressive achievement from a computational point of

view.

2.3 Relativistic Mean Field Theories

A popular approach to the nuclear many-body problem is to use quantum field

theory to describe the interactions between particles in a Lorentz covariant for-

malism. The first such models were developed in the 1950’s by Johnson and

Teller [2] and Duerr [4], in order to include relativistic effects in nuclear forces.

The most well known relativistic mean field theory (RMFT) to arise since then

has been Quantum Hadrodynamics (QHD). In its original form [41] QHD is a

very simple model and serves as a useful illustrative example of how RMFT’s

are formulated. It is a Lorentz invariant model that describes the exchange of

mesons between hadrons using quantum field theory. In this particular model

some general simplifying approximations are made as to the nature of the parti-

cles and the fields in order that the equations of motion may be self-consistently

solved. Namely the particles are assumed to be point-like and the scalar and

vector fields are assumed to be uniform on the scale of nucleon-nucleon inter-

actions. This is known as the mean field approximation (MFA). The coupling

constants for these interactions are fixed to reproduce the properties of nuclear

matter at saturation density.

The dynamics of the nucleon-nucleon interaction are dominated by an attrac-

tive scalar force and a repulsive vector force associated with scalar and vector

meson exchange. In nature the vector meson corresponds to the omega meson

(which has a mass, mω, of approximately 783 MeV in the vacuum). Originally

the scalar attraction was attributed to the exchange of the so called sigma me-

son (with a mass, mσ, of approximately 500 - 600 MeV). It is currently debated

whether this scalar force is due to two pion exchange [42] or, if in fact, the

original view was correct [43]. Nevertheless, with these phenomenologically mo-
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tivated aspects of the nucleon-nucleon interaction in mind, the QHD Lagrangian

density can be expressed as,

LQHD = Ψ̄N [γµ(i∂µ − gωω
µ)− (M − gσσ)]ΨN

+
1

2
(∂µσ∂

µσ −m2
σσ

2)− 1

4
F µνFµν +

1

2
m2

ωωµω
µ, (2.13)

where we define Fµν = ∂µων−∂νωµ and the couplings for the scalar (σ) and vector

(ω) fields are given by gσ and gω respectively. An interesting point to note from

the first term is that the scalar field shifts the mass of the nucleon, M and the

vector field shifts the energy. The equations of motion for the scalar, vector and

nucleon fields (Ψ̄N and ΨN) can be readily obtained from the Lagrangian via

the Euler-Lagrange equations,

∂L
∂φi
− ∂

∂xµ

[

∂L
∂(∂φi/∂xµ)

]

= 0, (2.14)

where φi ≡ φi(xµ) are the fields. This yields the following non-linear quantum

field equations,

(∂µ∂
µ +m2

σ)σ = gσΨ̄NΨN (2.15)

∂µF
µν +m2

ωω
ν = gωΨ̄Nγ

νΨN (2.16)

[γµ(i∂µ − gωωµ)− (M − gσσ)]ΨN = 0 (2.17)

Ψ̄N [γµ(i
←−
∂ µ − gωωµ)− (M − gσσ)] = 0 (2.18)

These equations are very complicated to solve. However, if one makes the sim-

plifying assumption that the meson fields do not depend on position (i.e. the

mean field approximation), then the field operators can be replaced by their

expectation values so that,

σ → 〈σ〉 ≡ σ0 (2.19)

ωµ → 〈ωµ〉 ≡ δµ0ω0 (2.20)

In uniform matter at rest, the expectation value of the spatial component of the

vector field 〈~ω〉 vanishes due to rotational invariance (here we are assuming that

the system is both uniform and static, meaning that all positions and directions

are equivalent). Reinserting the constants σ0 and ω0 into equations (2.15) -

(2.16), gives the field equations in the mean field approximation,

σ0 =
gσ

m2
σ

〈Ψ̄NΨN〉 and ω0 =
gω

m2
ω

〈Ψ†
NΨN〉, (2.21)

which can be solved self-consistently and used to obtain the equation of state

for nuclear matter. This mean field approximation should become increasingly
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valid as the density increases, because the source terms in the field equations

will become larger [44]. One of the benefits of using a relativistically covariant

formalism is that the equation of state will automatically respect causality, by

construction, which is not the case for Schrödinger-based potential models. Fur-

thermore, very few parameters are needed to describe the system. For example,

as presented in the previous section, QHD only requires two parameters, gσ and

gω. These can be adjusted to give the correct binding energy (EB = −17 MeV)

and saturation density (ρ0 = 0.17 fm−3) for nuclear matter. The model can

also be extended to include other effects such as rho meson exchange, scalar

self-interactions and kaon and pion condensation [22]. Yet it remains simple to

formulate and requires comparatively little computational effort to calculate the

properties of hadronic matter. The NJL model as presented in this thesis, has

many similarities to QHD, with the additional benefits that it is chirally sym-

metric and it also has the power to describe the quark structure of the nucleon

in a Lorentz covariant manner.

2.4 Quark Level Models

One shortcoming of most descriptions of nuclear matter to date, is the absence

of explicit quark degrees of freedom. It is sometimes argued that at saturation

density the quark degrees of freedom are redundant in describing the interaction

between nucleons. Thus nucleons are treated as point-like particles. Often such

models are extrapolated up to very high densities - even ten times normal nuclear

matter density - to be used in neutron star calculations. It is highly questionable

whether under these conditions nucleon degrees of freedom are still valid. Of

course, in effective field theories internal degrees of freedom can, to an extent, be

included implicitly and it is not necessarily a simple task to differentiate between

quark effects and long-range effects in a nuclear medium. So there is some debate

about what are the preferred degrees of freedom to describe matter at saturation

density. However, it is clear that once the interquark separation is small enough,

there is no compelling argument to use nucleon degrees of freedom. Put simply,

as matter approaches high enough densities a quark should no longer be able to

tell which “nucleon” it belongs to, so to speak, because it becomes as close to

the quarks from neighbouring nucleons as it is to the quarks in its original color

singlet bound state. This is an argument for deconfinement, but even before

deconfinement there is a very good case for using quark degrees of freedom in

the description of nuclear matter - even below normal nuclear matter density

(ρ0 = 0.17 fm−3).

In 1983 the discovery of the EMC effect [16,45,46] indicated that the structure
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of a nucleon bound within a nucleus is different from a nucleon in free space4.

Despite many attempts to account for this effect in terms of Fermi motion and

binding effects of nucleons [48–52], the most likely conclusion appears to be that

the internal quark structure of the nucleon depends on the nuclear environment

[53–55].

Another indicator that quark degrees of freedom are important in the descrip-

tion of nuclear matter is the fact that chirally symmetric models formulated in

terms of point-like nucleons, do not have a natural mechanism for saturation.

This problem is known as the “chiral collapse” and occurs in both the Nambu-

Jona − Lasinio (NJL) model [56] and the linear sigma model [57]. It means that

the system doesn’t have the essential balance of attractive and repulsive forces

necessary to produce a minimum in the binding energy per nucleon as a function

of density. In this scenario, stable nuclei are not possible. However if the internal

structure of nucleons is taken into account, this issue can be resolved [1].

Contemporary approaches for incorporating quark degrees of freedom in

hadronic matter involve first using a model to calculate the properties of the

nucleon and then extending this to infinite nuclear matter in the mean field

approximation.

One example of a quark level model used to describe the nucleon is the bag

model. In bag models hadrons consist of three quarks which are confined to a

finite region of space (a sphere of radius R). The confinement is not a dynam-

ical result of the underlying theory, but is imposed through the application of

appropriate boundary conditions to constrain the motion of the quarks to the

interior of the hadron. The radius of the bag, R, and the bag constant, B, pa-

rameterize such models. The bag constant is an input parameter for the vacuum

energy density and the radius of the bag is determined by minimising the bag

energy with respect to R. In 1988, Guichon developed a model that applied

the MIT bag model of the nucleon [58] to the many-body problem in the mean

field approximation. This has become known as the Quark Meson Coupling

(QMC) model [59]. It is essentially an extension to the original QHD model

which incorporates the quark structure of the nucleon. In fact QMC has been

very successful in explaining the EMC effect, the properties of nuclear matter

and of finite nuclei, because it takes into account the scalar polarizability of the

nucleon [60, 61].

Another approach to describing the nucleon in terms of quarks is the chiral

4To be precise, what was found by the European Muon Collaboration (EMC) was that the

ratio of the isoscalar structure functions, FA
2N/F2N , differs substantially from 1. This implies

that the structure of a nucleon in a deuteron is different from a nucleon in medium (i.e. inside

a nucleus of atomic number A). This effect has since been observed for nuclei ranging from

helium to lead [47].
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quark soliton model [62], which has also been extended to finite density with the

introduction of vector meson exchange term in the mean field approximation [55].

In this model confinement is implemented by the chiral (pion) field instead of

using a bag. Again there is a satisfactory agreement with the EMC effect, which

has not been achieved without nucleon substructure [55].

The method adopted in this thesis is to use a Faddeev description of the

nucleon [63], using the NJL model [64, 65] to describe the interactions between

quarks. The quarks are confined by means of an infra-red cut-off in the proper-

time regularisation scheme [8]. In this picture nucleons are in a quark - diquark

configuration. At finite density the nucleon evolves internally as a function of

the quark mass in accordance the the Faddeev equation. The properties of the

nucleon are thus determined self-consistently within the medium.





3

Nambu - Jona-Lasinio model

Historically the NJL model goes back to two pioneering papers by Nambu and

Jona-Lasinio in 1961 [64, 65], predating the development of QCD and even the

discovery of quarks. Since then it has been applied to many different problems

in nuclear physics and low-energy QCD. Detailed reviews of the NJL model are

given in references [30], [66], [67] and [68]. It is arguably one of the most im-

portant models to be developed in these areas because it has led to numerous

physical insights and discoveries. It has contributed significantly to our under-

standing of the properties of the vacuum, the QCD phase diagram (including the

regions of finite temperature and finite chemical potential) and the role of sym-

metries, symmetry breaking and fundamental algebraic relations. The nature

of the pion as a Goldstone boson [69] of QCD has been elucidated through the

NJL model and the remarkable success of the constituent quark model can now

be interpreted physically in light of the mass generation mechanism illustrated

within the model.

Considering that explicit gluonic degrees of freedom are neglected in the NJL

model (to some extent they are taken into account within the coupling constants

of the model), it may seem surprising that it has been so useful in describing

QCD, especially since it does not necessarily give rise to quark confinement1. The

striking impact that the NJL model has had at low energies can be attributed to

the extent to which it shares the symmetry properties of the underlying theory

of QCD. In this chapter we give a historical introduction to the model. We then

outline how the model can be used to describe diquarks and hadrons in terms of

quark degrees of freedom. We use familiar techniques in quantum field theory to

construct describe these particles. The Bethe-Salpeter equation is used for two-

body systems (diquarks and mesons) and the Faddeev Equation for three-body

systems (nucleons). In Section 3.2 we outline the importance of our choice of

regularisation method. Sections 3.3 and 3.4 describe the method of calculating

two-body and three-body systems of quarks corresponding to low-energy QCD.

1The confinement of quarks inside hadrons involves complex non-linear interactions between

gluons, which are not included in the simple NJL model framework which is characterised by

point-like interactions between quarks. However, it is possible to crudely implement confine-

ment using an appropriate cut-off scheme to restrict the infra-red (very low energy) behaviour

of quarks [70].
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3.1 Introduction to NJL model

The NJL model was originally inspired by the theory of superconductivity de-

veloped by Bardeen, Cooper and Schrieffer [71] and Bogoliubov [72]. In the

BCS-Bogoliubov theory the energy gap between the ground state and the excited

states of a superconductor is generated by phonon-mediated electron-electron in-

teractions in the superconducting material. This theoretical framework has been

very successful in explaining and predicting the properties of conventional super-

conductors. Nambu and Jona-Lasinio developed the idea that the physical mass

of a quasi-particle (nucleon) could be generated analogously to the energy gap

in a superconductor through interactions between originally massless fermions.

This comes about through the spontaneous breaking of chiral symmetry. In the

early 1960’s there were already indications of a (partially) conserved axial vector

current (PCAC) indicating the existence of this fundamental symmetry at the

level of the Lagrangian density [57]. Note that chiral symmetry (or approximate

chiral symmetry), requires that in the Lagrangian density, fermions be massless

(or almost massless), whereas the nucleon actually has a comparatively large

empirical mass [67]. This arrangement can be accommodated naturally in the

NJL model through the dynamical generation of mass, as follows. The empirical

mass of the nucleon does not appear in the Lagrangian density, which is given

by,

L = Ψ̄(i∂/−mN )Ψ +G[(Ψ̄Ψ)2 + (Ψ̄iγ5τΨ)2]. (3.1)

In this case mN represents the bare mass (which is relatively small, reflecting the

approximately conserved chiral symmetry), G is the coupling constant and Ψ and

Ψ̄ are the nucleon fields. The equation of motion for a nucleon is obtained from

this Lagrangian density in the usual way, through the Euler-Lagrange equation.

In the mean field approximation this reduces to a Dirac equation of the form,

(i∂/−mN + 2G〈Ψ̄Ψ〉)Ψ = 0, (3.2)

where 〈Ψ̄Ψ〉 is the scalar condensate. From this Dirac equation we can make

the identification

MN = mN − 2G〈Ψ̄Ψ〉, (3.3)

for the effective mass of the nucleon. We refer to this as the Gap equation for

the fermion mass, not to be confused with the Gap equation associated with the

colour superconducting quark matter discussed in Chapter 5. Note that even if

we had set the bare nucleon mass (mN) to zero to begin with, we would still

have obtained a large, dynamically generated nucleon mass, MN = −2G〈Ψ̄Ψ〉.
With the development of QCD, the NJL model was later reformulated in

terms of quark degrees of freedom because it shares some of the important fea-
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tures of low energy QCD. The role of the pion as a Goldstone boson is elucidated

through the NJL model. In a perfectly conserved symmetry this Goldstone bo-

son arising from the spontaneous symmetry breaking would be massless. In

nature the pion has a small mass (relative to the other hadrons) corresponding

to the presence of the small current quark masses appearing in the Lagrangian.

Through the same process as seen in the original NJL model, the large con-

stituent quark mass (M ≈ 400 MeV) is generated by the passage of the light

quark (m ≈ 10 MeV) through the quark condensate in the vacuum.

The NJL model is ingenious in the way it mimics these important properties

of QCD. As a result it also satisfies numerous results of current algebra, including

the Gell-Mann–Oakes–Renner relation [73], the Goldberger-Treiman relation [74]

and the KSFR relation [75,76], which are requirements of QCD. The Gell-Mann–

Oakes–Renner relation is given by,

f 2
πm

2
π ≈ −

(mu +md)

2
〈ūu+ d̄d〉 (3.4)

where fπ is the pion decay constant and mπ is the pion mass. Assuming that

the quark masses are approximately given by mu = md = 7 ± 2 MeV, we find

that the chiral condensate is,

〈ψ̄ψ〉1/3 = −(225± 25)MeV. (3.5)

The Gell-Mann–Oakes–Renner relation is satisfied in the NJL model because it

is a consequence of chiral symmetry [73]. The non-zero ground state expectation

value implies that the QCD vacuum contains a condensate of quark and anti-

quark pairs.

When expressed in terms of quark degrees of freedom, the NJL model can

be used to describe diquarks and baryons within a relativistically covariant for-

malism. It has been successfully used to calculate many observables, including

the meson spectrum [68, 70] and the light baryon spectrum [67], the pion form

factor [67] and nucleon structure functions [54]. It has also been extensively

applied to finite density and finite temperature studies [11,30, 66]

In finite density studies, the NJL model has been most widely used to in-

vestigate the properties of quark matter [11]. In the study of nuclear matter

the model showed some serious deficiencies. In particular, it was found that the

model did not account for the stability of nuclear matter. In other words, nu-

clei would either collapse or expand indefinitely, depending on the magnitude of

the vector coupling strength [77]. Unlike the familiar Walecka model, discussed

in Section 2.3, the NJL model had the important property of chiral symmetry,

which is related directly to the existence of the non-trivial vacuum. However, in

the resulting equation of state it was the term for the vacuum which was fatal to
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the stability of nuclear matter. In fact, once the negative energy fermion states

are included, the minimum corresponding to the saturation density shifts to the

region of zero effective fermion mass [56]. For this reason (and the fact that the

model is non-renormalizable), the NJL model was not widely used in the study

of nuclear matter for some time. However, as outlined in the previous chapter,

this issue is common to all chirally symmetric field theories that use point-like

nucleons. It is referred to as the “chiral collapse.” In this thesis we resolve this

problem in two ways. Firstly, we use the Faddeev approach to incorporate the

structure of the nucleon. Secondly, we make a specific choice of regularisation

method which simulates quark confinement and gives rise to nuclear saturation.

3.2 Regularisation

Because the NJL model is not renormalisable, we must choose a regularisation

method in order to obtain meaningful results. That is, when calculating Feyn-

man diagrams involving point-like interactions between quarks, at the very least,

an ultra-violet cut-off is necessary to obtain finite solutions to integrals over

quark momenta. Furthermore, an infra-red cut-off may also be introduced. For

example, if we consider the quark propagator,

SF (x− y) = −i〈T [ψ(x)ψ̄(y)]〉 =
∫

d4p

(2π)4

eip(x−y)

p/−m+ iǫ
, (3.6)

where we have defined 6p = γµp
µ and the integral is in Minkowski space. In a

local 4-point interaction we have,

SF (0) = −i〈ψ̄ψ〉. (3.7)

Thus the gap equation, M = mq − 2Gπ Nc NF 〈 ψ̄ψ〉, is given by,

M = mq + 2GπNcNFTr

∫

d4p

(2π)4

1

p/−M + iǫ
, (3.8)

where M is the dynamically generated constituent quark mass, mq is the cur-

rent quark mass and Gπ is the scalar coupling constant. There are several

possible regularisation schemes available for solving such four-dimensional inte-

grals and indeed there are different ways of implementing them2. Therefore “the

NJL model” is not really a unique model, because each regularisation procedure

2Regularisation schemes that have been used in the literature include the 3-momentum

(non-covariant), Euclidean 4-momentum, Pauli-Villars, proper-time and recently, using a

(Gaussian) form factor in Euclidean space [78].
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will produce different quantitative results and sometimes give different quali-

tative results as well. While there are many regularisation independent fea-

tures of the NJL model3, it is important to consider the implications of the

non-renormalisability of the model. The fact that the choice of regularisation

method effects the results may seem disappointing in some respects (historically

it certainly was), but the point is that one may use physical insight to motivate

the choice. As Hatsuda and Kunihiro point out [79], the ultra-violet cut-off has

a physical interpretation in QCD. It corresponds to the scale of chiral symmetry

breaking (. 1 GeV). It is no coincidence that the region where chiral symmetry

is dynamically broken is where NJL has been so successful, i.e. in describing the

low energy properties of mesons etc.

Another scale of QCD relevant to the very low energy (infra-red) region is the

scale of confinement. This physical phenomenon motivates the use of an infra-

red cut-off in addition to the compulsory ultra-violet cut-off [70]. One of the

early criticisms of the NJL model was that it did not incorporate confinement.

For some purposes this can be overlooked but it limits the application of the

model and reduces its appeal considerably. However, Ebert et. al. [70, 80] have

shown that the property of confinement can be included within the NJL model

by using the proper time regularisation method with a finite infra-red cut-off.

Recently Bentz and Thomas successfully extended this approach to describe

saturating symmetric nuclear matter [1].

In the proper-time regularisation scheme introduced by Schwinger [8], the

following prescriptions are used,

lnA −→ −
∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ
e−τA (3.9)

1

An
−→ 1

(n− 1)!

∫ 1

Λ2
IR

1

Λ2
UV

dττn−1e−τA (3.10)

where ΛUV is the ultra-violet cut-off, ΛIR is the infra-red cut-off and A is a

function of quark momentum. For example, using the second prescription (see

Appendix B), Eqn. 3.8 reduces to,

M = mq −
GπNcNFM

2π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ 2
e−τM2

(3.11)

Some important advantages of the proper-time scheme are that from the begin-

3For example, the Gell-Mann–Oakes–Renner relation [73], the Goldberger-Treiman [74]

relation are satisfied in both three and four dimensional cut-off schemes.
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ning it preserves Lorentz-, chiral- and vector-gauge invariance [81]4. This is not

the case if we use the 3-momentum cut-off scheme, for example, which from the

outset is not a Lorentz covariant method.

In the calculations that follow, ΛIR is an input parameter. It should be chosen

to reflect the confinement scale of QCD, which is of the order of ΛQCD (∼ 200 MeV).

As long as the model is not overly sensitive to this choice or any other input

parameter, it may reliably be used to make predictions within the low energy

sector. Indeed the model produces minimal variation in results within the range

150 < ΛIR < 300 MeV. The essential effect of the infra-red cut-off is to remove

unphysical quark decay thresholds [70]. At the level of the quark propagator this

can be illustrated simply using Eqn. (3.10). The pole in the quark propagator

in Euclidean space, SF = (ip/−M)/(p2
E + M2), becomes,

1

p2
E +M2

=

∫ 1

Λ2
IR

1

Λ2
UV

dτe−τ(p2
E+M2) =

e
−

p2
E

+M2

Λ2
IR − e−

p2
E

+M2

Λ2
UV

p2
E +M2

. (3.12)

Clearly the original pole in the propagator at −p2
E = p2 = M2 is now

cancelled by a corresponding zero in the numerator. The physical meaning of this

mathematical novelty is that there is no solution for the mass corresponding to a

freely propagating quark. In this sense the introduction of a finite infra-red cut-

off simulates (albeit in a crude way) the dynamical process of quark confinement.

In this thesis we do not apply the proper-time regularisation directly to the quark

propagator, rather it is applied to momentum integrals over entire diagrams,

however the effect is the same (i.e. to remove the poles that correspond to

nucleons decaying into free quarks).

3.3 Mesons and Diquarks

In terms of quark degrees of freedom the NJL Lagrangian density is given by,

LNJL = ψ̄(i∂/−m)ψ +
∑

α

Gα(ψ̄Γαψ)2, (3.13)

where ψ̄ and ψ are the quark fields, m is the current quark mass and Gα are

the coupling constants associated with the various interaction channels. Be-

cause of the symmetries of the gamma matrices (Γ = 1, iγ5, γµ, γµγ5... ), this

Lagrangian density can be expressed in a variety of equivalent forms using Fierz

4That is, if we include all channels in the Lagrangian density, then the these properties are

preserved in the proper-time method.
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Figure 3.1: Particle interactions in the Bethe-Salpeter approach.

transformations [82]. Here we decompose the Lagrangian density into ψ̄ψ and

ψψ terms.

LNJL = ψ̄(i∂/−m)ψ (3.14)

+Gπ(ψ̄ψ)2 −Gπ(ψ̄γ5τψ)2 (3.15)

−Gω(ψ̄γµψ)2 −Gρ(ψ̄γ
µτψ)2 (3.16)

+Gs(ψ̄γ5Cτ2β
Aψ̄T )(ψTC−1γ5τ2β

Aψ) (3.17)

+Ga(ψ̄γµCττ2β
Aψ̄T )(ψTC−1γµτ2τβ

Aψ) (3.18)

In order of appearance the above terms correspond to the non-interacting, scalar,

pseudoscalar, vector and isovector terms and the last two terms correspond to

the scalar diquark and the axial vector diquark channels. The color matrices βA

are specified by the choice (A=2,5,7) indicating that these are attractive, color

anti-symmetric channels (see Appendix A for matrix definitions). In the nuclear

matter phase this will lead to color singlet nucleons and in the quark matter

phase this will lead to color superconducting pairs.

Meson and diquark masses are determined using the Bethe-Salpeter equa-

tion5. Using the Lagrangian density of the NJL model given above, we may

consider how quarks interact in each channel. As an example, let us take the

omega meson. In using the Bethe-Salpeter equation we are assuming that the

quark and the anti-quark in this bound state may interact with each other an

indefinite number of times over a very long (essentially infinite) period of time.

Using Feynman diagrams this can be treated as an infinite series of ladder dia-

grams [83], which in the NJL model (which is characterised by point-like interac-

tions) becomes an infinite series of bubble graphs. As illustrated in Fig. 3.1, this

infinite series reduces to the compact expression referred to as the Bethe-Salpeter

5There are alternative methods such as auxiliary-field path integral techniques and mean

field methods where meson spectra are determined as collective excitations in the vacuum [30].
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equation. In terms of matrices this diagram can be expressed as,

Tω(p2) = Kω +KωΠω(p2)Kω + . . . (3.19)

where Tω(p2) is the T-matrix for the interaction, Kω is the kernel and Πω(p2)

represents the bubble graph. Multiplying by the identity,

1 = [1−KωΠω(p2)]−1[1−KωΠω(p2)], (3.20)

on the left results in the expression,

Tω(p2) = [1−KωΠω(p2)]−1Kω (3.21)

The mass of the meson in the vector channel is then determined by the pole in

the T-matrix,

1−KωΠω(p2 = m2
ω) = 0, (3.22)

where the bubble graph is given by,

Πµν
ω (p2) = i Tr

∫

d4p

(2π)4

[

γµS

(

k/+
p/

2

)

γνS

(

k/− p/

2

)]

. (3.23)

The quark propagator is defined by,

S(k/) =
1

k/−M + iǫ
(3.24)

and the kernel, Kω, is given by 2Gω since we are including both direct and

exchange terms in the Fierz invariant form of the Lagrangian density. The pole

in the T-matrix at p2 = m2
ω corresponds to the particle’s mass because this is

the momentum for which the particle is on-shell.

Similarly the other meson and diquark masses can be determined from their

respective Bethe-Salpeter equations. Note that the results depend on the con-

stituent quark mass, the infra-red cut-off and the ultra-violet cut-off, through

the bubble graph. In section 3.5 we show how to use the empirical values for

the pion mass and pion decay constant to relate the quark mass and the cut-off

parameters at zero density.

At finite density QCD is expected to undergo a chiral phase transition, where

the dynamically generated quark mass decreases6. In order to describe the

nucleon in medium we need to know how its internal degrees of freedom change

as a function of density. Hence we calculate the diquark masses over a range

6At very high densities we expect that the approximate chiral symmetry of the Lagrangian

should be restored. In the hadronic phase this restoration is only partial in the model we are

using. The symmetry is fully restored in the deconfined quark matter phase.
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Figure 3.2: Scalar diquark and nucleon masses as a function of the scalar poten-

tial, Φ = M0 −M , with Gs = 0.51 Gπ, M0 = 400 MeV and ΛIR = 200 MeV.

of quark masses, corresponding to finite density behaviour. The dashed line

in Fig. 3.2 shows the scalar diquark mass as a function of the scalar potential,

Φ = M0 − M . Note that the scalar diquark mass also depends on the choice

of the coupling constant, Gs, since it is determined by the position of the pole

in the Bethe-Salpeter equation, 1 − 2 Gs Πs(p
2 = M2

s ) = 0. In Fig. 3.2 the

coupling constant, Gs = 0.51 Gπ, is chosen to give the correct nucleon mass

(940 MeV) at zero density (with M0 = 400 MeV and ΛIR = 200 MeV). This

result corresponds to using a quark - scalar diquark picture of the nucleon in

the Faddeev approach.

3.4 Nucleons in the Faddeev Approach

In the early 1960’s Faddeev developed a method to tackle the 3-body problem

in a paper entitled “Scattering theory for a three particle system” [63]. The

first numerical study of the Faddeev Equation for the nucleon, using a model

of the kind employed here, was reported in Ref. [84]. The basic method is to

sum over all possible interactions between quarks using quantum field theoretic
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Figure 3.3: The Faddeev equation for the nucleon.

procedures. The exact three-quark Bethe-Salpeter equation contains compli-

cated two-body and three-body interactions (even without including gluons, it

is already an extremely complex problem). However, using the ladder approx-

imation the problem reduces to a simpler form where only separable two-body

interactions are involved. This assumption will only be realistic if effective three-

body forces really are negligible compared to effective two-body forces between

valence quarks inside the nucleon.

It may seem like an over-simplification, but it turns out that this picture of

the nucleon has considerable appeal, both theoretical and observational7. For

example, a simple two particle (quark-diquark) description of the baryon nicely

reproduces the light baryon spectrum [86], while the three particle counterpart

predicts an abundance of missing resonances [87]. Indeed, the widespread con-

sensus that quark pairing is favorable in high density quark matter lends some

support to the idea of quark pairing within the nucleon [85]. Moreover, in this

model we may also consider the possibility of a connection between the pair-

ing of quarks within the nucleon and the pairing of quarks anticipated in color

superconducting quark matter.

Similarly to the Bethe-Salpeter equation, the Faddeev equation can be ex-

pressed as an infinite series of quark - diquark bubble graphs, ΠN(p2). For

simplicity we will begin with case of a quark - scalar diquark description of the

nucleon. In this case the bubble graph is given by (See Appendix C),

ΠN (p2) =

∫

d4k

(2π)4
S(k/)τs(p/− k/). (3.25)

where τs is the T-matrix for the scalar diquark. As illustrated in Fig. 3.3, the

geometric series of bubble graphs can again be reduced to a finite expression for

the nucleon T-matrix. Thus the nucleon is pictured as a quark and a diquark

7For a discussion on the evidence in favour of diquarks see Ref. [85].
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Figure 3.4: The nucleon mass as a function of the scalar potential, M0 − M .

interacting via quark exchange. Due to the numerical complexity of solving the

Faddeev equation in the proper-time regularisation scheme, the quark propaga-

tor (associated with quark exchange) is taken to be momentum independent,

i.e. S(k/) = −1/M . The nucleon mass is then determined by the pole in the

T-matrix,

TN(p2) =
3

M

1

1 + 3
M

ΠN (p2)
. (3.26)

In Ref. [1], Bentz et. al. have shown that a linear interpolation between −1/M

and −1/M0 for the quark propagator8, reproduces the exact Faddeev result, as

obtained in Refs. [82] and [88]. In regularising the integral in the expression for

ΠN(p2), it is crucial that we use a finite infra-red cut-off to avoid unphysical

quark decay thresholds [1]. As shown in Fig. 3.4 the nucleon mass develops an

increased curvature of opposite sign when ΛIR is introduced. Physically this

means that the composite nucleon has a non-zero scalar polarizability which

(as in the QMC model [59]) opposes the applied scalar field. In finite density

calculations this behaviour is essential to the stability of symmetric nuclear

matter. This is dramatically illustrated by Fig. 3.5, which shows the binding

energy curves for the calculations with ΛIR = 0 and 200 MeV. The curvature in

8Using linear interpolation the momentum independent quark propagator is expressed as

1/M −→ (1/M0)(M0+c)/(M +c). With c = 700 MeV the agreement with the exact Faddeev

result is very good [1].
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Figure 3.5: Binding energy curves for two choices of ΛIR. Without the finite

infra-red cut-off symmetric nuclear matter does not saturate.

the nucleon mass as a function of decreasing quark mass (i.e. increasing density)

prevents the collapse. The scalar polarisability of the nucleon [89] is something

that is only seen in models that include nucleon structure, because it is purely

due to internal degrees of freedom within the nucleon.

3.5 Fixing Parameters

The method used for fixing parameters in the model proceeds as follows. First

the constituent quark mass at zero density and the infra-red cut-off are chosen.

To begin with we take M0 = 400 MeV and ΛIR = 200 MeV. The model is not

sensitive to these choices. Using 350 MeV or 450 MeV for the quark mass gives

similar results and within the range 150 < ΛIR < 300 MeV the results are

not significantly changed either. Once M0 and ΛIR are chosen the ultra-violet

cut-off, ΛUV , is calculated using the matrix element for pion decay, with the

requirement that the pion decay constant, fπ, is 93 MeV at zero density. The
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decay width for pion decay satifies the relation,

Γπ ∝ |〈π(q)|Aµ(0)|0〉〈0|Aµ(0)|µ, ν̄〉|2 ∝ 1

τπ
, (3.27)

where τπ is the lifetime of the pion. The pion decay constant is related to

the first matrix element since the pion decays via the axial vector current

Aµ = ψ̄ γµ γ5 ψ, according to the relation

〈0|Aµ(0)|π(q)〉 = ifπqµ (3.28)

From this we obtain, in the proper time regularisation scheme (see Appendix

B),

fπ =
3

4π2
M
√
gπ

∫ 1

0

dx

∫ 1
ΛIR

1
ΛUV

dτ
1

τ
e−τ(M2

π(x2−x)+M2) (3.29)

where we have introduced the Feynman parameter, x, in order to simplify the

integral. The pion mass, Mπ, is taken to be 140 MeV and the constituent quark

mass M = M0 (their values at zero density). The coupling constant gπ is given

by the relation,

gπ =
−2

∂Ππ(q2)/∂q2

∣

∣

∣

q2=M2
π

, (3.30)
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Figure 3.6: Relationship between the ultra-violet and infra-red cut-offs for vari-

ous choices of the quark mass.
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where the pseudoscalar bubble graph is,

Ππ(k2) = i Tr

∫

d4q

(2π)4
[γ5S( 6q)γ5S( 6q − k/))]. (3.31)

After taking the derivative we insert Eqn. (3.30) into Eqn. (3.29) and solve for

the ultra-violet cut-off, ΛUV . From Fig. 3.6 it is clear that if ΛIR is taken to be

too small then the ultra-violet cut-off increases sharply. However, the results for

200 and 300 MeV are very similar - for example, the saturation density differs

only by about 0.01 fm−3 for these choices (i.e. the position of the minima in

Fig. 3.5). Thus we find that ΛUV is around 650 MeV in this model and is not

overly sensitive to the initial choice of ΛIR.

The next step is to determine Gπ, the pseudoscalar coupling constant. The

value of Gπ is fixed by the pole in the Bethe-Salpeter equation for the pion at

zero density,

1 + 2GπΠπ(k2 = M2
π) = 0, (3.32)

where Ππ is the pseudoscalar bubble graph. Using these equations we establish

Gπ according to the properties of the pion in the vacuum. We may then calculate

the current quark mass, mq. This is given by the solution to the gap equation,

M = mq +
GπNcNFM

2π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ
1

τ 2
e−τM2

(3.33)

where M = M0 and in these calculations Nc = 3 and NF = 2. In this way the

constant mq is determined by the value of the constituent quark mass at zero

density. With this regularisation scheme it is around 15 - 20 MeV, depending

on the initial choices of M0 and ΛIR. Following the determination of ΛUV , Gπ

and mq, we calculate the coupling constant Gs from the Faddeev equation for

the nucleon, fixing it by the nucleon mass at zero density.
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Nuclear Matter

The fact that particle states are quantised (i.e. quantum mechanics) and that no

two fermions can be in the same state (the Pauli exclusion principle), means that

each nucleon occupies a unique state inside a nucleus, just as electrons occupy

quantised energy levels in an atom. Even without any interactions, quantisation

and the Pauli exclusion principle prevent nuclei, indeed stars, from collapsing

immediately. However, in addition to this there are attractive and repulsive

interactions between nucleons, mediated by long and short range forces. In

symmetric nuclear matter these forces balance to give a stable (zero pressure)

state where the density does not change with perturbations in the number of

particles. This is referred to as nuclear saturation.

A realistic approach to the description of matter inside stars must be grounded

in our knowledge of the bulk properties of matter at saturation density. This

is where most of our empirical information comes from. At saturation density

the equation of state should agree with these properties as far as is possible.

However in the pursuit of an accurate model for the system it pays to be pa-

tient in attaining precise agreement with all of these properties simultaneously.

In particular, it is preferable to use a minimal number of parameters and take

care to preserve more fundamental aspects of QCD such as chiral symmetry.

Quantitative precision is of course important, but it should be sought in con-

junction with qualitative understanding. With a relativistic, chirally symmetric

model, that agrees well with phenomenology, we have a consistent framework

to describe matter. A comparison with some of the bulk properties of matter

should indicate whether the model has deficiencies or problems in describing the

real world. If so we may be able to identify what is missing from the dynamics,

or which approximations may be breaking down, for example.

In this chapter, Section 4.1 deals with the properties of infinite symmetric

nuclear matter and explains how they are related to the semi-empirical mass

formula and the equation of state. In Section 4.2 we derive the equation of state

for the NJL model with composite nucleons using path integral techniques. In

Section 4.3 we present the results of these calculations. Here we consider the

case when the nucleon is treated as a quark - scalar diquark system.



32 4. Nuclear Matter

4.1 Properties Nuclei and Nuclear Matter

The stability of nuclei in nature is dependent on the balance of attractive and

repulsive forces between nucleons. In a nucleus the favored ratio of neutron num-

ber, N , to proton number, Z, depends on the atomic number, A. Smaller nuclei

(such as carbon for example) favour equal numbers of neutrons and protons.

Ultimately this is due to the isospin symmetry of nature at the fundamental

level. In QCD the isospin symmetry means that up quarks are almost inter-

changeable with down quarks (since the Lagrangian density is invariant with

respect to transformations that interchange them, up to the small mass differ-

ence, md−mu). On the scale of nucleons this translates to neutrons and protons

being almost interchangeable, having almost identical masses. Then it is primar-

ily Fermi statistics that dictates that the lowest energy levels for each species

are occupied symmetrically, in preference to asymmetric configurations (which

would require more energy). In larger nuclei other effects become important. As

the proton number increases the repulsive Coulomb forces are large enough to

destabalise a symmetric system. A larger fraction of neutrons are required to di-

lute the repulsion between protons. However this effect is tempered by the input

of energy associated with isospin asymmetry so that stable isotopes only exist

within a restricted range of proton and neutron numbers, known as the valley

of beta stability. In the situation of a compact star, the conditions of chemical

equilibrium and charge neutrality lead to a highly asymmetric composition (a

very large neutron to proton ratio).

In constructing an equation of state to describe compact star matter there

are several empirically known properties that can be used to constrain model

parameters and/or provide a test for how well the model works. It is helpful to

consider the origin of some of these properties in terms of a of a simple equation

for a nucleus which includes the effects of Coulomb repulsion, surface energy

and nucleon asymmetry. Such an equation was formulated in the 1930’s by

Weizsäcker [90] in the context of the liquid drop model of the nucleus. It is

commonly referred to as the semi-empirical mass formula1 This formula gives

the total mass of a nucleus in terms of neutron and proton numbers (N and Z),

M(A,Z) = A[
4

3
πr3

0ǫ0 + asym(
N − Z
A

)2] + 4πr2
0A

2/3ǫsurf +
3e2Z2

5r0A1/3
(4.1)

1More detailed models using a lot more parameters can be used that incorporate a vast

amount of information from experimental data on nuclei [18, 91], for example the nucleons

are slightly more densely packed in the interior of the nucleus compared to the outer region

(skin) [92]. However, the semi-empirical mass formula gives the dominant contributions which

are important for our purposes.
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where ǫ0 is the energy density at saturation and r0 is a constant which is deter-

mined by the approximate relation for the radius of nuclei, R = r0A
1/3. Indeed

the energy density remains approximately constant as a function of A for stable

nuclei and the saturation density is related to the constant r0 according to,

ρ0 =
[

(4π/3)r3
0

]−1

∼ 0.17 fm−3. (4.2)

The term for the surface energy contribution, 4π r2
0 A

2/3 ǫsurf , arises because

nucleons at the surface of a nucleus feel less attraction from other nucleons than

those on the inside. The last term in the semi-empirical mass formula is due to

the Coulomb repulsion between protons, where e is the proton charge.

If we take the case of an extremely large value of A we can investigate the

properties of an effectively infinite system of symmetric (N = Z) nuclear mat-

ter. Assuming that the surface energy and Coulomb energy terms do not con-

tribute we are left with the relation, M(A,Z)/A = 4
3
π r3

0 ǫ0 ∼ 922 MeV, where

r0 ∼ 1.16 fm and ǫ0 ∼ 141 MeV fm−3, are determined by fitting experimental

data for finite nuclei [18]. Thus the binding energy per nucleon (B/A) associated

with removing a nucleon of mass 939 MeV, from a system of infinite symmetric

nuclear matter, in the absence of the Coulomb force, would be approximately

17 MeV. In the equation of state this means that the binding energy per nucleon

( i.e. the energy density per unit density, ǫ/ρ), should also have a minimum at

saturation density corresponding to the binding energy,

Eb = (ǫ/ρ)0 −MN . (4.3)

The second term in the semi-empirical mass formula (Eqn. (4.1)) gives the

energy associated with having different numbers of neutrons and protons in the

system. Best fits to data from asymmetric nuclei imply that the asymmetry

energy coefficient, asym, is approximately 32.5 MeV. Since the rho meson con-

tributes uniquely to the asymmetric forces in nuclear matter this energy may

be used to determine the strength of the rho-nucleon coupling in nuclear matter

(Of course, if one goes beyond the Hartree level, other mesons also contribute).

The asymmetry energy coefficient is related to the equation of state according

to,

asym =
∂2(ǫ/ρ)

∂α2
|α=0, (4.4)

where α is defined as (ρp − ρn)/ρB. So again this quantity can either be used

as input or as a test for nuclear matter models. In this thesis it is used it to fix

Gρ
2.

2Alternatively, in the NJL model the meson-nucleon coupling constants can be determined

by the meson masses by solving Bethe-Salpeter equations for each interaction channel.
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In addition to these properties of nuclear matter there are two other key

quantities, which are less accurately known. These are the incompressibility,

K, (also known as the compression modulus) and the nucleon mass at satu-

ration density, MN (ρ0). Here these quantities are calculated as tests for the

model. The nucleon mass is determined by first minimizing the effective poten-

tial with respect to quark mass and with this quark mass as input, calculating

the corresponding nucleon mass through the Faddeev equation. From experi-

mental evidence the nucleon mass in medium is determined to be between 600

and 800 MeV at saturation density [93]. The incompressibility is related to the

equation of state through,

K = 9

[

ρ2 d
2

dρ2

(

ǫ

ρ

)]

ρ=ρ0

(4.5)

which is a measure of the changing curvature of the binding energy (i.e. the

stiffness or the softness of the equation of state at saturation density). Experi-

mental results for the compressibility have been obtained through the study of

monopole excitations in nuclei. These studies suggest a value of approximately

200 - 300 MeV [22,93].

4.2 Deriving of the Equation of State

The equation of state for a given system such as nuclear matter, is the relation-

ship between the pressure and the energy density. This relationship is essential

for us to understand the properties of nuclei and neutron stars. There are several

ways to derive the equation of state for a model from its Lagrangian density.

The simplest method is to calculate the energy-momentum tensor T µν through

the relation,

T µν =
∂L

∂(∂µφi)
∂νφi − ηµνL, (4.6)

where there is a sum over all of the fields, φi. Then in the case of a perfect

fluid, the pressure and the energy density are related simply to the space-like

and time-like diagonal components of T µν according to the relation,

T µν = Pδµν + (E + P )uµuν. (4.7)

In this method Pressure is given by P = 1/3〈Φ0|T ii|Φ0〉 and the energy density

is given by E = 〈Φ0| T 00|Φ0〉 where |Φ0〉 denotes the ground state of the system.

Detailed examples of this method are outlined in Refs. [22, 40], in which the

equation of state for Quantum Hadrodynamics is derived.
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In the model we are using obtaining the equation of state is not so simple,

because at the level of the Lagrangian density we are beginning with quark

fields. In the absence of a complete and practical solution to QCD at low

energies, the nuclear many-body system is most efficiently described in terms

of hadronic degrees of freedom. Therefore our first step is to hadronize the

Lagrangian density following the approach of Reinhardt [26]. This procedure

is explained in Appendix D.1. After hadronization the Lagrangian no longer

contains quark fields, but there is no restriction on incorporating quark degrees

of freedom within this framework through the hadrons themselves. In fact, the

internal properties of nucleons may significantly influence the bulk properties of

the system.

We derive the equation of state for nuclear matter using path integral tech-

niques as described in Ref. [12]3. In order to hadronize the Lagrangian density,

auxiliary fields for mesons, diquarks and nucleons are introduced into the gener-

ating functional of the model. In the process of integrating over the quark fields

and the auxiliary fields we generate “trace-log” terms in the effective action,

Seff (see Appendix D.1). Because we are working in the mean field approxi-

mation the fields associated with the scalar, vector and isovector mesons4 are

approximated by,

Σ = −2Gπ〈NM |ψ̄ψ|NM〉 = M −m, (4.8)

ωµ = 6Gω〈NM |ψ̄γµψ|NM〉 ≡ ω0δµ0, (4.9)

ρµ = 2Gρ〈NM |ψ̄γµτ3ψ|NM〉 ≡ ρ0δµ0, (4.10)

where the spatial components of the vector fields vanish for nuclear matter at

rest. The hadronized effective action with nucleon fields, N̄ and N , is then given

by (see Appendix D.1),

Seff =− i (Tr lnS−1
0 − Tr lnG−1

N )

+ N̄G−1
N N +

∫

d4x

[

−(M −m)2

4Gπ
+

ω2
0

4Gω
+

ρ2
0

4Gρ

]

, (4.11)

where the quark propagator is expressed in momentum space as,

S0(k) =
1

k/−M − ω/− τ3ρ/
(4.12)

3An alternative approach is to use a hybrid model for nuclear matter, where the expectation

value for any local operator is separated into vacuum and valence components, < ρ| Ô|ρ >

= < Ô >vac + < Ô >val. This method has also been applied by several authors to obtain

hadronic equations of state [1,59,94]. We use the path integral formalism here to illustrate in

a more detailed way how a hadronic equation of state is derived from a quark based theory.
4The pseudoscalar (pion) field is assumed to have zero expectation value in nuclear mat-

ter, because of the spin dependence of the pion nucleon coupling. i.e. the pion exchange

contribution averages to zero in the mean field approximation.
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and the pole part of the nucleon propagator, GN , behaves as,

Ĝ−1
N → p/N −MN . (4.13)

Renormalizing the nucleon fields, N̄ and N , we may introduce chemical poten-

tials for the nucleons through the kinetic term in the effective action (Eqn. (4.11)),

N̄G−1
N N → ¯̃N(p/−MN + µ∗

Nγ
0)Ñ , (4.14)

where the matrix for the chemical potentials is given by,

µ∗
N =

(

µ∗
p 0

0 µ∗
n

)

, (4.15)

The effective neutron and proton chemical potentials in medium are defined as,

µ∗
n = µn − 3ω0 − ρ0 and µ∗

p = µp − 3ω0 + ρ0, respectively. We then integrate

over the nucleon fields and use the resulting effective action to determine the

effective potential, V . By construction the effective potential is the function

whose minimum defines the vacuum expectation values of the quantum fields.

It is related to the effective action by,

Seff = −
∫

d4xV. (4.16)

We calculate the effective potential for nuclear matter using Eqn. (4.11) to ob-

tain,

V NM = Vvac + VN + Vω + Vρ. (4.17)

The first term corresponds to the vacuum contribution (derived from the quark

loop term, -i Tr ln S−1
0 ). The trace is taken over colour, flavour and Dirac space,

so that we have,

Tr ln (k/q −M) = lnDet (k/q −M) = 2NcNF ln (k/2
q −M2) (4.18)

where k/q = k/ − ω/ − τ3ρ/. Incorporating also the first term in the integral of

Eqn. (4.11) we obtain,

Vvac = 12i

∫

d4k

(2π)4
ln

[

k2 −M2 + iǫ

k2 −M2
0 + iǫ

]

+
(M −m)2

4Gπ
− (M0 −m)2

4Gπ
(4.19)

=
3

4π2
[C3(M

2)− C3(M
2
0 )] +

(M −m)2

4Gπ

− (M0 −m)2

4Gπ

(4.20)

Note that we have subtracted the M = M0 contribution, so that this term

vanishes at zero density. The second form for Vvac is derived in Appendix B,
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using the proper time regularisation scheme. This procedure leads to terms of

the form,

C3(M
2) =

∫ 1

Λ2
IR

1

Λ2
UV

dτ
1

τ 3
e−τM2

. (4.21)

which can be solved numerically. The term for the fermi motion of the nucleon

arises from the second and third terms in Eqn. (4.11). To simplify the expression

for Tr lnG−1
N , we use the relation,

Tr ln

(

A B

C D

)

= Tr ln(−BC +BDB−1A), (4.22)

to derive the expression,

VN = i

∫

d4p

(2π)4

[

Tr lnG−1
N − Tr lnG−1

N (µN = 0)

]

(4.23)

= i

∫

d4p

(2π)4

[

Tr ln(−p/−MN + µ∗
Nγ

0)(p/−MN + µ∗
Nγ

0) (4.24)

− (µN = 0 term)

]

(4.25)

= 2i

∫

d4p

(2π)4

[

ln

(

p2
0 − (EN(p) + µ∗

N)2

p2
0 −E2

N (p)

)

(4.26)

+ ln

(

p2
0 − (EN(p)− µ∗

N)2

p2
0 − E2

N (p)

)

− (µN = 0 term)

]

, (4.27)

where we have defined pµ = (p0, p) and EN (p) =
√

p2 +M2
N . Because the

µN = 0 term is subtracted, only a density dependent contribution will survive.

After Wick rotation and integration over the time component of momentum, p0,

we obtain the usual nucleon Fermi motion term,

VN = −2
∑

N=n,p

∫

d3p

(2π)3
(µ∗

N −EN (p))Θ(µ∗
N −EN (p)). (4.28)

From the last two terms in Eqn. 4.11 we identify the vector and isovector meson

terms in the effective potential are,

Vω = − ω2
0

4Gω
≡ −9Gω(ρn + ρp)

2 (4.29)

Vρ = − ρ2
0

4Gρ
≡ −Gρ(ρp − ρn)2 (4.30)
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Figure 4.1: The effective masses of quarks and nucleons in medium.

where the expectation values of the fields, ω0 and ρ0, are defined by the minima,

∂V NM/∂ω = 0 and ∂V NM/∂ρ = 0, respectively. In order to construct charge

neutral nuclear matter we include also electrons in the form of a non-interacting

Fermi gas. This gives an additional contribution to the effective potential,

Ve = − µ4
e

12π2
, (4.31)

where µe is the electron chemical potential. The effective potential for the model

is related to the pressure and energy density according to PNM = −V NM and

ENM = V NM +
∑

i µiρi, where µi and ρi are the chemical potentials and densities

of the components of the system which also satisfy the relation ρi = ∂V NM/∂µi.

4.3 Symmetric Nuclear Matter

The most basic test for models of finite density nuclear physics is how well

they reproduce the known properties of infinite symmetric nuclear matter at

saturation density. These properties include the binding energy per nucleon,

the compressibility, the effective nucleon mass, the asymmetry energy and the
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saturation density itself5. In symmetric matter, by definition, we have equal

densities of protons and neutrons, so that, ρ0 = 2Gρ(ρp − ρn) = 0 (Vρ = 0) and

there are no electrons (Ve = 0). For a given chemical potential the constituent

quark mass M is determined by the condition ∂V NM/∂M = 0, where the quark

mass at zero density is M0 = 400 MeV. The nucleon mass MN in Eqn. (4.28) is

a function of M , determined by the pole in the Faddeev equation (Eqn. 3.26).

The results of these calculations are shown in Fig. 4.1. The masses decrease as a

function of density in accordance with the process of chiral symmetry restoration.

In this model we use the saturation curve (i.e. the dotted line in Fig. 4.2) to

determine the vector coupling constant, Gω. The coupling is adjusted so that the

minimum is at the empirical value of the binding energy per nucleon (-17 MeV).

The corresponding density at the saturation point (0.22 fm−3), is a little above

the experimental range, which is ρ = 0.17±0.02 fm−3. As mentioned previously

this is actually in very good agreement, considering that we have adjusted only

one parameter (Gω) to fix the saturation point. In Quantum Hadrodynamics the

position of this minimum is used to determine the couplings for scalar and vector

mean fields. In the NJL-type model used here we do not have that freedom since

the scalar coupling constant, Gπ, is already determined by the properties of the

pion in the vacuum. The coupling constants for the model are given in Table 4.3.

The effective mass of the nucleon at saturation density (M∗
N = 695 MeV)

is also in agreement with the experimental range of approximately 600 to 800

MeV. However, the incompressibility at the saturation point (K = 560 MeV),

is much too high. The experimental evidence to date implies that incompress-

ibility is within the range of 200 to 300 MeV. In other words, our equation of

state is significantly too stiff near the saturation density. This suggests that

there may be some problems with the approximations and assumptions we have

made in formulating this model. It is important to pay attention to such defi-

ciencies, because it is often where models or ideas break down that we can learn

a great deal from them. In particular, if we can resolve the reasons why a model

breaks down or lacks accuracy. In this case the high incompressibility must be

related to the way that the mean fields change with density. Unless we assume

density dependent coupling constants we cannot change the form of attractive

and repulsive components of the equation of state directly. However, we have

already seen that in this model the internal properties of the nucleon can have a

significant effect on the equation of state. Thus we need to pay careful attention

to our description of the nucleon. Indeed, as shown in Chapter 8, the problem of

5Clearly models that do not give rise to saturation cannot make meaningful predictions

about any of these properties. This is why the NJL model for point-like nucleons cannot be

directly applied to the description of nuclei or nuclear matter.
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Figure 4.2: Binding energy curves for neutron matter (solid line), matter in β -

equilibrium (dashed line) and symmetric nuclear matter (dotted line).
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Table 4.1: Parameters for the calculations of the properties of the nucleon and

nuclear matter.

Gπ[GeV −2] 19.60

Gs[GeV
−2] 0.51Gπ

Gω[GeV −2] 0.37Gπ

Gρ[GeV
−2] 0.82Gπ

ΛUV [MeV ] 638.5

ΛIR[MeV ] 200

m[MeV ] 16.93

high incompressibility is completely resolved when the self-energy of the nucleon

is taken into account.

4.4 Asymmetric Matter

In order to describe neutron stars or asymmetric nuclei, it is important to be able

to construct equations of state with different densities of neutrons and protons.

In this case Vρ becomes active in the effective potential. The coupling constant

associated with this term is calculated using Eqn. (4.4). In fact, the proton

fraction has a considerable effect on the equation of state. This is understood

clearly in terms of the contribution from the rho meson, Vρ. For a given density, if

the proton fraction is increased then Vρ increases. Hence the pressure (P = −V )

is reduced, as illustrated in Fig. 4.4.

Though the gravitational fields associated with compact stars are extremely

strong, for the individual particles inside them, the repulsive Coulomb forces

would actually be stronger, for a star with a finite electrical charge. Therefore

compact stars must be approximately charge neutral, just as ordinary stars and

planets are. Note however, that this is a global constraint, we must still allow for

the possibility of localised regions of positively and negatively charged matter

inside a compact star [22].

Because of the condition of charge neutrality compact stars have tradition-

ally been treated as “neutron stars,” i.e. stars composed entirely of neutrons.

This assumes that all protons have decayed into neutrons during the formation

of the compact star. However, if we allow electrons we can impose charge neu-

trality through the constraint, ρe = ρp. Intuitively it seems reasonable that a

finite density of protons should be energetically favourable, since each species of
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baryon introduces additional degeneracy in the Fermi sea. Furthermore, protons

have the same mass as neutrons, so the proton energy well is immediately avail-

able to be populated. As noted above, the inclusion of protons in the system

decreases the pressure. However, once we include an equal density of electrons

to balance the charge, the effect will be partially cancelled. Balancing the effects

of introducing protons and electrons in such a way as to minimise the effective

potential is exactly equivalent to applying the constraint of chemical equilibrium

for the species,

µp = µn − µe. (4.32)

Fig. 4.5 indicates the resulting proton fraction for matter in β-equilibrium as a

function of baryon density. In this model it may reach about one quarter of the

baryon fraction at densities relevant to the cores of compact stars.
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Quark Matter

A surprising feature of QCD is revealed when we study the behaviour of the

quarks at large momentum transfer. Essentially, within the confines of the

nucleon, the quarks behave almost as though they are free. This phenomenon,

discovered by 2004 Nobel prize laureates Gross, Politzer and Wilczek, is known

as asymptotic freedom [95]. It means that at short distances, or large momentum

transfer, the coupling strength becomes small [96]. Indeed, in the region of

densities sufficiently high that nucleons begin to overlap and quarks come much

closer together, asymptotic freedom is expected to apply. Even at two or three

times normal nuclear matter density this may be the case. In this region we

expect the quarks to be in a globally colourless, deconfined phase. Hadronic

models of the equation of state are not plausible at these densities due to the

proximity of the quarks. Thus quark degrees of freedom should be employed

to describe the system. In fact, quark matter is likely to occur within compact

stars, since the central densities may well be as high as ten times normal nuclear

matter density1.

It is because of the observed property of asymptotic freedom that quarks are

treated as a non-interacting Fermi gas in typical models of quark matter. In the

limit that the QCD coupling constant goes to zero the equation of state reduces

to the expressions for the Fermi motion of the quarks (i.e. a non-interacting

gas) and the energy due to the vacuum. However, as outlined in the following

sections of this chapter, quark matter may have far more complexity than this

if we take into account the pairing of quarks in the vicinity of the Fermi surface.

5.1 Colour Superconductivity

Deconfinement at zero temperature has not been achieved in experiment, so

it is not possible to study the phases of quark matter directly. However, it is

quite possible that deconfinement does occur within compact stars. If this is the

1There is no experimental upper limit for the central densities of compact stars. Hadronic

equations of state tend to give maximum central densities of around ten times nuclear matter

density, but equations of state with transitions to quark matter can give significantly higher

values [97].
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case then we anticipate some form of quark pairing to arise in the deconfined

phase. Just as electron pairing gives rise to electrical superconductivity in certain

metals [71,98], quark pairing ought to produce colour superconductivity in quark

matter. Detailed reviews on the subject of colour superconductivity are given

in Refs. [11, 99, 100].

The possibility of quark pairing was first suggested as early as 1975 [101]

and was studied in the 1970’s by Barrois [102] and in the 1980’s by Bailin and

Love [103]. However, the topic received little attention until the late 1990’s when

it was shown that some of the relevant superconducting gaps in the fermion

spectrum could be of the order of 100 MeV [13, 14]. Such pairing is favourable

because it reduces the free energy of the system. This can be understood in

the following way. Consider an infinite system of non-interacting fermions. At

zero temperature the fermions will occupy all available states up to the Fermi

energy, EF . This energy defines the “Fermi surface” of the system. Now the

Free Energy is given by,

F = E − µN, (5.1)

where E is the total energy, µ is the chemical potential and N is the number

of particles. Thus for non-interacting particles the Free energy cost associated

with adding or removing a particle, vanishes at the Fermi surface (EF −µ = 0).

Moreover, if there is some attraction between the particles this will lead to

the formation of Cooper pairs, which reduces the Free energy. So, in the NJL

model, pair formation is certainly favourable in the colour anti-symmetric, spin-

0 channel (the same channel that the scalar diquarks are derived from), which

is known to be attactive2.

When pairing occurs near the Fermi surface, the single particle excitation

energies are modified by the formation of an energy gap, ∆. In fact, in the NJL

model with proper time regularisation the relevant gap is particularly large, even

up to several hundred MeV for densities applicable to hybrid stars (see Fig. 5.1).

Note that the condensation energy associated with the superconductivity is only

a small fraction of the total energy, since the condensation energy is not pro-

portional to ∆, but to ∆2/EF , but the effect is certainly big enough to be it

important to the equation of state (see Fig. 5.3) and consequently to hybrid star

and/or quark star properties.

Pairing is favoured in channels that do not break rotational symmetry, which

is why spin-singlet pairing is preferred. The dominant channel of pairing in

two flavor quark matter should be through the Lorentz-invariant scalar (JP =

0+), corresponding to the second to last term in the NJL Lagrangian density

2This channel has been found to be attractive through studies of one gluon exchange as

well as instanton induced interactions [14, 104].



5.2 The many phases of Quark Matter 47

(Eqn. (3.17)). The condensates arising from this channel are given by the ex-

pectation values of the diquark fields,

∆a = 〈ψTC−1γ5τ2βaψ〉, (5.2)

where the matrices βa are proportional to the Gell-Mann matrices given in Ap-

pendix A, such that βa =
√

3/2λA, where a = 1, 2 and 3 corresponds to A = 2, 5

and 7. This means we are considering only the color anti-symmetric (attractive)

channels. The well known 2SC phase occurs in the a = 1 channel, where we get

a large expectation value for the spin-0 condensate, as illustrated in Fig. 5.1.

The 2SC phase is favoured in two flavour quark matter because it reduces the

free energy of the system. This is the pairing channel we refer to throughout

this thesis, except where otherwise stated.

Given that the Cooper pairs are anti-symmetric in both colour and spin,

they must also be anti-symmetric in flavour so that the resulting wavefunction

for the pair is anti-symmetric. In other words any given Cooper pair in the

2SC phase, consists of an up quark and a down quark with opposite spins and

two different colours (by convention we choose red and green, leaving the blue

quarks unpaired). We do not include axial vector diquark (spin-1) condensation

in two flavour quark matter, as this would break rotational invariance. In three

flavour quark matter the condensates for spin-1 have been shown to be much

smaller than for spin-0 pairing (i.e. < 1 MeV), so they do not significantly effect

the equation of state anyway. However, these condensates, if present in three

flavour quark matter, may effect the cooling rate of compact stars by inhibiting

the direct URCA processes [105, 106].

5.2 The many phases of Quark Matter

The calculations presented in this thesis, both for hadronic matter and for quark

matter, assume that only two flavours are active in the density region relevant

to compact stars. The reason that this assumption is made here and in many

other works, is that in the low energy regime, the strange quark (i.e. the third

lightest quark) is considerably more massive (ms ∼ 100 MeV) than the up and

the down quarks (mu ∼ md ∼ 10 MeV). In NJL type models, it has been

shown that the large mass of the strange quark tends to inhibit the formation of

strange quark matter in the density region relevant to hybrid stars [11,107–109].

However, the study of three flavour quark matter is of considerable importance

from a theoretical point of view as it leads to some interesting concepts and ideas

in QCD. The idea that strange quark matter is actually the true ground state
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Figure 5.1: The value of the gap in symmetric colour superconducting (2SC)

quark matter as a function of baryon density.

of the matter in the universe (i.e. The Strange Matter Hypothesis), has been

around since the early 1970’s [110, 111]3. Depending on the bag constant and

the behaviour of the strange quark mass at finite density, bag model calculations

suggest that the binding energy of strange quark matter may be smaller than

that of the most stable nuclei [39],

930 MeV ≥
(

E

A

)

nuclei

>

(

E

A

)

SQM

= 830 to 915 MeV. (5.3)

It may seem like an outlandish conjecture that the observed universe (which

is essentially made up of neutrons and protons, i.e. two flavour matter) is ac-

tually in a meta-stable state, which may decay into absolutely stable strange

quark matter given the right conditions. However, the hypothesis has not been

disproven as yet [11, 22]. There are even a few strange quark star candidates

that may ultimately validate it, though at this stage they remain controversial.

Some key observational features which may be used to identify strange stars,

include their capacity to have relatively small radii and/or to have very high

rotation rates compared to conventional neutron stars and hybrid stars. The

reason for this is that strange quark matter is self-bound. Even without the

3The possibility of 3-flavour quark stars was first investigated in 1970 by Itoh [112].
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gravitational field associated with its mass-energy, a strange quark star would

be stable. Therefore, these stars are much more stable against equatorial mass

shedding. Furthermore, the equation of state for strange quark matter is much

softer than for hadronic matter, leading to the prediction of comparatively small

radii (R 6 - 8 km). For a recent overview of strange quark stars see Ref. [106].

Another significant theoretical realisation in the area of three flavour quark

matter is that the preferred pairing structure of cooper pairs in the high density

limit should be the Colour-Flavour-Locked (CFL) phase. This phase is possible

only at densities that are so high that the up, down and strange quarks can

be treated on the same footing (i.e. the effect of the strange quark mass is

negligible). The order parameter for the CFL phase is defined by the ansatz,

〈ψTα
i Cγ5ψ

β
j 〉 = ∆CFLδ

α
i δ

β
j . (5.4)

The Kronecker δ’s indicate that the colour indices (α and β) are connected with

the flavour indices (i and j). Since there are three colours and three flavours

(in equal proportions) maximal pairing is achieved in the CFL phase, producing

equal pairing gaps for the u-d, d-s and u-s pairs. Because pairing is associated

with a reduction in the energy of the system, the CFL phase is expected to be

the most stable phase and is now widely accepted to represent the high density

limit of QCD [11,100,104,113].

At zero temperature and normal nuclear matter density strange quarks cer-

tainly do not feature in the dynamics of the system. Therefore, it is interesting

to study how the low density configuration of QCD evolves into the high density

limit (the CFL phase). There is a great deal of activity in approaching this

from the top down, beginning with the CFL phase. This involves considering

the stresses that arise on the pairing structure as the strange quark mass is in-

creased from zero, so that the chemical potentials of the quark species lose their

equality [113]. However, in this thesis we are approaching the problem from the

bottom up, starting with hadronic matter and moving to quark matter. There

is still a great deal of work to be done in both directions to determine what lies

in between. Fortunately this is the density region that is relevant to compact

stars, from which there is a continuous stream of observational data to draw.

In compact stars strangeness may play participate through the formation of

hyperons, kaon condensates and/or strange quark matter, depending on which

of these phase transitions are favoured and in what sequence they appear with

respect to density [106, 114–116]. In addition to these ideas there is also the

possibility of pseudoscalar condensation [117–120]. Pion condensation is unlikely

to be favoured in nuclear matter [121], but it may be relevant for charge neutral

quark matter in chemical equilibrium, depending on the behaviour of the pion

mass [119, 122]. The competition between the pseudoscalar condensates and
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Figure 5.2: The effective quark mass in quark matter as a function of baryon

density.

the two-flavor superconducting phase is examined in Ref. [123]. If pion or kaon

condensation does occur it is expected to soften the equation of state.

There are numerous possibilities for quark pairing in high density matter,

especially if strangeness is introduced. Systematic studies of pairing in two and

three flavour quark matter are presented in Refs. [11,104]. These phases can all

be investigated within the framework we are using. Here we wish to concentrate

first on the question of whether a unified description of diquark interactions

can be achieved for both the nuclear matter and quark matter phases. For this

purpose, we consider the idea that two flavour hadronic matter goes directly to

two flavour quark matter.

5.3 The Effective Potential

The equation of state for quark matter is derived from the NJL Lagrangian

density (Eqn. (3.14)) in the same way as the equation of state for nuclear matter

(See Section 4.2 and Appendix D.1), using a few different assumptions in the

process. Firstly, we do not introduce baryon fields into the generating functional

and secondly, we do not include contributions from omega meson or rho meson
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exchange. The reason for the first assumption is obvious by definition (quark

matter is not made up of baryons). The reason for the second assumption,

which has been made implicitly in almost all investigations of quark matter, is

more subtle. It is supported by recent arguments related to the EMC effect

[124], which show that in the high energy region, where one has essentially

current quarks (as in the present high density case), the mean vector field must

indeed be set to zero. Essentially, as quarks become asymptotically free the

repulsive effects of the vector fields go to zero. Furthermore, it was shown in

Ref. [12] that a finite value of Gω in the quark matter phase gives rise to a

pole for the omega meson mass. Depending on the choice of Gω, the pole may

be present at high density even though it is not present at low density. For

example, for the choice Gω = 0.37Gπ the pole only appears above ρB = 0.8

fm−3, indicating that vector mesons would spontaneously appear above this

density in quark matter. This unphysical scenario is averted by setting Gω to

zero in quark matter. In terms of particle dynamics, this means that nucleons

interact via vector meson exchange, but deconfined quarks do not. It is clear

that the vector terms in the effective potential must go to zero. The question

that remains is exactly how this transition occurs. Does the repulsion decrease

slowly or does it go to zero suddenly, at some threshold density? Either way

is appears that the behaviour of Gω should be determined by the nature of the

deconfinement transition. In this model, deconfinement is a first order phase

transition characterised by a sudden decay of the nucleon at some critical density,

where quark matter becomes energetically favourable and at this point we set

the vector repulsion terms to zero.

In the most simple mean field description of quark matter, each energy level

for the quarks is filled up to the Fermi energy. At the Fermi surface, only a

small attraction between quarks leads to the formation of Cooper pairs. This is

the picture that emerges if we use the NJL Lagrangian density and allow for the

possibility that the gap, ∆, may be non-zero in the colour anti-symmetric (3̄c)

channel. The effective potential that emerges for quark matter is given by (see

Appendix E),

V QM = Vvac + VQ + V∆ + Ve, (5.5)

where the four terms correspond to the contributions from the vacuum, the Fermi

motion of the quarks, the effect of residual quark pairing near the Fermi surface

and finally, the contribution from the non-interacting gas of electrons. The term

for the vacuum is the same as in the nuclear matter effective potential, which is

given in Eqn. (4.20). The Fermi motion of the quarks also has the familiar form
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(see Eqn. (4.28)),

VQ = −
∑

Q=u,d

γQ

∫

d3k

(2π)3
Θ(µQ − EQ(k))(µQ −EQ(k)) (5.6)

where EQ(k) =
√

k2 +M2
Q and γu = γd = 6, since there are 3 colours and

the spin degeneracy is 2. The chemical potentials are related according to the

definitions,

µu = µq + µI (5.7)

µd = µq − µI (5.8)

µB = µq/3, (5.9)

so that µq = (µu + µd)/2 and µI = (µu − µd)/2. The contribution to the

effective potential from the effects of colour superconductivity is given by (see

Appendix E),

V∆ =
∑

α=±

2i

∫

d4p

(2π)4

[

ln
p2

0 − (εα + µI)
2

p2
0 − (Eα + µI)2

+ ln
p2

0 − (εα − µI)
2

p2
0 − (Eα − µI)2

]

+
∆2

6Gs

(5.10)

where the dispersion relations are given by ε±(p) =
√

(Eq(p)± µq)2 + ∆2 and we

have defined E± = |Eq(p)±µq| and Eq(p) =
√

p2 +M2. The dispersion relations

imply that all the quark energies are shifted by the gap (or in other words all the

quarks are “gapped”) however physically this does not mean that all the quarks

are paired. To begin with, charge neutral quark matter is asymmetric (there are

a lot more down quarks than up quarks) and here we are assuming just colour

anti-symmetric, spin-0 pairing, so that the pairs must comprise of two different

flavours to be overall anti-symmetric states. Secondly, pairing is only possible

near the Fermi surface (where the up and the down quark must have similar

chemical potentials) and thirdly, the pairing breaks the colour symmetry of the

system. Though quark matter is colour charge neutral the pairing picks out a

direction in colour space, so that SU(3)c → SU(2)c. Thus all the quark energies

are “gapped,” but only a small fraction of the quarks are actually paired. We

determine the gap and the quark mass for fixed chemical potentials (µB and µI)

by minimising the effective potential with respect to these variables such that,

∂V (∆,M)

∂∆

∣

∣

∣

∣

µB ,µI ,M

= 0 and
∂V(∆,M)

∂M

∣

∣

∣

∣

µB,µI,∆

= 0. (5.11)

Note that the value of Gs = rsGπ controls the outcome of this minimization

through the last term in Eqn. (5.10).
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Note that the nuclear matter and quark matter phases differ essentially by

the property of confinement. In Chapter 3 we saw that in this model the effects

of confinement are simulated by the application of a finite infra-red cut-off, ΛIR,

within the proper-time regularization scheme [1]. In the proper time scheme the

infra-red cut-off determines whether nuclear matter does or does not saturate

and whether quarks are or are not bound. Therefore we use this parameter as a

mathematical indicator of the phase transition. Though this is not a dynamical

description of the process, it can be used as a tool to distinguish the phases.

In physical terms we can only say that we are effectively imposing a restriction

on how far apart quarks can be in the confined phase. To date the physical

mechanism or reason for quark confinement has never been calculated. However

it appears that the deconfinement transition may be related the the restoration

of chiral symmetry. In any case we will set the infra-red cut-off to zero in quark

matter as we assume that there is no confinement in this phase.

5.4 The Equation of State

We have used the NJL Lagrangian density to determine the effective potentials

for nuclear matter and quark matter. The next step is to compare the equations

of state for the two phases. The pressure and energy density in quark matter

are given by the thermodynamic relations,

PQM = −V QM (5.12)

ENM = V QM + µBρ
QM
B + µIρ

QM
I + µeρe (5.13)

The baryon and isospin densities are determined by,

ρQM
B = −∂V

QM

∂µB
= −1

3

∂VQ

∂µq
− 1

3

∂V∆

∂µq
(5.14)

ρQM
I = −∂V

QM

∂µI
= −∂VQ

∂µI
− ∂V∆

∂µI
. (5.15)

The derivations of these quantities are included in Appendix E. The gap, ∆, and

the quark mass, M , are determined by Eqn. (5.11)4, yielding the results shown

in Figs. 5.2 and 5.1. In these calculations we consider the symmetric case, where

µI = 0, for illustration.

4Note that minimising the effective potential at fixed chemical potentials (µB and µI) is

equivalent to minimising the energy density for fixed densities (ρB and ρI), since the effec-

tive potential and the energy density are connected through the Legendre transformation,

Eqn. (5.13).



54 5. Quark Matter

1000 1200 1400 1600 1800
µΒ [MeV]

0

100

200

300

400

500

600

Pr
es

su
re

 [
M

eV
 f

m
-3

]

r
s
 = 0.3

r
s 
= 0.2

r
s 
= 0.1

r
s 
= 0  (NQM)

symmetric NM

Figure 5.3: The equations of state for symmetric nuclear matter and for sym-

metric quark matter with various choices of the pairing strength rs.

The equations of state for this model exhibit phase transitions from the

confined phase to the deconfined phase. Plotting the pressure as a function of

baryon chemical potential for symmetric matter in both phases (See Fig. 5.3),

we find that the position of the phase transition moves to smaller densities

and pressures as the pairing strength, rs, is increased. Note that for any given

baryon chemical potential, the phase which has the highest pressure (lowest

effective potential) is favoured. Thus it is clear that where there are transitions

the system always moves from the nuclear matter phase to the quark matter

phase, as expected.

In principle we can combine the effective potentials for nuclear matter and

quark matter to make one effective potential, assuming some transition density

where the infra-red cut-off would go to zero and the mean vector fields would

go to zero also. In this case we would have,

V = V NM + V QM (5.16)

= Vvac + VN + Vω + Vρ + VQ + V∆ + Ve. (5.17)

In fact, this is would give equivalent results to those obtained in this thesis. At

low density with the finite infra-red cut-off, the quark matter terms VQ and V∆



5.4 The Equation of State 55

become small and the nuclear matter components dominate. At high density

the nucleons decay (i.e. VN → 0) as soon as the infra-red cut-off is put to

zero. Assuming that the vector terms (Vω and Vρ) go to zero at the same point,

we are left with only the quark matter components of effective potential (i.e.

Eqn. (5.5)).

We note that most of the recent calculations on SQM have been performed

by using the 3-momentum cut-off scheme and in general the gap is found to be

around 100 MeV in the intermediate density region [125]. Our work differs in

that we have used the proper time regularization scheme, which leads to larger

values of the gap (between 300 and 400 MeV in the relevant density region).

However, qualitatively the situation is similar to the cases of strong diquark

coupling discussed in Ref. [107, 108].

The equations of state for this model with µI = 0 allow phase transitions

from the confined quark-diquark states employed in the description of nuclear

matter to a deconfined phase, which may have diquark condensation in the form

of colour superconducting pairs. This prompts us to investigate the possibility

of phase transitions in asymmetric matter and in particular, matter in charge

neutral chemical equilibrium. If such transitions are possible then they may

have important implications for the structure of compact stars.





6

Compact Star Matter

Compact stars are a valuable source of information in the field of dense matter

physics. The profile of a compact star unravels nature’s equation of state, from

the terrestrially familiar densities at the edge of the star, to the extremely high

densities in its centre. There are three distinct possibilities for the composition

of compact stars. The traditional view is that they are entirely composed of

hadronic matter. In this case neutrons would be the dominant species of particle

(hence the name “neutron star”). Another conjecture is that compact stars are

made entirely of quark matter. In this case we refer to them as “quark stars.”

We do not expect quark stars to be composed of two flavour quark matter, but

if the Strange Matter Hypothesis is correct then some or all of the compact

stars in the universe could be made entirely of strange quark matter1. The

third possibility for the composition of compact stars is that both phases are

present, that is, they have a hadronic exterior with quark matter in the centre.

In the literature such stars are referred to as “hybrid stars.” They are the logical

outcome if deconfined matter exists in the centres of compact stars, provided

that it is not in the form of absolutely stable strange quark matter.

In this thesis and in Refs. [97] and [127], for the first time, we apply the

NJL model to investigate the possibility of hybrid stars2. For this purpose

we construct phase diagrams for asymmetric matter in chemical equilibrium.

We do not impose charge neutrality to begin with, because we must allow for

the possibility of mixed phases that contain localised regions of positively and

negatively charged matter. Provided that these mixed phases are globally charge

neutral and microscopically stable, they may exist within compact stars.

We have seen in the last chapter that the equation of state for symmetric

quark matter is sensitive to the value of the pairing strength, rs, associated

with Cooper pairing. In this chapter we investigate how rs affects the phase

1If strange quark matter is the most stable form of matter in the universe, then any form

of matter that makes contact with it should be converted into strange quark matter as well.

Therefore, if strange quark matter formed in the centre of a compact star, the entire star

would be converted, except perhaps, the crust of the star (the outer layer), which may be

sustained if it is separated from the rest of the star by Coulomb forces [126].
2Actually, there have been many studies of hybrid stars [27, 128–131], but this is the first

time that one model has been successfully applied to describe both the confined phase and

the deconfined phase.
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diagrams of asymmetric matter. To produce a phase diagram, we look for the

phase where the effective potential is minimised (i.e. the phase with the highest

pressure, since P = −V ). Physically this procedure can be understood from the

point of view that if there are two phases competing for space, the phase with the

highest pressure will always expel the other phase until a point of equilibrium

is found where the pressures become equal. Indeed this is one of the Gibbs

criteria for a mixed phase (the pressure of each phase must be equal for any

given density in the mixed phase) [27]. The other condition is that the chemical

potentials of the phases are equal. For this reason we generate phase diagrams

in the plane of isospin and baryon chemical potential, so that the Gibbs criteria

are automatically satisfied along the equal pressure boundaries where the phases

meet on the diagram. In this way we can identify the composition of the mixed

phases directly. In the following sections we outline the methods employed to

produce such phase diagrams, how to interpret the diagrams and how to obtain

the corresponding charge neutral equations of state.

6.1 Phase Diagrams

To study the behaviour of asymmetric matter at finite density we wish to com-

pare the effective potentials, V NM(µB, µI), V
NQM(µB, µI) and V SQM(µB, µI),

where the superscripts, NM, NQM and SQM, represent nuclear matter, normal

quark matter (V∆ = 0) and colour superconducting quark matter (V∆ > 0) in

the 2SC phase. For each set of chemical potentials, (µB, µI), we choose the phase

with the smallest effective potential to be plotted on the phase diagram. The

method is as follows. For simplicity we choose values of ρp and ρn first, so that

it is easy to calculate the neutron and proton chemical potentials3,

µn =
√

k2
Fn

+M2
n + 18GωρB − 2Gρ(ρp − ρn) (6.1)

µp =
√

k2
Fp

+M2
p + 18GωρB + 2Gρ(ρp − ρn) (6.2)

The Fermi momenta of the nucleons are given by kFN
= (3π2ρN)1/3, where

N = n, p. The effective quark mass is determined by minimising the energy

3This is easier than choosing µp and µn (or µB and µI) directly and searching for the

corresponding values of ρp and ρn, that is, inverting Eqns. (6.1) and (6.2). It is also convenient

to calculate V NM as a function of ρp and ρn, since the vector and iso-vector components are

expressed in terms of these variables in Eqns. (4.29) and (4.30). Then it is straight forward

to calculate the chemical potentials (corresponding to the choice of ρp and ρn), to be used in

the calculation of V NQM and V SQM (i.e. using Eqns. (6.3) and (6.4)).
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Figure 6.1: Phase diagrams in the plane of chemical potentials µB, µI for baryon

number and isospin for various choices of rs. The labels NM, NQM and SQM

indicate nuclear matter, normal quark matter and superconducting quark matter

respectively. The ± indicate the sign of the total charge density, including the

electrons, when the system is in chemical equilibrium.
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Figure 6.2: Phase diagrams in the plane of densities ρB, ρC for baryon number

and charge for various choices of rs. The labels NM, NQM and SQM indi-

cate nuclear matter, normal quark matter and superconducting quark matter

respectively. The white regions separated by the dashed lines correspond to the

mixture of two phases, and the triangular region for the cases rs = 0.1 and 0.15

involves a mixture of three phases. The upper left regions in each diagram are

left empty, because we consider only the case µI < 0.
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density, ENM = V NM + µnρn + µpρp, with respect to M for fixed densities, ρp

and ρn (i.e. the stable solution of ∂ENM/∂M = 0)4. The nucleon mass is a

function of the quark mass, MN(M), as determined by the Faddeev Equation

(see Section 3.4). The baryon, quark and isospin chemical potentials are given

by5,

µB =
1

2
(µp + µn), µq =

1

3
µB (6.3)

µI =
1

2
(µp − µn) (6.4)

The electron chemical potential is fixed by the condition of β - equilibrium,

µe = µn − µp
6. From this condition we find that there are more neutrons than

protons for a system in chemical equilibrium, since µe must not be negative.

Therefore, by definition, the isospin chemical potential is always negative or

zero. For this reason, the convention is to plot |µI | = −µI , for the y-axis of

the phase diagram, as shown in Fig. 6.1. In principle we could extend the

phase diagrams to the region where µI > 0 by ad-mixing positrons instead of

electrons, but clearly the matter in this part of the phase diagram is always

positively charged and is not relevant to the charge neutral equation of state.

This type of mixture would give rise to extremely large repulsive Coulomb forces

which cannot be balanced by the gravitational forces in compact stars [132].

Using the above conventions for the chemical potentials, the baryon and

charge densities are defined by,

ρa
B = −∂V

a

∂µB

(6.5)

ρa
C = −1

2
(
∂V a

∂µB
+
∂V a

∂µI
), (6.6)

where a = NM, NQM or SQM. Using the effective potential for nuclear matter,

given in Eqn. (4.17), we obtain,

ρNM
B = ρp + ρn (6.7)

ρNM
C = ρp − ρe. (6.8)

4This is equivalent to minimising V NM with respect to M , with fixed chemical potentials.
5Many authors use the charge chemical potential, µc = µe, instead of the isospin chemical

potential, µI , as the second chemical potential. In studies of hadronic matter, sometimes

µn and µe are used instead of µB and µI . The results, of course, are independent of this

parameterization choice. The different conventions used in the literature are related to one

another through Legendre Transformations of the effective potential (i.e. V = E + µiρi).
6As the electron mass is very small, we can approximate µe =

√

k2

Fe

+ m2
e ≈ kFe

.
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The effective potential for quark matter is given by Eqn. (5.5). For normal quark

matter (V∆ = 0) we find,

ρNQM
B =

1

3
(ρu + ρd) (6.9)

ρNQM
C =

2

3
ρu −

1

3
ρd − ρe. (6.10)

In colour superconducting quark matter the baryon and charge densities are

modified by the term associated with the gap (V∆), so that (see Appendix E),

ρSQM
B =

1

3
(ρu + ρd)−

∂V∆

∂µB

(6.11)

ρSQM
C =

2

3
ρu −

1

3
ρd − ρe −

1

2

∂V∆

∂µI
. (6.12)

We know that the introduction of spin zero pairing at constant baryon density

reduces the pressure. Conversely, if we introduce pairing while maintaining a

constant pressure, the baryon density increases. That is, −∂V∆/∂µB gives a

positive contribution to the baryon density in SQM. Furthermore, −∂V∆/∂µI

gives a positive contribution to the charge density in SQM.

For each point on the phase diagram (µB vs |µI |), we calculate the baryon and

charge densities using the above equations. Fig. 6.1 shows the phase diagrams

for several choices of the pairing strength in the SQM phase. The different

coloured regions indicate the phases with the lowest effective potential, and the

± indicate the sign of the total charge density. The corresponding plots in the

plane of baryon and charge density are shown in Fig. 6.2. The mixed phases

appear as white regions in this Figure. The phase boundaries, which are single

lines in Fig. 6.1, appear as two lines facing each other in Fig. 6.2. By connecting

the corresponding end points on the boundaries by straight lines (dashed lines

in Fig. 6.2), we can divide the white region into sections which correspond to

mixtures of the two phases facing each other. The µI = 0 axes in Fig. 6.1

correspond to the upper-most line running from NM to QM in Fig. 6.2, and

because we consider only the case µI < 0 the upper left parts of the diagrams in

Fig. 6.2 are left empty. If we extend this diagram to the region where µI < 0 by

introducing positrons instead of electrons, we obtain positively charged matter

in this part of the phase diagram. However, since it does not contribute in a

globally charge neutral mixed phase, it is not relevant to the composition of

compact stars.

The four diagrams in Fig. 6.1 show the effect of increasing the scalar diquark

interaction strength parameterised by the ratio rs = Gs/Gπ. Starting from the

first diagram in Fig. 6.1, the regions occupied by SQM become larger while those

of NM and NQM phases become smaller. Notice that the values of rs used in
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quark matter (rs = 0 → 0.25), are significantly smaller than the value used to

construct the nucleon as a quark - scalar-diquark state (rs = 0.51). If we use

rs = 0.3 in SQM then the NM phase is expelled almost completely by the SQM

phase even in the low density region. However, since both the scalar attraction

inside the nucleon and the scalar pairing in Cooper pairs come from the same

term in the Lagrangian density of the model (Eqn. (3.17)), the values of rs in

each phase should be equated. However, the naive quark - scalar-diquark model

of the nucleon leads to a phase structure which is entirely consumed by colour

superconducting quark matter (i.e. if we use rs = 0.51).

This suggests that there may be shortcomings in our simple description of

the nucleon. One consideration is that we have neglected the self-energy of the

nucleon, thereby attributing the whole attraction within the nucleon to diquark

correlations. Furthermore, as a first approximation we have only included the

scalar diquark channel associated with Eqn. (3.17). Including also the axial

vector diquark channel (corresponding to Eqn. (3.18)) may also effect the value

of rs required to obtain the bare nucleon mass. We will return to this issue in

Chapter 8, where we consider the effects of the axial vector diquark channel and

the pion cloud of the nucleon in more detail.

6.2 Equations of State

For each case in Fig. 6.1, the charge neutral equation of state corresponds to

the line separating the positively and negatively charged regions. For example,

in the first diagram (rs = 0), the charge neutral equation of state begins in

the pure NM phase, then there is a mixed (+NM/-NQM) phase and finally a

pure NQM phase. Each point on the boundary between the NM and NQM

phases satisfies the Gibbs conditions, since P (NM)(µB, µI) = P (NQM)(µB, µI).

The equation of state in the mixed neutral phase is found by using the method

of Glendenning [27]. Physically this method implies that the mixed phase begins

with charge neutral NM, and then as the charge of NM becomes increasingly

positive, regions of negatively charged NQM form, such that the mixed phase

remains globally charge neutral. Finally, the NQM phase becomes charge neutral

and the equation of state completes the transtition to pure NQM. The same

sequence of neutral phases can also be seen in the first diagram of Fig. 6.2 by

following the horizontal line ρC = 0.

As we increase the pairing strength in the SQM phase, the regions where

SQM is the ground state extend. When rs = 0.1 (the second diagram in Fig. 6.1),

we have a mixed (+NM/-NQM) phase, and then come to a triple point where all
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Figure 6.3: The equation of state for charge neutral nuclear matter in chemical

equilibrium (dashed line). The equation of state for normal quark matter (solid

line), which is a charge neutral mixture of up quarks, down quarks and elec-

trons in chemical equilibrium. The mixed phase (dotted line) satisfies the Gibbs

conditions for a two component system.

three phases meet. This is the same situation as investigated in Ref. [129], and

leads to a region of constant pressure in the equation of state, where all three

phases are mixed. Note that the triple point (a single point in the (µB, µI) plane),

corresponds to a large triangular region in the (ρB, ρC) plane, as illustrated in

Fig.2. When the ρC = 0 line passes through the triangular region, all three

phases are present. The volume fraction of SQM begins at zero on the left hand

side of the triangle and increases while the volume fraction of NM decreases

until it reaches zero on the right hand side of the triangle. The NQM phase

occupies the remaining volume fraction, which varies continuously between the

boundaries of the triangle. In this region the baryon density is increasing, while

the pressure remains constant. However, within compact stars the pressure must

always be decreasing as a function of radial position7. Thus the three component

7General Relativity requires that the pressure is always decreasing as we move away from

the centre of the star, in order to satisfy the equations for hydrostatic equilibrium (For further

discussion see the next Chapter of this thesis).
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mixed phase cannot occupy any finite volume within a star and there will be a

discontinuity in the star’s density profile (as is the case for equations of state

with a Maxwell Construction).

If we further increase the pairing strength to rs = 0.15, a charge neutral

SQM state becomes possible. This transition from NM to SQM involves three

intermediate mixed phases,

NM→ +NM/-NQM→ +NM/-NQM/+SQM→ -NQM/+SQM→ SQM

(6.13)

Again, the three component mixed phase occurs at the triple point in Fig. 1,

which corresponds to the triangle in Fig. 2. At still larger pairing strengths the

NQM phase becomes unfavorable and the equation of state involves just NM

and SQM. When rs = 0.25 we start with a neutral NM phase, and then enter a

(-NM/+SQM) mixed phase before arriving at the neutral SQM phase. In Fig. 1

the line along the mixed phase in this case is only very short, which means that

the pressure changes in the mixed phase are small. With rs = 0.3, the SQM

phase almost completely expels the NM phase, so that quark matter becomes

the ground state of the system, even at densities below the empirical saturation

point for nuclear matter. This result is consistent with the findings of Ref. [12]

for the isospin symmetric case.

6.3 Mixed Phases

The equation of state as a function of baryon density is constructed subject to

the constraint of global charge neutrality. If charge neutrality can be realized

within one phase (for example the NM phase), one simply moves along the

charge neutral line in the phase diagram (for example the line +NM/-NM) as

the baryon density increases. When a phase transition occurs, it is necessary to

construct a mixed phase, which is composed of positively and negatively charged

components belonging to two different phases [27]. In a two component mixed

phase the volume fractions for NM and QM (say) must add up to unity,

χNM + χQM = 1. (6.14)

Furthermore, charge neutrality requires that,

ρNM
C χNM + ρQM

C χQM = 0. (6.15)

Combining Eqns. (6.14) and (6.15), we may solve for the NM (or QM) volume

fraction. A charge neutral mixture of NM and QM (where QM may refer to
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Figure 6.4: The equation of state for charge neutral nuclear matter in chemical

equilibrium (dashed line). The equation of state for colour superconducting

quark matter (solid line), with rs = 0.25. The mixed phase (dotted line) satisfies

the Gibbs conditions for a two component system.

either NQM or SQM), for example, is characterized by,

χNM =
ρQM

C

ρQM
C − ρNM

C

(6.16)

which ranges from 1 to 0, as the density increases from the point of pure NM

(where ρNM
C = 0) to the one of pure QM (where ρQM

C = 0).

The baryon and energy densities for the mixed phase are then expressed by

the volume fraction as follows,

ρM
B = χNMρNM

B + (1− χNM)ρQM
B (6.17)

EM = χNMENM + (1− χNM)EQM (6.18)

In principle, all intensive quantities can be calculated using equations of this

form. However, it is important to keep in mind that these are volume averaged

properties. They are only appropriate to the description of macroscopic physics.

For example, the gravitational field of a compact star is insensitive to the details

of how matter and energy are distributed within the mixed phase. Therefore,
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the volume averaged equation of state can be used to determine masses, radii,

etc, provided that it is microscopically stable.

In recent years there has been some debate over whether mixed phases of

this form would be microscopically stable [15, 128, 131, 133]. This issue is not

simple to resolve because it depends on the microscopic features of the mixed

phase. In particular, the repulsive Coulomb forces within the local regions of

charged matter must be balanced with the surface tension at the interface of the

different regions8. Heiselberg et. al. [128] and Voskresensky et. al. [133] showed

that the mixed phase can be energetically unfavourable if the surface tension is

too large. However, assuming that the surface tension is reasonable, the mixed

phase may also minimise its energy by the formation of geometric structures,

including drops, rods and slabs [134].

Note that the components of the mixed phase have equal pressures (PM =

PNM = PQM) at each point (µB, µI) on the phase boundary. In this way one

moves along the phase boundaries between NM and QM while ρB is increasing,

until one comes to the point where charge neutral pure QM is realized (χNM =

0).

In practice, our procedure is as follows. We first find the point where the

effective potential for charge neutral NM becomes equal to the one for QM. At

this point χNM = 1, since ρNM
C = 0. From this point we incrementally increase

either the neutron or proton density (depending on whether the transition is in

the direction of increasing neutron and/or proton density). For example, the

transition from NM to SQM (rs = 0.25) is in the direction of increasing neutron

density. For each neutron density, we determine the value for proton density

required to ensure that we are on the phase boundary. Next we calculate the

charge densities of each phase and the resulting volume fraction. The volume

averaged properties of the mixed phase are then related to its component phases

by Eqns. (6.17) and (6.18). This process continues until we encounter the point

where the QM phase becomes charge neutral (ρQM
C = 0), and thus the volume

fraction χNM goes to 0. From here the remainder of the equation of state will

be the pure charge neutral QM phase. Note that in the case of rs = 0.25, the

phase boundary in this case is rather short, indicating that the pressure is almost

constant during the phase transition (see Fig. 6.4). In this respect the transition

looks like that of a one component (i.e. one chemical potential) system. In water,

for example, the transition from liquid to gas is a constant pressure transition.

For these systems it is appropriate to use a Maxwell construction. An example

of this is given in Ref. [41], where the equation of state is calculated for pure

neutron matter in QHD, including a constant pressure phase transition between

8Furthermore, Coulomb screening effects must be taken into account.
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the liquid and gas phases of the low density region.

To construct a full equation of state, with NM phase, mixed phase and

QM phase, we calculate the charge neutral equations of state for each phase

separately, generating tables of values for baryon density, pressure and energy

density. Then we amalgamate these tables into one. It is very helpful to have a

phase diagram (i.e. µB vs |µI |) to anticipate the location, direction and extent

of phase transitions.

In Figs. 6.3 and 6.4 we show two examples of the charge neutral equations of

state, corresponding to the cases rs = 0 and rs = 0.25. Essentially, these cases

represent the smallest and largest reasonable values of rs in the quark matter

phase, while ensuring that nuclear matter is the most stable state in the low

density region of the phase diagram. The phase transition from NM to NQM

illustrated in Fig. 6.3 begins at approximately 3.4ρ0. In this case the mixed

phase extends over a wide range of pressures and accordingly, it may occupy

a large portion of the stars profile. In contrast to this, transition from NM to

SQM (with rs = 0.25), gives rise to just a few MeV per cubic Fermi, change

in pressure (see Fig. 6.4). In this case the phase transition begins and ends at

much smaller densities.

By applying a flavor SU(2) NJL model to both NM and QM phases, we have

studied the phase diagram for isospin asymmetric matter at finite density. We

emphasize that the model, and in particular the regularization scheme which

we used, describes the single nucleon and the saturation of normal NM, and

therefore forms a basis to investigate the equation of state at higher densities.

We found that, as we vary the pairing strength in QM, several scenarios are

possible. The charge neutral equation of state may make a transition to NQM

or to SQM, via either one, two or three globally charge neutral mixed phases.

These transitions begin at small enough densities (2.3 - 3.4ρ0) that the QM

phase, or at least the mixed phase, may occur inside neutron stars. In the next

chapter we will examine whether these hybrid stars would be gravitationally

stable.
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An Overview of Compact Stars

When a main sequence star reaches a critical point in its evolution, the internal

pressure from nuclear reactions can no longer balance the gravitational pressure

due to its mass. If the star is massive enough (M & 8 M⊙), the rapid collapse of

the core and subsequent outgoing shock wave leads to a spectacular explosion,

known as a supernova. Compact stars are formed in the aftermath of such

explosions. They are what remains of those main sequence stars that were not

so massive that they would collapse into a black hole, yet massive enough that

the remnant core would form into something more dense than a white dwarf1

The popular name for such an object, “neutron star,” relates to the original

idea that if such an object could exist, though it may begin as a mixture of pro-

tons, neutrons and electrons, the protons would rapidly capture the electrons

via the weak interaction, leading to a neutron rich composition. The existence of

such astrophysical objects was first suggested in 1934 by Baade and Zwicky [135],

not long after the discovery of the neutron by Chadwick [136]. In some early

studies, equations of state for pure neutron matter were used to approximate

the composition of compact stars [44,137]. However, isospin asymmetric studies

of hadronic matter show that it is not particularly accurate to neglect the con-

tribution from protons [138, 139]. For example, in the NJL model we are using,

Fig. 4.3 shows that a mixture of neutrons, protons and electrons in β-equilibrium

produces an equation of state which is much softer than pure neutron matter.

As the density becomes very large, around a quarter of the baryons are protons

(see Fig. 4.5).

There are many possibilities for the composition of the smallest known stars

in our universe and it is possible that they are not all of the same type. Therefore,

in this thesis we refer to them as “compact stars”. The number of compact

stars in our galaxy is expected to be of order 109, taking into account the time

scales of stellar evolution and the estimated age of our galaxy [140]. However,

due to their low luminosities and small diameter the vast majority of these

1Many authors include white dwarves (which are typically larger than the earth) under the

category of “compact stars” and refer to the smallest most dense stars as “neutron stars” to

distinguish them from white dwarves. However, this convention is outdated, since at present

it is not clear whether these smaller objects are actually quark stars, hybrid stars, or stars

with large fractions of hyperons and/or exotic species.
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Figure 7.1: Neutron star (solid line) and npe star (dashed line) masses in the

NJL model, using a quark - scalar-diquark model of the nucleon.

compact stars are undetectable. Two particular types of compact star that can

be detected are radio pulsars and X-ray bursters. A brief overview of these stars

is given in section 7.1. In section 7.2 we introduce the equations that describe

the curvature of space-time and the arrangement of matter inside compact stars.

We solve these equations, using the NJL model as our input equation of state,

presenting the results in section 7.3.

7.1 Pulsars and X-Ray Binaries

Given that compact stars are very small (of the order of 10 km in radius), it is

very difficult to find them in the optical range, though some have been discovered

in this way by chance. Fortunately there are other means of detecting these stars.

Over the last 40 years, thousands of compact stars have been identified - most of

them in the form of radio pulsars and X-ray bursters. The first compact star to

be discovered was a pulsar (PSR 1919+21). It was detected in 1967 by Bell and

Hewish, as a pulsating source of radio waves with a period of about 1.3 seconds.

The signal varied in intensity over long and short time scales but as Hewish et. al.
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quickly realised “the most significant feature to be accounted for is the extreme

regularity of the pulses” [141]. The time intervals between pulses were found to

be constant to at least 1 part in 107 (so that they are actually very accurate

clocks). The simplest explanation, independently developed by Pacini [142] and

Gold [143], was that the pulses are produced by rotating magnetised compact

stars. This hypothesis is now accepted, but there are still many open questions

about the mechanism for how the radiation is produced [144–146].

Though there are several theoretical models for how the beams are produced,

it is widely accepted that the mechanism depends on the strong magnetic field

of the star. It is clear that pulsars emit twin beams of energy in opposite direc-

tions. The direction of these beams is not necessarily through the poles because

the axis of rotation is not usually aligned with the magnetic field. This is the

case for most astrophysical objects. The Earth’s magnetic field, for example, is

angled at approximately 11.3◦ from the planet’s axis of rotation. If a pulsar is in

a binary system, in many cases the masses of each star can be determined to a

high level of accuracy [147]. A recent summary of available mass measurements

is presented in Fig. 7.7, which is taken from Ref. [148]. Binary pulsars have given

the most accurate mass estimates for compact stars. Provided that the orbit is

at a significant angle to the Earth (i.e. edge-on) it is possible to derive their or-

bital parameters using the Doppler effect [147]. In particular, because the pulsar

is moving around its orbit, sometimes it is moving toward Earth and sometimes

away. After many months of observation, estimates of the orbital parameters

become very good (i.e. as statistics improve). In 1993, Hulse and Taylor were

awarded a Nobel prize for their ground breaking work in deriving a method to

determine the masses of pulsars in binary systems to an unprecedented level

of accuracy [147]. Some of the mass measurements for binary pulsars are now

so accurate that the precision exceeds our knowledge of the gravitational con-

stant. In fact, a method has recently been suggested to test for variability in

the gravitational constant using binary pulsars [149]. These systems have also

been used in a several ways as tests of general relativity over other theories of

gravitation [150].

Another category of compact star system, which is especially useful from a

theoretical perspective, is the X-ray binary. These are generally thought to be

very old binary systems, with particularly close orbits. The gravitational field of

one star tears matter away from the other giving out enormous bursts of X-rays

as the matter is accreted onto it’s surface. Determining the masses of X-ray

bursters is much more difficult than it is for binary pulsars, as evidenced by the

large error bars in the top portion of Fig. 7.7.

When X-ray binaries are located within globular clusters (which are stan-

dard candles) their distances from the Earth can be estimated. It is possible to
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Figure 7.2: Neutron star (solid line) and npe star (dashed line) masses and radii

in the NJL model, using a quark - scalar-diquark model of the nucleon.

measure the flux of the bursts and use the distance estimate to infer the temper-

ature. If the bursts are treated as blackbody radiation from a spherical object,

constraints for the radius of the star can be deduced.

7.2 General Relativity and Nuclear Physics

Given that compact stars have masses of approximately 1.5M⊙, the Schwarzschild

radius can be estimated as RS = 2 G M ∼ 5 km, where G is the gravitational

constant. This is the same order of magnitude as the physical radius of the star

(R ∼ 10 km). Note that RS > R would imply that the object is a black hole.

The matter inside compact stars is so compressed that the geometry of space-

time is significantly modified2. Therefore, we must employ Einstein’s theory

2The curvature of space-time in a compact star is substantial on the scale of metres or

kilometres, thereby influencing the large scale structure of the star. However, at the scale

of subatomic particle interactions which operate at distances of the order of 10−15 metres

(i.e. the Fermi scale), the curvature does not influence the behaviour of particles in any local

Lorentz frame. They behave just as they would in a flat space-time, even in a hypothetical

star with R ∼ RS . Black holes (RS > R), of course, are a separate issue. Reconciling
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Figure 7.3: Profiles of typical mass (1.4 M⊙) neutron stars (solid line) and npe

stars (dashed line) from the NJL model, using a quark - scalar-diquark model

of the nucleon.

of General Relativity to describe compact stars. The method for performing

calculations for non-rotating stars was developed by Tolman, Oppenheimer and

Volkoff in 1939 [23, 24]. These authors derived the equations for hydrostatic

equilibrium (now referred to as the TOV equations) using Einstein’s equations,

Gµν = Rµν − 1

2
gµνR = 8πT µν(E , P (E)). (7.1)

These equations relate the components of the curvature tensor, Rµν , and the

Ricci scalar (scalar curvature), R = Rµνgµν , to the components of the stress-

energy tensor (energy-momentum tensor), T µν . Note that T µν depends on the

equation of state, P ( E). The unique relationship between pressure and energy

density will determine the macroscopic properties of compact stars. The stress-

energy tensor for a perfect fluid is given by,

T µν = uµuν(E + P ) + gµνP, (7.2)

where gµν is the Schwarzschild metric and uµ = d xµ/dτ is the local fluid four-

velocity satisfying the relation uµuµ = 1. The equation for the Ricci tensor

General Relativity and Quantum Mechanics in the context of black holes is considered to be

one of the greatest challenges in physics.
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Figure 7.4: Mass vs radius configurations for npe stars (solid line) and hybrid

stars in the NJL model. The dashed line has a transition to normal quark

matter (NQM) and the dotted line has a transition to color superconducting

quark matter (SQM) with pairing strength rs = 0.25.

is,

Rµν = Γα
µα,ν − Γα

µν,α − Γα
µνΓ

β
αβ + Γα

µβΓβ
να, (7.3)

where the Christoffel symbols (Gammas) and their derivatives are defined in

Appendix F. The TOV equations give the rate of change of the pressure inside

the star with respect to radial position,

dP (r)

dr
= −G[P (r) + E(r)][M(r) + 4πr3P (r)]

r[r − 2M(r)G]
(7.4)

and an expression that defines the mass contained within a radius, r,

M(r) = 4π

∫ r

0

E(r′)r′2dr′. (7.5)

Integrating the TOV equations from r = 0 (the centre of the star) until P (r =

R) = 0 (the surface of the star) gives M(R), the mass of the star. We use the

Runge-Kutta method to perform this integration [151].
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Figure 7.5: Profiles of maximum mass stars in the NJL model. The solid line is

a 2.2 M⊙ npe star. The dashed line is a 2.1 M⊙ hybrid star which has a normal

quark matter (NQM) core. The dotted line is a 1.3 M⊙ hybrid star which has a

transition to color superconducting quark matter (SQM) with pairing strength

rs = 0.25, corresponding to the rapid drop in energy density at approximately

6 kilometres from the centre of the star.

7.3 Results

Through the Tolman Oppenheimer Volkoff (TOV) equations [23,24], any equa-

tion of state specifies a unique set of non-rotating relativistic stars. In Fig. 7.1

the results for neutron star masses as a function of central density (solid line)

are shown for the NJL model equation of state derived in Ref. [1]. The dashed

line in this figure shows the effects of introducing protons and electrons (in equal

numbers) and imposing chemical equilibrium (µp = µn−µe). These are referred

to as “npe stars” in the literature [152, 153]. The results in Fig. 7.1 correspond

to the equations of state presented in Fig. 4.3. Including protons and electrons

softens the equation of state, reducing the masses of the stars for all possible

central densities. The radii are also reduced, as shown in Fig 7.2. These results

are discussed in Ref. [139]. Clearly the traditional description of compact stars

as a giant sphere of neutron matter is significantly modified just by allowing for
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protons. The masses are reduced by up to 0.25 M⊙ for a given density, while

the radii are reduced by almost a kilometre for any given mass.

In Fig. 7.3, the pressure profiles of typical mass (1.4 M⊙) neutron and npe

stars are shown. The pressure decreases monotonically until it reaches zero at

the surface of the star. Note that the star with the higher pressure in the centre

turns out to have the smaller radius. This may seem counter-intuitive, but it can

be understood in terms of Eqn. (7.4), since in this equation, the rate of change of

pressure is proportional to the pressure itself. Therefore, the higher the pressure

in the centre of the star, the faster it will decrease. This is characteristic of

relativistic stars, but it is not the case for classical objects (like our sun and the

planets in our solar system), where larger pressures will tend to support larger

masses and radii3. Equations of state and hybrid star properties for two cases

(rs = 0 and rs = 0.25 in quark matter) are illustrated in Figs. 7.4 - 7.6.

The equation of state with a phase transition to SQM has a plateau in the

central density vs mass curve (Fig.7.6). For this configuration there are two sets

of stable solutions, which in the literature are referred to as twins [154] (since

for these configurations there can be stars that have the same mass but different

radii, as illustrated in Fig. 7.4). Qualitatively similar results are also found

in Ref. [155]. It has recently been shown that solutions in the second set are

indeed stable and may give rise to an observable signature for the occurance of

phase transitions in compact stars [156]. It is interesting to note that such phase

transitions to SQM can give rise to plateaus in the compact star masses. This

phenomenon may be the reason that so many observed neutron stars lie within

such a narrow mass range (See Fig. 7.7). Fig. 7.4 shows the mass to radius

relationship of npe and hybrid stars. Notice that the maximum mass hybrid

star (twin) with an SQM core has a much smaller radius than the corresponding

npe star. The profile of this maximum mass star is illustrated in Fig. 7.5. Here

we can see very clearly where the phase transition takes place. In fact, there

is a 6 kilometre radius core of quark matter, surrounded by a 2 kilometre thick

exterior of hadronic matter. The other lines in this figure are the maximum

mass star profiles for npe matter (solid line) and npe matter with a transition

to NQM (dashed line). It is clear from this figure that the presence of color

superconductivity in quark matter can have a dramatic effect on hybrid star

structure (a much more dramatic effect than normal quark matter, for example).

The hybrid star configurations represented by the dotted line on the right

hand side of Fig. 7.6 correspond to the largest reasonable pairing strength

(rs = 0.25) for the phase diagrams shown in Fig. 6.1. As noted previously, the

3In the weak field limit (Newtonian limit) the curvature tensor vanishes and the TOV

equations simplify to the form dP/dr = −GM(r) E(r)/r2, where M(r) is given by Eqn. (7.5).
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value of rs used in the hadronic part of the equation of state (the solid line in

Fig. 7.6) is approximately double this value. However, it is clear from Fig. 7.6

that even if we could increase the pairing strength in quark matter, it would

only lead to smaller masses for the hybrid stars. The hybrid star masses are

already too low compared with the observed compact star masses presented in

Fig. 7.7, which are certainly at least 1.4 M⊙. Assuming that our description of

quark matter (i.e. a soup of up and down quarks with scalar pairing at the Fermi

surface) is approximately correct in the density regime where we are applying

it, the discrepancy in the value of rs between the confined and the deconfined

phases must be addressed by improving our hadronic equation of state. In the

next chapter we consider how we may improve our model for the nucleon and

how this effects the equation of state.

7.4 Rotation

The rotation of astrophysical objects is a beautiful feature of the universe. Out-

side the familiar realm of the Earth’s atmosphere there is very little friction. All

of the stars are rotating and most of them will continue to rotate through their

entire life cycles. The rotation rate depends on the initial conditions during star

formation, as matter swirls into the gravitational well of a star forming region.

Our sun rotates rather slowly, about once every 26 days. This corresponds to an

equatorial speed of approximately 2 kms−1, but many observed main sequence

stars have equatorial speeds in excess of 400 kms−1. Upon collapse of a main

sequence star the radius of the collapsed portion can decrease by 4 or 5 orders

of magnitude, while the mass remains the same order of magnitude. As a result

the angular velocity is dramatically increased. Thus compact stars rotate much

faster than their progenitors, simply because of conservation of angular momen-

tum. The fastest known pulsar rotates approximately 716 times per second -

i.e. the rotation period is just 1.4 milliseconds [157]. The effects of rapid rota-

tion on the properties of a relativistic star are naturally very important. For an

introduction to rotating, relativistic stars, see Ref. [158].

In a classical star4 the poles are slightly flattened by rotation and the star

will have an expanded radius at the equator due to the centrifugal force. The

same is true for a relativistic star, but there is also a distortion of the space-time

metric itself. Local inertial frames will be dragged along by the motion of the

star. This is known as the Lense-Thirring effect [22]. The effect is strongest at

4i.e. a star that has relatively low energy density and almost flat space-time, so that the

Schwarzschild radius associated with the star is far smaller than the physical radius of the

star.
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the centre of the star and diminishes essentially to zero at great distances from

the star. In a sense, the gravitational field is twisted by the star’s rotation. The

complexity of the problem arises because this gravitational field determines the

distribution of matter and energy in the star, while the mass-energy distribution

effects the gravitational field. The interplay of these features of the theory must

be self-consistently resolved. As matter is spread away from the centre of the

star, the central density can be reduced though the mass increases. However,

a star that is rotating rapidly is more vulnerable to instability in the form of

mass shedding. The outcome of including rotation thus depends on the equa-

tion of state. Strange quark matter, for example, will allow more rapid rotation

rates, because it is self-bound [159]. In general, the most rapid (observed) ro-

tation rates would lead to a 10% increase in the maximum mass predicted by

typical equations of state [22]. However, the majority of stars that have known

masses have much slower rotation rates. Thus we cannot account for the mass

discrepancy between our hybrid stars (with M ∼ 1.3) and the observed masses

presented in Fig. 7.7, by introducing stellar rotation. Again, this prompts us to

consider how we may improve our equation of state for hybrid stars.
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Figure 7.6: Equations of state and stellar masses for npe stars (solid line) and

hybrid stars in the NJL model, using a quark - scalar-diquark model of the

nucleon. The dashed line has a transition to normal quark matter (NQM) and

the dotted line has a transition to color superconducting quark matter (SQM)

with pairing strength rs = 0.25.
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Figure 7.7: Observed compact star masses as of 2004, plotted with 1σ uncertainties. 
This illustration is taken from Lattimer et. al. [148]. The letters (a) to 
(o) refer to the journal articles where these measurements are published. The 
result for J0751+1807 has since been published as M = 2.1 ± 0.2 M� at the 
68% confidence level [160]. 
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Revisiting the Nucleon

In order to build on our simple description of the nucleon as a quark - scalar

diquark state there are two immediately obvious improvements we can make.

Firstly, within the formalism we have developed we can extend the model to

include the axial vector diquark channel. Secondly, we can calculate the nucleon

self-energy and consider how this effects the dynamics of the system at finite

density. It turns out that these two improvements have opposing effects on the

behaviour of the saturation curve (i.e. Fig. 3.5). The inclusion of the axial

vector diquark stiffens the equation of state, while the finite pion cloud softens

the equation of state. When we include both of these effects, the saturation

point of the model remains very good. Moreover, there can be considerable

benefit to the saturation properties, when we use a more realistic model of

the nucleon. Since both improvements lead to decreases in the value of rs, it

actually becomes comparable to the value implied by the phase diagrams in our

preliminary version of the model (quark - scalar diquark). In this chapter we

present an improved model of the nucleon and use it to fix the scalar pairing

strength in quark matter. We have some flexibility in setting the overall strength

of the pion cloud, so it is treated as a variable parameter. In this way we study

the evolution of the phase diagrams as a function of the strength of the pion

cloud.

8.1 Axial Vector Diquarks

As we have seen in Chapter 3, it is possible to describe some features of the

nucleon without the axial vector diquark channel. In fact for some purposes it

can be neglected. Mineo et. al. found that the axial vector diquark correlations

occur with less than 10% probability [161]. The scalar diquark correlations are

favoured because they have a much lighter mass and have total spin zero. On

the other hand for some calculations, such as the determination of spin depen-

dent structure functions [162], the axial vector diquark channel is essential. In

the present case, the inclusion of the axial vector diquark channel leads to the

important effect that the pairing strength in the scalar channel (rs) is dimin-

ished due to the presence of this alternative pairing channel, characterised by
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the ratio, ra = Ga/Gπ. One may well ask whether there are any other active

pairing channels inside the nucleon, such as vector or tensor terms, for example.

However, only the scalar and axial vector channels involve s-wave interactions.

All other interaction terms should be suppressed.

Actually, the value of the scalar pairing strength for quarks inside the nucleon

is not important in itself, because there are no direct constraints on this quantity

from experiment. If we had only considered hadronic matter in this model

there would be no immediate reason to question the value of rs. However,

through calculating the properties of (colour superconducting) quark matter

and investigating the phase diagram, we have found that a relatively small value

of rs is required in the quark matter phase so that colour superconducting quark

matter does not become more stable than the two flavour hadronic matter at

low density1.

We wish to make a quantitative comparison of the scalar pairing strength

in hadronic matter and color superconducting quark matter and examine the

possibility that it is the same in both phases. We use the properties of the

nucleon to calculate rs. Therefore, any aspect of nucleon dynamics that effects

this parameter must be included. With this in mind we consider again the

Faddeev equation for the nucleon. This can be expressed as [163],

Γa
N(p) = Zaa′

Πa′b
N (p) Γb

N(p) ≡ Kab(p)Γb
N(p), (8.1)

where Z is the quark exchange kernel2,

Zaa′

=
3

M

(

1√
3γµ′γ5

√
3γ5γ

µ

−γµ′γµ

)

. (8.2)

ΠN(p) is the product of the quark and diquark propagators [82]. With both

pairing channels included the quark-diquark bubble graph becomes,

Πa′b
N (p) =

∫

PT

d4k

(2π)4
τa′b(p− k)S(k) (8.3)

=

∫

PT

d4k

(2π)4

(

τs(p− k)
0

0

τµ′ν
a (p− k)

)

S(k), (8.4)

where τs and τµν
a refer to the scalar and axial vector components of the diquark t-

matrix3 and S(k) is the constituent quark propagator. The nucleon mass follows

1i.e. In the density region where we are certain that two flavour quark matter is not

favoured, because we observe stable two flavour hadronic matter.
2Using the proper time regularisation scheme, the calculation is somewhat more compli-

cated than in the 3-momentum cut-off scheme, for example. Therefore, we use the static

approximation (i.e. momentum independent approximation) to the quark exchange kernel [9].
3We use the approximate “constant + pole” forms of the diquark t-matrices as outlined in

Appendix B.
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Figure 8.1: The dominant processes associated with the nucleon self-energy.

from the solution to Eqn. (8.1). That is, the requirement that the Faddeev

kernel, K ≡ Z ΠN , has eigenvalue 1. For further details of this calculation, see

Appendix C.

With both pairing channels included, we now need an additional constraint

(apart from the value of the nucleon mass) to determine the variables ra and

rs. For this purpose we consider the ∆++. This baryon is composed of three

up quarks. Any diquark correlations in such a baryon, must be symmetric in

flavour and anti-symmetric in colour. Therefore, to produce an anti-symmetric

wavefunction, the diquark state must be symmetric in spin. In this case the

scalar diquark correlations are prohibited (rs = 0) and we can use the empirical

mass of the ∆++ (1232 MeV) to fix the value of ra. This pairing strength (ra =

Ga/Gπ) is calculated by looking for the value of Ma using bisection method, such

that the pole condition for the axial vector diquark, 1+2GaΠa(q
2 = M2

a ) = 0 and

the Faddeev Equation for the delta baryon is satisfied (see Appendix C). Before

we incorporate the self-energy of the nucleon (and the self-energy of the ∆++),

the pairing strength in the axial vector diquark channel is about 0.27 as shown in

the second line of Table 8.2. Once ra is fixed we may solve the Faddeev equation

for the nucleon to determine rs, such that we obtain the correct physical nucleon

mass (940 MeV). rs is fixed by the pole condition 1+2rsGπΠs(q
2 = M2

s ) = 0 and

the solution to the Faddeev equation for the nucleon (Eqn. (8.1)). We obtain

the value rs = 0.3 when the pion cloud is not included.

8.2 Nucleon Self-Energy

In any model where the nucleon mass is calculated it is important to remember

that the nucleon is a quasiparticle. It is actually dressed with pion loops, so
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that what we measure as the nucleon mass may be defined as,

MN = M0
N + ΣN , (8.5)

where M0
N is the “bare” nucleon mass and ΣN is the nucleon self-energy. The

main contribution to ΣN comes from processes of the form N → ∆ π → N

and N → N π → N , illustrated in Fig. 8.1. For discussions on one-loop

mesonic corrections to the nucleon mass see Refs. [164] and [165]. The pion

loop diagrams dominate ΣN because the pion is the by far the lightest meson

(it actually plays the role of a Goldstone boson) and therefore has the longest

range. The corresponding self-energies are given by [166],

ΣN = σπ
NN + σπ

N∆ (8.6)

Σ∆ = σπ
∆∆ + σπ

∆N , (8.7)

where,

σπ
BB′ =

−3 g2
A

16π2f 2
π

cBB′

∫ ∞

0

dk
k4u2(k)

ω(k)[ωBB′ + ω(k)]
(8.8)

where ωBB′ = (MB −MB′) is the physical baryon mass splitting (e.g. ωN∆ =

1232− 939 MeV), and ω(k) =
√

k2 +m2
π is the intermediate pion energy. The

coefficients cBB′ come from the standard SU(6) couplings (i.e. cNN = 1, cN∆ =

32/25 [167]). For the πBB′ vertex we assume the phenomenological dipole

form [168],

u(k) = Λ4/(Λ2 + k2)2. (8.9)

The dipole cut-off Λ should not be confused with ΛIR and ΛUV which are the

cut-off parameters on the quark level in this model. We assume that the ratio

gA/fπ in EQN. (8.8) is independent of density. This is supported by a recent

analysis of the pion-nucleus optical potential [169], which has shown that the

pion decay constant in nuclear matter is reduced by 20%, which is the same

as the quenching of gA derived from Gamow-Teller matrix elements [170]. The

pion mass in the medium is constrained by chiral symmetry which leads to the

relation4 mπ(ρ)2 = m2
πM0/M [1]. This small enhancement of the pion mass in

the medium is taken into account in the calculation but its effect is not very

important.

The value of the self-energy of the nucleon, ΣN , is not precisely known, but

it is known to be large and negative. In fact, it is predicted to be an attractive

contribution between about 150 and 400 MeV (at zero density) [164, 167, 171–

173]. In the present work ΣN is varied by changing the dipole cut-off, Λ, within

4The pion mass in this relation is defined at zero momentum.
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Figure 8.2: The quark mass dependence of the nucleon mass, for various choices

of the nucleon self-energy, ΣN (in free space).
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a function of baryon density, for various choices of the nucleon self-energy, ΣN .



86 8. Revisiting the Nucleon

physically acceptable limits, in order to investigate how the pion cloud of the

nucleon influences the equation of state of the system.

The pion cloud contribution to the nucleon is incorporated as follows. First,

we must consider what pairing strengths, ra and rs, are required to give the

bare nucleon mass, M0
N , for a given nucleon self-energy, ΣN , in accordance

with Eqn. (8.5). As mentioned in Section 8.1, it is convenient to establish

ra first using the mass of the ∆++ (since this baryon should have no contribu-

tion from the scalar diquark channel). For consistency we must also incorporate

the pion cloud of the ∆++ in this calculation. The experimental mass is given

by M∆ = M0
∆ + Σ∆, where M

(0)
∆ is the “bare” mass which follows from the

quark-diquark equation.

The first step is to choose a reasonable value for the nucleon self-energy. For

example if we choose ΣN = −200 MeV, this corresponds to a specific choice for

the dipole cut-off (Λ ≈ 710 MeV) which enters into Eqn. (8.8). Using the same

value of Λ we calculate the corresponding self-energy of the ∆++. In this case,

the bare mass is thus given by,

M0
∆ = M∆ − Σ∆ = 1232 + 183 = 1415 MeV. (8.10)

We use this value of the bare mass to fix ra. Again we use the Faddeev equation

for the nucleon to fix rs, using the bare mass (940 + 200 = 1140 MeV). As usual,

the parameter Gω is fixed to give the empirical binding energy per nucleon of

symmetric nuclear matter (EB = 17 MeV), and the parameter Gρ is adjusted

to the symmetry energy (asym = 32.5 MeV at ρ0 = 0.17 fm−3). For the static

parameter in the quark exchange kernel we use c = 450 MeV. This calculation

of baryon masses is carried out for several initial choices of the dipole cut-off

Λ, which controls the magnitude of the pion loop contributions to the nucleon

mass, ΣN . We will show the results for three different values of Λ, chosen to

give ΣN = -200, -300 and -400 MeV. The resulting parameter sets are shown in

Table 1. The first and second lines in this Table correspond to cases where the

nucleon and delta masses are produced without pion cloud contributions.

8.3 Improved Equation of State

Now that we have improved our model for the nucleon, there are some impor-

tant implications for the equation of state. Though the effective potentials for

hadronic matter and quark matter have exactly the same form as before, the

behaviour of the masses of quarks and hadrons will be different (in the hadronic

phase), because the input function for the mass, MN(M), has changed. Fig. 8.2
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Λ ΣN Σ∆ ra rs rω rρ ρ0 K MN∗
- 0 0 - 0.51 0.37 0.89 0.22 560 695

- 0 0 0.27 0.30 0.48 0.70 0.14 426 689

710 -200 -183 0.21 0.27 0.30 0.74 0.19 314 741

803 -300 -266 0.18 0.24 0.24 0.76 0.21 205 764

877 -400 -346 0.15 0.22 0.19 0.77 0.25 124 783

Table 8.1: Parameters and results corresponding to different choices of ΣN . We

define rα = Gα/Gπ (α = a, s, ω, ρ). Λ, ΣN , Σ∆ the compressibility, K, and the

effective nucleon mass at saturation density, M∗
N , are all in units of MeV. The

first line corresponds to the quark - scalar-diquark model of the nucleon.

shows how the scalar polarisability5 of the nucleon depends on the value of the

nucleon self-energy. As the magnitude of ΣN increases, the repulsion (Gω) de-

creases and the masses shift upward. The curvature (which corresponds to the

scalar polarisability) is comparatively decreased. At finite density, this is illus-

trated in Fig. 8.3, which also shows the decreasing curvature in the nucleon mass

as the effect of the pion cloud increases. This behaviour translates directly to

the saturation properties of the model outlined in Table 8.2. As the magnitude

of ΣN increases, the saturation point moves to higher densities, while the com-

pressibility decreases. In fact, this represents a significant improvement in the

model, since experimental evidence implies K ∼ 200 - 300 MeV [22, 93]. Be-

cause the scalar pairing strength is significantly reduced by the inclusion of the

axial vector diquark (See Table 8.2), the model now produces non-trivial phase

diagrams when we apply the same scalar pairing strength in both phases.

8.4 Phase Diagrams and Compact Stars

The phase diagrams presented in Fig. 8.4 illustrate the effect of the pion cloud

on the phases of QCD, based on our NJL model calculations. As the magnitude

5In models which use point-like nucleons (e.g. QHD), the effective mass of the nucleon has

the form M∗

N = MN0
− gσσ, where σ is the scalar field. When nucleon structure is introduced

this linear expression in σ develops curvature, so that, M∗

N ≈ MN0
− gσσ − gσσσ2. The

coefficient gσσ is known as the scalar polarisability [89].
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Figure 8.4: Phase diagrams with rs(NM) = rs(QM). The nucleon self-energies

(ΣN) are 0, -200, -300 and -400 MeV respectively. The labels NM, NQM and

SQM refer to nuclear matter (a mixture of neutrons, protons and electrons),

normal quark matter and color superconducting quark matter. The plus and

minus signs indicate the sign of the charge density in each region.
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Figure 8.5: Equations of state (with and without transitions to quark matter)

and compact star masses corresponding to four different choices of the nucleon

self-energy. With ΣN = 0, -200, -300 and -400 MeV, the pairing strengths are

rs = 0.30, 0.27, 0.24 and 0.22 respectively.

of the pion cloud increases, the SQM phase shrinks. There are two effects that

are competing in this process. The pressure in the NM phase is reduced when

we increase the pion cloud (the NM equation of state is softened, as shown in

Fig. 8.5). However, since the value of rs is decreasing, this leads to a decrease in

the pressure of the SQM phase as well (as we saw earlier in Figs. 5.3 and 6.1).

The latter effect is much stronger and has a greater influence on the phase

diagrams. This highlights the importance of using a physically motivated choice

for the coupling in models of colour superconducting quark matter (which has

been achieved for the first time using this NJL model).

An interesting feature of the phase diagrams in Fig. 8.4 is that the phase

transitions from NM to SQM can be qualitatively different, depending on the

size of the pion cloud. At rs = 0.27 (ΣN = -200 MeV) the mixed phase involves

negatively charged hadronic matter (-NM) and positively charged quark matter

(+SQM). In the last diagram (ΣN = -400 MeV) the transition moves in the op-

posite direction, generating a +NM/-SQM mixed phase. These two possibilities

are curious if we consider the microscopic behaviour of matter in mixed phases,

as it may be quite different in each case (forming different shapes etc). In the
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Figure 8.6: Compact star masses and radii corresponding to four different choices

of the nucleon self-energy. With ΣN = 0, -200, -300 and -400 MeV, the pairing

strengths are rs = 0.30, 0.27, 0.24 and 0.22 respectively.

intermediate diagram (ΣN = -300 MeV), the mixed phase is confined almost to

a point. Thus the equation of state will have a very flat phase transition (i.e.

almost constant in pressure). This is illustrated on the left hand side of Fig. 8.5.

Without the pion cloud, there is no stable transition to quark matter (c.f. the

first diagram in Fig. 8.4). The positively charged quark matter phase (+SQM)

separates the charge neutral equations of state for hadronic matter and quark

matter, so that there is no charge neutral line running through this diagram.

This represents an interesting scenario for the phase diagram of QCD. Supposing

that nature has a phase diagram of this form (which is quite possible, though

not favoured by this model, since we anticipate a large negative value for the

pion cloud). Then we may consider what happens if we begin with charge

neutral nuclear matter and try to increase the density. This scenario could be

important in a supernova, for example. When a star is collapsing, we assume

that the density continues to increase until it reaches hydrostatic equilibrium

(where it satisfies the TOV equations). However, if the QCD equation of state

has a charge discontinuity (as in the first diagram in Fig. 8.4), then matter

may be forced (by gravity) into a positively charged state. The star will surely

encounter a massive source of internal Coulomb repulsion when the core density

reaches the positively charged transition region of the phase diagram.
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In a compact star the formation of matter with a net positive charge must

lead to mass shedding. The reason is that the net Coulomb force will become

much more powerful than the gravitational force [132]. For illustration, consider

a compact star with a net positive charge, Znete. For an additional positively

charge particle (charge = e, mass = m) to be introduced, for stability we must

have the gravitational force larger than the Coulomb force on that particle,

(Znete)e

R2
<
GMm

R2
. (8.11)

For example, if the particle is a proton, and the baryon number of the star is

A, we have, Znete
2 < GAm2. With m = 940 MeV and e = 1.44 MeV fm−3, we

obtain the requirement (in gravitational units),

Znet < 10−36A. (8.12)

Therefore, the net charge must be extremely small for the system to be stable

against Coulomb repulsion. Since the first diagram in Fig. 8.4 does not allow a

charge neutral phase transition to quark matter, it cannot give rise to a stable

hybrid star. However, for comparison we show the results for npe stars (solid

line) on the right hand side of Fig. 8.5. The maximum mass is relatively large

because the equation of state is quite stiff. Once the nucleon self-energy is

included, the equations of state soften and the compact star masses decrease

substantially.

The equations of state for charge neutral matter are shown in the left diagram

of Fig. 8.5. The lines which run smoothly to zero pressure correspond to the

hadronic equations of state and produce the four upper lines (npe stars) in the

diagram on the right. The other equations of state include transitions to quark

matter and produce the corresponding hybrid stars (lower lines) in the central

density vs mass diagram. The hybrid star maximum mass for the rs = 0.27

(ΣN = -200 MeV) case is about 1.25 M⊙. This is too small to account for the

observed masses of compact stars. The other configurations are more realistic,

with maximum masses of approximately 1.4 and 1.5 M⊙. The highest mass

hybrid stars (lower dotted line) may only have a mixed phase in the core, while

the other curves allow for pure quark matter to form.

The effect of the pion cloud has important implications for hadronic matter.

This is clear from the equations of state, but it is highlighted in a very tangible

way by the properties of npe stars. The configuration based on a ΣN = 0

equation of state (solid line), has a maximum mass of approximately 2.4 M⊙.

This is dramatically reduced when the pion cloud is included. For example, the

(upper) dotted line (ΣN = -400 MeV) has a maximum mass of about 1.7 M⊙.

Furthermore, the central densities sustained in these stars can be up to double
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the maximum central density of the densest stable ΣN = 0 star. Obviously this

must have a significant effect on the radius. Fig. 8.6 shows the npe star and

hybrid star radii. Indeed, when the pion cloud is included the radii are reduced

by approximately 2 - 4 km. From these results it is clear that the self-energy of

the nucleon can have substantial effects on the properties of compact stars.

The mass vs radius relationships for two flavour colour superconducting

quark stars are presented in Fig. 8.7. These stars are quite small (R ∼ 6

km). In fact, they are approximately half the size of the corresponding npe

stars shown in Fig. 8.6. This is an interesting feature from an observational

point of view. Indeed, most equations of state for quark matter predict com-

paratively small stars (though not all of them [174]). However, as pointed out

earlier, two flavour hadronic matter is more stable than two flavour quark matter

at low density (i.e. ρB < 2ρ0, say). So in practice there must be some region of

hadronic matter surrounding a star of two flavour quark matter. In our model

pure two flavour quark stars are not massive enough to agree with observational

data and of course, they are not favoured by the phase diagrams. For reasonable

values of the pion cloud, the phase diagrams produce hybrid stars.
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Conclusion

To accurately describe matter at high densities is a very challenging task. A

great deal of work has been done using models of nuclear matter and quark

matter to predict the behaviour of QCD under extreme conditions. It is clear

that a relativistic description of nuclear matter is preferable and becomes in-

creasingly so as we move to higher densities. Most models of nuclear matter

treat nucleons as point like particles. However, it is now apparent that quark

degrees of freedom are an indispensable aspect of the system. In this sense,

Quantum Hadrodynamics does not provide a complete picture of the hadronic

phase. The dynamics at the scale of nuclei (i.e. the nucleon-nucleon interaction),

influences and is affected by the internal structure of the nucleon. The purpose

of this thesis was to develop an existing model (the NJL model) to describe

asymmetric matter, with the particular aim of using quark degrees of freedom

to describe both confined and deconfined matter, appropriate to the description

of compact stars.

The main advantages of the NJL model lie in its similarities with the under-

lying theory of the finite density system, which is QCD. It is chirally symmetric,

relativistic and is based on quark degrees of freedom. As with all models it has

limitations. Though it is mathematically beautiful and shares some important

qualities of QCD it does not explicitly incorporate gluon degrees of freedom

and it is not renormalisable. However, in some respects, non-renormalisability

may actually be interpreted as a positive attribute of the NJL model. It means

that we have the freedom to choose a regularisation scheme that is, in effect,

connected with the underlying physics of quarks and gluons. Essentially, an

infra-red cut-off can restrict the behaviour of quarks, stabilising the free nucleon

against decay. Thus the model can mimic the QCD description of a nucleon in

a very simple way. Of itself this is a remarkable discovery, but on top of this it

has also been shown, more recently, that this prescription for the regularisation

of the NJL model actually leads to the stabilisation of symmetric nuclear matter

(something which has eluded chiral models for many decades).

Apart from recent progress in the description of the hadronic phase, there

have also been significant theoretical advances in our understanding of the quark

matter phase, especially during the last few years. In particular, it is now well

documented that in two flavour quark matter, a colour superconducting phase
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(2SC) may be favourable at high densities, depending on the strength of the

scalar pairing between quarks. In light of these significant developments, this

work has been aimed at exploring the phase diagram of the NJL model. We have

calculated the properties of the quark matter phase using the same regularisation

method (proper-time) as in the hadronic phase, except that the (confining) infra-

red cut-off is set to zero. We can confirm from this work, that the phase diagram

has a strong dependence on the pairing strength between quarks in deconfined

matter. In particular, Cooper pairing increases the pressure of quark matter

substantially.

As a first step we have studied the phase diagram using a quark - scalar-

diquark model for the nucleon (neglecting the nucleon self-energy). We found

that the saturation properties of nuclear matter are not sensitive to the initial

choices of the infra-red cut-off or the constituent quark mass at zero density.

Using the quark - scalar-diquark model of the nucleon the outcome for the sat-

uration density is surprisingly good, at ρ0 = 0.22 fm−3, but the compressibility

(K = 560 MeV) is much too high compared to experimental estimates. We also

found that the pairing strength in quark matter had to be at least a factor of two

smaller than the value derived for the scalar diquark state inside the nucleon,

otherwise two flavour quark matter would be the ground state, even in the low

density region of the phase diagram (where it is physically excluded).

Treating rs(QM) as a free parameter allowed us to study the properties of

hybrid stars using the quark - scalar-diquark model in the hadronic phase. We

found that the phase diagrams revealed some novel scenarios for hybrid stars.

The charge neutral equations of state could proceed through several different

mixed phases, depending on the pairing strength in quark matter. When the

Cooper pairing is completely switched off there is a transition to normal quark

matter leading to massive hybrid stars, which look very similar to conventional

neutron stars. As the pairing strength increases, the hybrid star configurations

have smaller maximum masses. For the strongest pairing, rs(QM)= 0.25, the

hybrid stars lie along a plateau in the mass vs density plot, at approximately

1.25 M⊙. In other words, over a large range of densities all the hybrid stars have

very similar masses. Though this equation of state is not stiff enough to repro-

duce observed compact star masses, it does suggest a qualitative explanation of

why the most accurately measured compact star masses are all clustered around

a value of 1.4 M⊙. In other words, it could be indicative of a phase transition

to quark matter, like the one we are exploring here.

Using the Faddeev approach to baryons, we have also studied the effects of

including the axial vector diquark channel in the nucleon. Though the scalar

diquark accounts for the dominant interaction within the nucleon, the axial

vector diquark is also very important in the context of the equation of state. It
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shifts the saturation point of the model to a much lower density (ρ0 = 0.14 fm−3)

and improves the compressibility somewhat (K = 426 MeV). However, a better

result emerges once we take into account the self-energy of baryons. For a broad

range of values of ΣN , the compressibility is in agreement with the experimental

range (K ∼ 200 - 300 MeV).

Curiously, the inclusion of pion exchange and axial vector diquarks for the

nucleon mass allows a common value of rs, for the single nucleon and for colour

superconducting quark matter, while maintaining a physically reasonable pre-

diction for the phase diagram of QCD. This result has enabled us to use the

properties of baryons at zero density to calculate the pairing between quarks

operative in the 2SC phase of quark matter. The conclusion is that the scalar

pairing strength, rs = Gs/Gπ, lies approximately within the range 0.2 - 0.3

for two flavour quark matter. We also found that the properties of compact

stars have a strong dependence on the magnitude of the pion cloud, through the

equation of state for hadronic matter. Clearly, this effect should be taken into

account in other finite density calculations that incorporate nucleon structure.

In closing we would like to point out that the results for the properties of

nuclear matter and for the properties of hybrid stars are quite reasonable in this

model. Indeed, the model has many attractive features. However, the hybrid

star configurations will not account for observational data if recent estimates

for larger mass X-ray binary candidates are confirmed, or if other larger mass

stars are discovered in the future. This remains to be seen, but it is important

to recognise that in compact star physics we are dealing with the behaviour of

matter at very high densities, far in excess of our experimental limits. Yet all

of the physical input we have must be obtained from our knowledge and under-

standing of nuclei and nucleons from Earthbound experiments. Therefore, we

always rely very heavily on the predictive power of models, in producing com-

pact star configurations. With this model we can only hope to provide a rough

approximation of the true system. We do not include gluons explicitly and we

have implemented the deconfinement transition in an elementary way (switch-

ing off the infra-red cut-off). We have also made some pivotal approximations

and assumptions along the way, including the mean field approximation and the

assumption that the strange quark is too massive to feature in the composition

of compact stars. Such issues may be analysed in detail in the future. In fact,

there are many ideas which deserve further investigation within the framework

of this model. However, the main purpose of this work is to gain insight into

the possible working of QCD at extreme densities. Particular points we wish to

highlight are the qualitative findings within this model and the possibilities that

have become apparent through this study, which may not have been anticipated.

The impact of including the nucleon self-energy is especially striking. This
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qualitative behaviour should be relevant for other approaches to the equation

of state. The evolution of the phase diagram showed the potential for different

types of charge neutral mixed phases. In the transitions from hadronic matter to

colour superconducting quark matter we observed an interesting plateau effect

in the hybrid star masses, including the possibility of twins (stars which have

the same mass, but different density profiles). By using one Lagrangian density

to derive the properties of both phases (and using the Faddeev approach to the

nucleon), for the first time we have made a connection between the pairing of

quarks inside the nucleon and the pairing of quarks in quark matter.



A

Conventions

A.1 Dirac Algebra

The Dirac Matrices are given by,

γµ = (γ0, ~γ), γ0 = γ0 =

(

1 0

0 −1

)

, ~γ =

(

0 ~σ

−~σ 0

)

, γ5 = γ5 =

( −1 0

0 1

)

with 1 representing the 2 x 2 unit matrix and ~σ = (σ1, σ2, σ3) is defined by the

Pauli spin matrices,

σ1 =

(

0 1

1 0

)

, σ2 =

(

0 −i
i 0

)

, σ3 =

(

1 0

0 −1

)

.

The matrices for isospin are defined in the usual way,

~τ = (τ1, τ2, τ3), τ± =
1

2
(τ1 ± iτ2), (A.1)

τ1 =

(

0 1

1 0

)

, τ2 =

(

0 −i
i 0

)

, τ3 =

(

1 0

0 −1

)

,

The Gell-Mann SU(3) matrices for colour or flavour are given by,

λ1 =





0 1 0

1 0 0

0 0 0



 , λ2 =





0 −i 0

i 0 0

0 0 0



 , λ3 =





1 0 0

0 −1 0

0 0 0



 ,

λ4 =





0 0 1

0 0 0

1 0 0



 , λ5 =





0 0 −i
0 0 0

i 0 0



 , λ6 =





0 0 0

0 0 1

0 1 0



 ,

λ7 =





0 0 0

0 0 −i
0 i 0



 , λ8 =
1√
3





1 0 0

0 0 0

0 0 −2



 ,

The Gell-mann matrices satisfy the commutation relations [λa, λb] = 2ifabcλc,

where the non-zero permutations of fabc are:

f123 = 2f147 = 2f257 = 2f345 = −2f156 = −2f367 =
2√
3
f458 =

2√
3
f678 = 1.

(A.2)
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NJL model Derivations

B.1 The Gap Equation

〈ψ̄ψ〉 = −i T r SF (0) (B.1)

= −i T r
∫

d4p

(2π)4

1

p/−M + iǫ
(B.2)

= −i T r
∫

d4p

(2π)4

p/+M

p/2 −M2 + iǫ
(B.3)

= −i 4M

∫

d4p

(2π)4

1

p/2 −M2 + iǫ

(

since Tr(γµ) = 0 and Tr(I) = 4
)

(B.4)

Wick rotation gives

∫

M

→ i

∫

E

and p/2 → −p2
E (B.5)

= 4M

∫

d4pE

(2π)4

1

−p2
E −M2

(B.6)

= −4M
2π2

(2π)4

∫ ∞

0

dpE p
3
E

1

p2
E +M2

(using 4D polar coordinates) (B.7)

= − M

2π2

∫ ∞

0

dpE p
3
E

1

p2
E +M2

(B.8)

Use proper time replacement:
1

An
→ 1

(n− 1)!

∫ 1

Λ2
IR

1

Λ2
UV

dττn−1e−τA (B.9)

= − M

2π2

∫ ∞

0

dpE p
3
E

∫ 1

Λ2
IR

1

Λ2
UV

dτe−τ(p2
E

+M2) (B.10)

= − M

2π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

[

e−τM2

∫ ∞

0

dpE p
3
E e

−τp2
E

]

(B.11)

= − M

2π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

[

e−τM2 1

2τ 2

]

. (B.12)

Thus the gap equation for the NJL model in the proper-time regularisation
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scheme is given by,

M = mq − 2GπNcNF 〈ψ̄ψ〉 (B.13)

= mq +GπNcNF
M

2π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ 2
e−τM2

. (B.14)

B.2 Proper Time Derivation of Vvac

Vvac = iγq

∫

d4k

(2π)4
ln

[

k2 −M2 + iǫ

k2 −M2
0 + iǫ

]

(B.15)

= −γq
2π2

(2π)4

∫ ∞

0

dkEk
3
Eln

[−k2
E −M2

−k2
E −M2

0

]

(B.16)

= − 2γq

16π2

∫ ∞

0

dkEk
3
E

[

ln(k2
E +M2)− ln(k2

E +M2
0 )
]

(B.17)

Use proper time replacement: ln A→ −
∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ
e−τA (B.18)

= − 2γq

16π2

∫ ∞

0

dkEk
3
E



−
∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ

(

e−τ(k2
E+M2) − e−τ(k2

E+M2
0 )
)



 (B.19)

=
2γq

16π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

τ

[

(

e−τM2 − e−τM2
0

)

∫ ∞

0

dkEk
3
Ee

−τk2
E

]

(B.20)

=
2γq

16π2

∫ 1

Λ2
IR

1

Λ2
UV

dτ

2τ 3

(

e−τM2 − e−τM2
0

)

(B.21)

=
γq

16π2

(

C3(M
2)− C3(M

2
0 )
)

(B.22)

B.3 The Pion Decay Constant

The pion decay constant, fπ, is defined by the matrix element for pion decay,

fπqµ = −i < 0|ψ̄(0)γµγ5ψ(0)|π(q) > (B.23)

= −i3√gπ

∫

d4k

(2π)4
Tr[γ5S(k)γµγ5S(k − q)] (B.24)

= −i3√gπ

∫

d4k

(2π)4
Tr

[

γ5

(

k/+M

k/2 −M2 + iǫ

)

γµγ5

(

k/− 6q +M

(k/− 6q)2 −M2 + iǫ

)]

.

(B.25)
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Note that γµγ5 = −γ5γµ, γ
2
5 = 1, Tr[odd #γ’s]= 0 and Tr[γµγν ] = 4gµν .

Tr[γ5(k
νγν +M)γµγ5(k

νγν − qνγν +M)] (B.26)

= Tr[kνγνγµM −Mγµ(kνγν − qνγν)] (B.27)

= Tr[Mγµγνq
ν ] = M4gµνq

ν = 4Mqµ. (B.28)

Combining this result with Eqn. B.25 we obtain the relation,

fπ = −12i
√
gπ

∫

d4k

(2π)4

M
(

k2 −M2 + iǫ
)(

(k − q)2 −M2 + iǫ
) . (B.29)

The integrand has the form 1/AB and we introduce the Feynman parameter, x,

to this expression using the following formula,

1

AB
=

∫ 1

0

dx
1

[xA + (1− x)B]2
. (B.30)

The denominator in Eqn. B.29 becomes,

D =
[

x(k2 −M2 + iǫ) + (k − q)2 −M2 + iǫ− x((k − q)2 −M2 + iǫ)
]2

(B.31)

=
[

k2 − 2k · q + q2 −M2 + iǫ+ 2k · qx− q2x
]2

(B.32)

Performing a shift in the momentum, k −→ k - xq + q, eliminates the k·q dot

products and we obtain,

D =
[

k2 + q2(x− x2)−M2 + iǫ
]2
. (B.33)

Thus the expression for the pion decay constant becomes,

fπ = −12i
√
gπM

∫

d4k

(2π)4

∫ 1

0

dx
1

[k2 + q2(x− x2)−M2 + iǫ]2
(B.34)

= 12
√
gπM

∫

d4kE

(2π)4

∫ 1

0

dx
1

[−k2
E + q2(x− x2)−M2]

2 (B.35)

= 12
√
gπM

2π2

(2π)4

∫ ∞

0

dkE

∫ 1

0

dx
k3

E

[k2
E + q2(x2 − x) +M2]

2 . (B.36)

Now use the proper-time replacement (Eqn. B.9). (B.37)

=
3

2π2

√
gπM

∫ 1

0

dx

∫ 1

Λ2
IR

1

Λ2
UV

dτ τ

∫ ∞

0

dkE k
3
Ee

−τ(k2
E+q2(x2−x)+M2) (B.38)

=
3

2π2

√
gπM

∫ 1

0

dx

∫ 1

Λ2
IR

1

Λ2
UV

dτ τ

(

1

2τ 2

)

e−τ(q2(x2−x)+M2) (B.39)

=
3

4π2

√
gπM

∫ 1

0

dx

∫ 1

Λ2
IR

1

Λ2
UV

dτ
1

τ
e−τ(q2(x−x2)+M2) (B.40)
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The remaining integrals over x and τ are solved numerically. The value of gπ is

obtained from the expression,

gπ =
−2

∂Ππ(q2)/∂q2

∣

∣

∣

q2=M2
π

, (B.41)

where the pseudoscalar bubble graph is,

Ππ(k2) = i tr

∫

d4q

(2π)4
[γ5S( 6q)γ5S( 6q − k/))]. (B.42)

Applying exactly the same techniques that are used to find the expression for

fπ, we obtain,

g−1
π =

3

4π2

∫ 1

0

dy

∫ 1
ΛIR

1
ΛUV

dτ

(

1

τ
− q2(y2 − y)

)

e−τ(q2(y2−y)+M2)), (B.43)

where y is a Feynman parameter.

B.4 The Pole Approximation

The form for the couplings gπ, gs and ga arises from the pole approximation to

the t-matrix. For example, expanding about the pole, q2 = M2
s , for the scalar

channel t-matrix we obtain,

τs(q
2) =

4iGs

1 + 2GsΠs(q2)
(B.44)

= 4iGs −
8iG2

sΠs(q
2)

1 + 2GsΠs(q2)
(B.45)

= 4iGs −
8iG2

sΠs(q
2)

1 + 2Gs

[

Πs(M2
s ) + (q2 −M2

s ) ∂Πs(q2)
∂q2

∣

∣

∣

q2=M2
s

+ . . .

] (B.46)

= 4iGs −
8iG2

sΠs(q
2)

2Gs(q2 −M2
s ) ∂Πs(q2)

∂q2

∣

∣

∣

q2=M2
s

+ . . .
. (B.47)

Near the pole, Πs(q
2) ≈ −1/2Gs and we may approximate the t-matrix as,

τs(q
2) ≈ 4iGs −

igs

(q2 −M2
s )
, (B.48)

where we have defined,

gs =
−2

∂Πs(q2)
∂q2

∣

∣

∣

∣

∣

q2=M2
s

. (B.49)
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The Faddeev Approach to Baryons

C.1 The quark - scalar-diquark model

The bubble graph for a quark - scalar diquark system is given by,

ΠN(p) =

∫

d4k

(2π)4
S(k/)τs(p/− k/) (C.1)

=

∫

d4k

(2π)4

[(

k/+M

k/2 −M2 + iǫ

)(

4iGs −
igs

(p/− k/)2 −M2
s + iǫ

)]

(C.2)

=

∫

d4k

(2π)4

[

4iGsM

k/2 −M2 + iǫ
− igs(k/+M)

(k/2 −M2 + iǫ)((p/− k/)2 −M2
s + iǫ)

]

(C.3)

Using the proper-time prescription given in Eqn. B.9 the first term simplifies to,

1

4π2

∫ 1
ΛIR

1
ΛUV

dτ
GsM

τ 2
e−τ(M2). (C.4)

For the second term in Eqn. C.3 we introduce a Feynman parameter, x. Using

Eqn. B.30, the denominator can be expressed as,

D = [x((p/− k/)2 −M2
s + iǫ) + (1− x)(k/2 −M2 + iǫ)]2 (C.5)

= [p/2x− 2p/ · k/x+ (M2 −M2
s )x+ k/2 −M2 + iǫ]2 (C.6)

Shifting k/ −→ k/+ p/x, we obtain,

D = [k/2 −M2 + (M2 −M2
s )x+ p2x(1− x) + iǫ]2 (C.7)

and the second term in Eqn. C.3 simplfies to,

∫

d4k

(2π)4

∫ 1

0

dx
−igs(p/x+M)

[k/2 −M2 + (M2 −M2
s )x+ p2x(1− x) + iǫ]2

(C.8)

=

∫

d4kE

(2π)4

∫ 1

0

dx
gs(p/x+M)

[k2
E +M2 + (M2

s −M2)x+ p2x(x− 1)]2
(C.9)
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Integrating this using the proper-time prescription (Eqn. B.9), and combining

the result with Eqn. C.4, we obtain an expression for the bubble graph, of the

form,

ΠN(p) = a1 +
p/

M
a2. (C.10)

The factors a1 and a2 are given by,

a1 =
1

16π2

∫ 1
ΛIR

1
ΛUV

dτ

[

4GsM

τ 2
e−τM2

+
gsM

τ

∫ 1

0

dxe−τA

]

(C.11)

a2 =
gsM

16π2

∫ 1
ΛIR

1
ΛUV

dτ

∫ 1

0

dx
x

τ
e−τA (C.12)

where A = M2 + (M2
s −M2)x+ p2x(x− 1). Thus the Faddeev equation for the

quark - scalar-diquark model of the nucleon is given by,

Γ(p) = Z ΠN (p)Γ(p) =
12

M
(a1 +

p/

M
a2)Γ(p), (C.13)

where Z is the quark exchange kernel in the static approximation and Γ(p) is

the vertex function of the nucleon. The nucleon mass is the solution to,

12

M
(a1 +

MN

M
a2) = 1 (C.14)

for which p/2 = M2
N .

C.2 Axial Vector Diquarks

The Bethe-Salpeter equation for the axial vector diquark is given by,

1 + 2GaΠa(k/
2 = M2

a ) = 0, (C.15)

which corresponds to the pole in the t-matrix. In order to solve for Ga and

Ma, we require a second constraint to combine with this equation. We use the

Faddeev equation for the ∆++ for this purpose.

C.3 The quark - diquark model of the ∆
++

The Faddeev equation for the ∆++ requires that

KµνΓν = Γµ, (C.16)
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where the kernel, Kµν = Zµ
ρΠ

ρν , is given by,

Kµν(p) =
6

M
γµγρ

∫

d4k

(2π)4
τρν
a (p/− k/)S(k/). (C.17)

The quark propagator is S(k/)=1/(k/-M+iǫ) and the axial vector t-matrix is given

by [163],

τρµ
a (k) = 4iGa

[

gµν − 2GaΠa(k
2)

1 + 2GaΠa(k2)

(

gµν − kµkν

k2

)]

. (C.18)

The bubble graph is determined by,

Πa(k
2)

(

gµν − kµkν

k2

)

= 6i

∫

d4k

(2π)4
Tr[γµS(q)γνS(k + q)]. (C.19)

After performing the trace and applying proper-time regularisation, this expres-

sion is used to obtain the kernel for the ∆++,

Kµν(p) =
6

M
γµγρg

ρν(b1 +
p/

M
b2). (C.20)

This leads to the requirement for Ga (with p/2 = M2
∆),

12

M
(b1 +

p/

M
b2) = 1, (C.21)

where b1 and b2 are defined by,

b1 =
1

16π2

∫ 1
ΛIR

1
ΛUV

dτ
[4GaM

τ 2
e−τM2

+ gaM

∫ 1

0

dx
e−τB

τ

]

(C.22)

b2 =
gaM

16π2

∫ 1
ΛIR

1
ΛUV

dτ

∫ 1

0

dx
x

τ
e−τB, (C.23)

(C.24)

and we define B = M2 +(M2
a−M2)x+p2x(x−1)). We use Eqns. C.15 and C.21

to solve for Ma and Ga in the ∆++ system.

C.4 The Two - Channel Faddeev Equation

Including both the scalar and axial vector channels in the nucleon, the Faddeev

equation can be written as,

Γa(p) = Kab(p)Γb(p) = Za
a′Πa′b(p)Γb(p), (C.25)
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where the quark exchange kernel is given by,

Za
a′ =

3

M

(

1√
3γνγ5

√
3γ5γ

µ

−γνγµ

)

(C.26)

and the nucleon bubble graph is given by,

Πa′b
N (p) =

∫

d4k

(2π)4
τa′b(p− k)S(k) (C.27)

=

∫

d4k

(2π)4

(

τs(p− k)
0

0

τµν
a (p− k)

)

S(k) (C.28)

=

(

a1 + p/
M
a2

0

0

b1 + p/
M
b2

)

(C.29)

using the results obtained in Eqns. C.10 and C.20. Thus the Faddeev equation

requires that,

Γa(p) =
3

M

(

1√
3γνγ5

√
3γ5γ

µ

−γνγµ

)(

a1 + p/
M
a2

0

0

b1 + p/
M
b2

)

Γb(p), (C.30)

where Γa = (Γ5
N ,Γ

µ
N). The scalar component of the vertex function has the

form,

Γ5
N(p, s) = β1uN(p, s), (C.31)

where β1 is an unknown coefficient and uN(p, s) is a Dirac spinor, with spin

projection s, normalised according to ūNuN = 1. The axial vector component

of the vertex function is given by,

Γµ
N(p, s) = β2

pµ

M
uN(p, s) + β3γ

µγ5uN(p, s). (C.32)

Therefore, Eqn. C.30 (the Faddeev equation) can be expressed as,

(

β1

β2
pµ

M
+ β3γµγ5

)

uN(p, s) (C.33)

=
3

M

(

β1(a1 + p/
M
a2) +

√
3γνγ5(b1 + p/

M
b2)(β2

pµ

M
+ β3γ

µγ5)√
3γνγ5(b1 + p/

M
b2)β1 − γνγµ(b1 + p/

M
b2)(β2

pµ

M
+ β3γµγ5)

)

uN(p, s) (C.34)

=
3

M

(

X1

(X2)
pµ

M
+ (X3)γµγ5

)

uN(p, s). (C.35)
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This yields three equations for the coefficients β1, β2 and β3,

β1 =
3

M
[X1] =

3

M
[β1(a1 +

MN

M
a2) +

√
3γνγ5(b1 +

MN

M
b2)(β2

pµ

M
+ β3γ

µγ5)] (C.36)

β2 =
3

M
[X2] =

3

M
[−2β2(b1 −

MN

M
b2)− 4β3

MN

M
b2] (C.37)

β3 =
3

M
[X3] =

3

M
[−β1

√
3(a1 +

MN

M
a2)− β2(b1 −

MN

M
b2) + 2β3b1]. (C.38)

These three equations can be expressed in matrix form,





M11 M12 M13

M21 M22 M23

M31 M32 M33









β1

β2

β3



 = M(p2)





β1

β2

β3



 = 0.

The nucleon mass is then determined by the condition det [M(p2 = M2
N )] = 0.
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Hadronization

Here we show how the NJL lagrangian density for quarks (Eqn. 3.14) is trans-

lated into a theory of mesons and baryons, using the path integral formalism.

D.1 Functional Integration

Since quantum field theory was developed to a large extent in analogy with

the theories of thermodynamics and statistical mechanics, there are consider-

able similarities in the terminology and notation. In analogy with the partition

function of statistical mechanics the generating functional for the NJL model is

denoted,

Z[ψ, ψ̄] = N
∫

Dψ̄Dψ exp

[

i

∫

d4x LNJL

]

, (D.1)

where ψ̄ and ψ are the quark fields and N is a normalization factor which does

not influence the outcome of the method, but is included here for completeness.

Note that after Fierz transformation the interaction part of the Lagrangian

density (LNJL = L0 + Lint) can be written as a sum of mesonic and diquark

interaction channels,

Lint = Gα(ψ̄Mαψ)(ψ̄Mαψ) +Hα(ψ̄Dαψ̄)(ψDαψ), (D.2)

where Mα are the gamma matrices associated with the mesonic interactions and

Dα are the gamma matrices associated with diquark interactions and Gα and Hα

are the corresponding coupling constants. These quantities appear in Eqn (3.14)

where the gamma matrices are given explicitly as,

Mα = 1, γ5τi, γ
µ, γµτi, (D.3)

Dα = γ5Cτ2β
A, γµCτiτ2β

A, (D.4)

corresponding to the scalar, psuedoscalar, vector, pseudovector, scalar diquark

and axial vector diquark channels respectively. At this stage the model is defined

purely in terms of quarks and their interactions. In order to reformulate the

model in terms of physical meson and baryon fields we introduce colourless
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auxiliary quark - anti-quark and three-quark fields, θα and Nα, as well as colour-

antisymmetric fields for diquarks, χα. We define the meson fields such that they

satisfy the relation,

1 =

∫

∏

α

Dϕα δ(ϕα − ψ̄Mαψ)

=

∫

∏

α

DϕαDθα exp

[

i

∫

d4x θα(x)
(

ϕα(x)− ψ̄(x)Mαψ(x)
)

]

, (D.5)

where we have introduced additional auxiliary fields for the mesons, ϕα. As will

become clear, the purpose of introducing these fields is to assist in eliminating

quark fields from the Lagrangian density through the process of functional inte-

gration. Introducing the diquark auxiliary fields, ∆α, we define a similar relation

for the diquarks,

1 =

∫

∏

α

DχαDχ∗
α δ
(

χα∗ − (ψ̄Dαψ̄)
)

δ
(

χα − (ψDαψ)
)

=

∫

∏

α

DχαDχ∗
αD∆αD∆∗

α

exp

[

i

2

∫

d4X
(

χα∗(X)− ψ̄(X)Dαψ̄(X)
)

∆α(X)

+ ∆∗
α(X)

(

χα(X)− ψ(X)Dαψ(X)
)

]

, (D.6)

where χ∗ is the complex conjugate of χ and ∆∗ is the complex conjugate of ∆.

Finally, the baryon field Nα(x,X) is defined as a colourless combination of a

quark and a diquark such that,

1 =

∫

∏

α

DNαDN̄α δ
(

N̄α − ψ̄(ψ̄Dαψ̄)
)

δ
(

Nα − (ψDαψ)ψ
)

=

∫

∏

α

DNαDN̄αDΦαDΦ̄α

exp

[

i

∫

d4xd4X

(

(

N̄α
µ (x,X)− ψ̄µ(x)

(

ψ̄(X)Dαψ̄(X)
)

)

Φµ
α(x,X)

+ Φ̄µ
α(x,X)

(

Nα
µ (x,X)−

(

ψ(X)Dαψ(X)
)

ψµ(x)
)

)]

. (D.7)

Note that ϕ, θ, ∆ and χ are bose fields, while N and Φ are fermion fields.

Inserting Eqn. D.5 into the generating functional, Z[ψ, ψ̄], and making use of
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the δ function in Eqn. D.5 we obtain,

Z = N
∫

Dψ̄DψDϕDθ exp
[

i

∫

L0 +Hα(ψ̄Dαψ̄)(ψDαψ)

]

.exp

[

i

∫

Gα(ϕαϕ
α) + θαϕα − ψ̄θαMαψ

]

, (D.8)

where the notation is condensed here, so that
∫

d4x →
∫

and the x-dependence

of the fields is not shown explicitly (i.e. θ = θ(x) etc). We use Eqns D.6 and

D.7 to eliminate the remaining terms that are higher than second order in the

quark fields. The resulting generating functional is given by,

Z = N
∫

Dψ̄DψDϕDθDχ∗DχD∆∗D∆DN̄DNDΦ̄DΦ

exp

[

i

∫

L0 +Gα(ϕαϕ
α) + θαϕα − ψ̄θαMαψ

]

exp

[

i

∫

Hα(χ∗
αχ

α) +
1

2
(χ∗

α∆α + ∆∗
αχ

α)− 1

2
(ψ̄Dα∆αψ̄ + ψ∆∗

αD
αψ)

]

exp

[

i

∫

d4xd4X
(

N̄α(x,X)Φα(x,X) + Φ̄α(x,X)Nα(x,X)
)

−
(

ψ̄(x)χ∗
α(X)Φα(x,X) + Φ̄α(x,X)χα(X)ψ(x)

)

]

. (D.9)

The path integral of a Gaussian function may be performed exactly through the

relation,

∫

Dφ exp

[

i

∫

d4x (±Aφ− Bφ2)

]

= N ′ exp

[

i

∫

d4x
A2

4B

]

. (D.10)

In this way the auxiliary fields ϕ, χ and χ∗ are integrated out, where we use the

fact that χ∗χ = (χ∗2 + χ2)/2, for the complex conjugate fields. The generating
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functional becomes,

Z = N
∫

Dψ̄DψDθD∆∗D∆DN̄DNDΦ̄DΦ

exp

[

i

∫

d4x ψ̄
(

i∂/−m− θαMα −
1

2
(Dα∆α + ∆∗

αD
α)
)

ψ

]

exp

[

i

∫

d4x
1

4Gα
θαθ

α

]

exp

[

i

∫

d4X
1

4Hα

(

∆∗
α(X)− 2

∫

d4x Φ̄α(x,X)ψ(x)
)

(

∆α(X)− 2

∫

d4yΦα(y,X)ψ̄(y)
)

]

exp

[

i

∫

d4xd4X
(

N̄α(x,X)Φα(x,X) + Φ̄α(x,X)Nα(x,X)
)

]

. (D.11)

Integrating over the quark fields gives rise to a “trace-log” term in the generating

functional through the Nambu-Gorkov formula,
∫

Dψ̄Dψ exp(i[ψ̄S−1ψ + ψ̄ξ + ξ̄ψ]) = exp(i[−iT r lnS−1 + ξ̄Sξ]). (D.12)

Integrating over the diquark and nucleon auxiliary fields (using Eqn. D.12) the

fully hadronised generating functional has the form,

Z = N
∫

DθD∆D∆∗DΦDΦ̄ exp (Seff [θ,∆,∆
∗, N, N̄ ])+ i(Φ̄N + N̄Φ), (D.13)

where the effective action is given by,

Seff =− i (Tr lnS−1
0 − Tr lnD−1

0 − Tr lnM−1
0 − Tr lnG−1

N )

+ N̄GNN +

∫

d4x

[

1

4Gα
θαθ

α +
1

4Hα
∆∗

α∆α

]

. (D.14)

Neglecting the “trace-log” terms for the diquarks and the mesons which corre-

spond to vacuum loop diagrams (ring contributions) the effective action for our

model simplifies to (see Ref. [12]),

Seff =− i (Tr lnS−1
0 − Tr lnG−1

N )

+ N̄GNN +

∫

d4x

[

−(Σ2 + π2)

4Gπ

+
ω2

4Gω

+
ρ2

4Gρ

]

, (D.15)

where we have substituted the scalar, pseudoscalar, vector and pseudovector

meson fields (i.e. θα → Σ, π, ω and ρ) which are determined within the mean

field approximation, as explained in the text.



E

Quark Matter Derivations

E.1 Effective Potential

The NJL Lagrangian density is given by Eqns. (3.14)-(3.18). In quark matter

the terms associated with meson exchange and axial vector diquark condensation

are zero. Using Nambu-Gorkov formalism [175,176], the quark fields are written

as,

Ψ =
1√
2

(

ψ

Cτ2ψ̄
T

)

, Ψ̄ =
1√
2

(

ψ̄, −ψT τ2C
−1
)

,

where C = iγ0γ2. Introducing the quark and isospin chemical potentials,

µq = (µu + µd)/2 and µI = (µu − µd)/2, for quark matter, it is sufficient to use

the Lagrangian density,

L = Ψ̄(i∂/−m+ γ0σ3µq + γ0τ3µI)Ψ +Gπ(Ψ̄Ψ)2 +Gs(Ψ̄iγ5σ1β1Ψ)2. (E.1)

To obtain the effective action one may use the functional integration techniques

outlined in Appendix D. An equivalent procedure is to subtract terms of the

form,

(2GαΨ̄ΓαΨ + bα)2/4Gα, (E.2)

which are equal to zero, since we require that the auxiliary fields, bα, satisfy the

constraints ∂L/bα = 0. In this way the 4-fermi interaction terms are eliminated

from Eqn. (E.1). In particular, by subtracting

(2GπΨ̄Ψ + Σ)2/4Gπ and (2GsΨ̄iγ5σ1β1Ψ + ∆̂)2/4Gs, (E.3)

the Lagrangian density simplifies to,

L = Ψ̄(i∂/−m+ γ0σ3µq + γ0τ3µI − Σ− iγ5σ1β1∆̂)Ψ− Σ2

4Gπ
− ∆̂2

4Gs
(E.4)

≡ Ψ̄S−1Ψ− (M −m)2

4Gπ

− ∆̂2

4Gs

. (E.5)

Taking into account the Dirac structure, colour, flavour and Nambu-Gorkov

components, S−1 is a 48×48 matrix. Integrating over the quark fields gives rise
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to the usual trace log term in the effective action (where the trace has to be

evaluated over each component of the 48 dimensional space),

Seff = − i
2
Tr ln S−1 −

∫

d4x

[

(M −m)2

4Gπ

+
∆̂2

4Gs

]

. (E.6)

Note that the effective potential satisfies the expression, Seff = −
∫

d4x V .

Thus the quark loop term is given by,

Vl =
i

2

∫

d4p

(2π)4
Tr ln S−1 (E.7)

=
i

2

∫

d4p

(2π)4
Tr ln

[

p/−M + γ0(σ3µq + τ3µI)− iγ5σ1β1∆̂
]

. (E.8)

Using σ1 and σ3 as defined in Appendix A,

Vl =
i

2

∫

d4p

(2π)4
Tr ln

[

p/−M + γ0(µq + τ3µI) −iγ5β1∆̂

−iγ5β1∆̂ p/−M − γ0(µq − τ3µI)

]

.

(E.9)

We simplify this expression using the relation,

Tr ln

(

A B

C D

)

= Tr ln(−BC +BDB−1A). (E.10)

Note that β2
1 = 3/2 diag(0, 1, 1) = 3/2 C1 and we define ∆ =

√

3/2 ∆̂. For the

integrand we obtain,

Tr ln
[

∆2C1 + (−p/−M + γ0(µq − τ3µI)) (p/−M + γ0(µq + τ3µI))
]

(E.11)

= Tr ln [∆2C1 − p/2 +M2 + µ2
q − µ2

I

− µq(p/γ0 − γ0p/)− τ3µI(p/γ0 + γ0p/)− 2Mγ0µq] (E.12)

= Tr ln [∆2C1 − p/2 +M2 + µ2
q − µ2

I

− µq(−2γ3γ0p
3)− τ3µI(2p0)− 2Mγ0µq] (E.13)

where we have used p/γ0 − γ0p/ = −2γ3γ0p
3 and p/γ0 + γ0p/ = 2p0. Note that

p/2 = p2 = p0
2 − ~p 2. Taking ~p = (0, 0, p) we have,

Tr ln [∆2C1 − p2
0 + p2 +M2 + µ2

q − µ2
I

+ 2µqγ
3γ0p− 2τ3µIp0 − 2Mγ0µq]. (E.14)

The trace over isospin is simplified by the relation,

TrI ln

[

a + b 0

0 a− b

]

= ln DetI

[

a + b 0

0 a− b

]

= ln (a2 − b2). (E.15)
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In this case,

a = ∆2C1 − (p2
0 + µ2

I) + p2 +M2 + µ2
q + 2µqγ

3γ0p− 2Mγ0µq, (E.16)

b = −2µIp0 (E.17)

and the integrand for Eqn. (E.9) becomes,

Tr ln
[

∆2C1 − (p0 + µI)
2 + E2

p + µ2
q + 2µq(pγ

3γ0 −Mγ0)
]

+ Tr ln
[

∆2C1 − (p0 − µI)
2 + E2

p + µ2
q + 2µq(pγ

3γ0 −Mγ0)
]

, (E.18)

where Ep =
√

p2 +M2. Finally, using the explicit representations for γ0 and γ3

given in Appendix A and using C1 = diag(0, 1, 1), it is straightforward to take

the trace over Dirac and colour space. We get a factor of 2 from the Dirac trace

and Eqn. (E.18) reduces to,

2 Trc ln
[

(∆2C1 − (p0 + µI)
2 + E2

p + µ2
q)

2 − 4E2
pµ

2
q

]

+ (µI → −µI) term

= − 2
[

2 ln ((p0 + µI)
2 − (Ep + µq)

2 −∆2)

+ 2 ln ((p0 + µI)
2 − (Ep − µq)

2 −∆2)

+ ln ((p0 + µI)
2 − (Ep + µq)

2)

+ ln ((p0 + µI)
2 − (Ep − µq)

2)
]

+ (µI → −µI) terms. (E.19)

The four (µI → −µI) terms come from the second term in Eqn. (E.18). Defining

ε±(p) =
√

(Ep ± µq)2 + ∆2 and E± = |Ep ± µq|, this expression can be written

in a more compact form. Note that,

ln [(p0 + µI)
2 − ε2

+] + ln [(p0 − µI)
2 − ε2

+] (E.20)

= ln [(p0 + µI + ε+)(p0 + µI − ε+)(p0 − µI + ε+)(p0 − µI − ε+)] (E.21)

= ln [p2
0 − (ε+ + µI)

2] + ln [p2
0 − (ε+ − µI)

2], (E.22)
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so we may rearrange the terms to obtain,

Vl = i

∫

d4p

(2π)4

∑

α=±

[

2 ln (p2
0 − (ε± + µI)

2) + 2 ln (p2
0 − (ε± − µI)

2)

+ ln (p2
0 − (E± + µI)

2) + ln (p2
0 − (E± − µI)

2)

]

(E.23)

= 2i

∫

d4p

(2π)4

∑

α=±

[

ln

(

p2
0 − (ε± + µI)

2

p2
0 − (E± + µI)2

)

+ ln

(

p2
0 − (ε± − µI)

2

p2
0 − (E± − µI)2

)]

+ 3i

∫

d4p

(2π)4

∑

α=±

[

ln

(

p2
0 − (E± + µI)

2

)

+ ln

(

p2
0 − (E± − µI)

2

)]

(E.24)

= 2i

∫

d4p

(2π)4

∑

α=±

[

ln

(

p2
0 − (ε± + µI)

2

p2
0 − (E± + µI)2

)

+ ln

(

p2
0 − (ε± − µI)

2

p2
0 − (E± − µI)2

)]

+ 3i

∫

d4p

(2π)4

∑

α=±

[

ln

(

p2
0 − (E± + µI)

2

p2
0 − E2

p

)

+ ln

(

p2
0 − (E± − µI)

2

p2
0 −E2

p

)]

+ 12i

∫

d4p

(2π)4

[

ln (p2
0 − E2

p)

]

. (E.25)

We put the second integral in terms of up and down quark chemical potentials

using,

ln [p2
0 − (E± + µI)

2] + ln [p2
0 − (E± − µI)

2] (E.26)

= ln [(p0 + E± + µI)(p0 − E± − µI)(p0 + E± − µI)(p0 − E± + µI)] (E.27)

= ln [p0 − (Ep + µq + µI)
2] + ln [p0 − (Ep + µq − µI)

2] (E.28)

= ln [p0 − (Ep + µu)
2] + ln [p0 − (Ep + µd)

2]. (E.29)

Including the quark loop term and the last two terms in Eqn. (E.6) (where

∆ =
√

3/2∆̂), we derive the effective potential for quark matter (which has the

form V QM = V∆ + VQ + Vvac),

V QM = 2i

∫

d4p

(2π)4

∑

α=±

[

ln

(

p2
0 − (ε± + µI)

2

p2
0 − (E± + µI)2

)

+ ln

(

p2
0 − (ε± − µI)

2

p2
0 − (E± − µI)2

)]

+
∆2

6Gs

+ 3i

∫

d4p

(2π)4

∑

Q=u,d

[

ln

(

p2
0 − (Ep + µQ)2

p2
0 − E2

p

)

+ ln

(

p2
0 − (Ep − µQ)2

p2
0 − E2

p

)]

+ 12i

∫

d4p

(2π)4

[

ln (p2
0 − E2

p)− ln (p2
0 − E2

p0)

]

+
(M −m)2

4Gπ
− (M0 −m)2

4Gπ
.

(E.30)
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In the last line, we have subtracted the zero density (M = M0) contribution to

the vacuum term, Vvac. The first line corresponds to V∆, the contribution from

the gap. The second term, referred to as VQ, is simplified using the relation,

∫

dp0 ln

[

p2
0 − a2 + iǫ

p2
0 − b2 + iǫ

]

= 2πi
(

|a| − |b|
)

. (E.31)

Indeed, this term corresponds to the Fermi motion of the quarks,

VQ =3i

∫

d4p

(2π)4

∑

Q=u,d

[

ln

(

p2
0 − (Ep + µQ)2

p2
0 −E2

p

)

+ ln

(

p2
0 − (Ep − µQ)2

p2
0 −E2

p

)]

=− 3

∫

d3p

(2π)3

∑

Q=u,d

[

|Ep + µQ|+ |Ep − µQ| − 2Ep

]

=− 6

∫

d3p

(2π)3

∑

Q=u,d

Θ(µQ − Ep)(µQ − Ep). (E.32)

The contribution due to colour superconductivity in quark matter is given by,

V∆ = 2i
∑

α=±

∫

d4p

(2π)4

[

ln

(

p2
0 − (εα + µI)

2

p2
0 − (Eα + µI)2

)

+ ln

(

p2
0 − (εα − µI)

2

p2
0 − (Eα − µI)2

)]

+
∆2

6Gs

.

To evaluate the integral we note that,

2i

∫

d4p

(2π)4
F (p2

0, p) =
−2

(2π)4

∫ ∞

−∞

dp0

∫

d3p F (−p2
0, p) (E.33)

=
−2

(2π)4
2

∫ ∞

0

dp0 (4π)

∫ ∞

0

p2dp F (−p2
0, p) (E.34)

=
−1

(π)3

∫ ∞

0

dp0

∫ ∞

0

p2dp F (−p2
0, p). (E.35)

We use the proper-time replacement (Eqn. (B.18)) for the log terms. Setting

the infra-red cut-off to zero, the integral is given by,

∑

α=±

1

(π)3

∫ ∞

0

dp0

∫ ∞

0

p2dp

∫ ∞

1
ΛUV

2

dτ

τ

[

e−τ(p2
0+(εα+µI )2) − e−τ(p2

0+(Eα+µI )2)

+ e−τ(p2
0+(εα−µI)2) − e−τ(p2

0+(Eα−µI)2)

]

(E.36)

We can not solve this numerically, since the integral over τ diverges. However, it
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can be solved after using partial integration over p0. That is, using the relation,

∫

dx
d

dx
(fg) =

∫

dx (f
dg

dx
) +

∫

dx (g
df

dx
), (E.37)

where x = p0, g = p0 and f is the integrand of Eqn. (E.36). Differentiating with

respect to p0 gives a factor of −2τp0 and we may now integrate over τ to obtain,

2

(π)3

∫ ∞

0

p2
0 dp0

∫ ∞

0

p2dp

[

F+ + F− − F0+ − F0−

]

(E.38)

where we have defined,

F± =
e−
(

p2
0+(ε±−µI)2

)

/Λ2
UV

p2
0 + (ε± − µI)2

. (E.39)

F0+ and F0− have the same form as F± except that ∆ = 0. At this point the

integrals still have divergences (i.e. zeros in the denominator which do not cancel

in the numerator). Using the identity p2
0/(p

2
0 + x2) = 1 − x2/(p2

0 + x2) and

making a subtraction at p0 = 0, we rearrange the integral so that all divergences

cancel. For example, the second term is expressed as,

2

(π)3

∫ ∞

0

p2
0 dp0

∫ ∞

0

p2dp
e−
(

p2
0+(ε−−µI)2

)

/Λ2
UV

p2
0 + (ε− − µI)2

=
2

(π)3

∫ ∞

0

p2
0 dp0

∫ ∞

0

p2dp

[

e−
(

p2
0+(ε−−µI)2

)

/Λ2
UV − (ε− − µI)

2

p2
0 + (ε− − µI)2

e−
(

p2
0+(ε−−µI )2

)

/Λ2
UV

]

=
2

(π)3

ΛUV

√
π

2

∫ ∞

0

p2dp

[

e−(ε−−µI)2/Λ2
UV

]

− 2

(π)3

∫ ∞

0

p2
0 dp0

∫ ∞

0

p2dp

[

(ε− − µI)
2

p2
0 + (ε− − µI)2

(

e−
(

p2
0+(ε−−µI )2

)

/Λ2
UV − e−

(

(ε−−µI )2
)

/Λ2
UV

)]

− 2

(π)3

π

2

∫ ∞

0

p2dp |ε− − µI | e−(ε−−µI )2/Λ2
UV . (E.40)
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Thus we derive the numerically integrable form,

V∆ =
2

π3

∑

α=±

[

ΛUV

√
π

2

∫ ∞

0

dp p2
(

e
−

(εα+µI )2

Λ2
UV + e

−
(εα−µI )2

Λ2
UV − e−

(Eα+µI )2

Λ2
UV − e−

(Eα−µI )2

Λ2
UV

)

−
∫ ∞

0

dp0

∫ ∞

0

dp p2

(

(εα + µI)
2

p2
0 + (εα + µI)2

(e
−

p2
0+(εα+µI )2

Λ2
UV − e−

(εα+µI )2

Λ2
UV )

+
(εα − µI)

2

p2
0 + (εα − µI)2

(e
−

p2
0+(εα−µI )2

Λ2
UV − e−

(εα−µI )2

Λ2
UV )

− (Eα + µI)
2

p2
0 + (Eα + µI)2

(e
−

p2
0+(Eα+µI )2

Λ2
UV − e−

(Eα+µI )2

Λ2
UV )

− (Eα − µI)
2

p2
0 + (Eα − µI)2

(e
−

p2
0+(Eα−µI )2

Λ2
UV − e−

(Eα−µI )2

Λ2
UV )

)

− π

2

∫ ∞

0

dp p2

(

|εα + µI |e
−

(εα+µI )2

Λ2
UV + |εα − µI |e

−
(εα−µI )2

Λ2
UV

− |Eα + µI |e
−

(Eα+µI )2

Λ2
UV − |Eα − µI |e

−
(Eα−µI )2

Λ2
UV

) ]

+
∆2

6Gs
. (E.41)

To avoid integrating over edges (discontinuous first derivatives), we split up the

integration ranges, depending on the values of µq, µI , M and ∆. The first inte-

gral is OK, as is the double integral. In the second to last line edges occur when

p equals
√

(µq −
√

µ2
I −∆2)2 −M2,

√

µ2
q −M2 and

√

(µq +
√

µ2
I −∆2)2 −M2

(when these are real numbers, they define the integration ranges we use). Sim-

ilarly for the last two (∆ = 0) terms, the edges are at
√

(µq − |µI |)2 −M2,
√

µ2
q −M2 and

√

(µq + |µI |)2 −M2.

E.2 Baryon Density

The baryon density for quark matter is given by,

ρQM
B = −∂V

QM

∂µB
= −1

3

∂VQ

∂µq
− 1

3

∂V∆

∂µq
(E.42)
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The last term is evaluated using the same techniques as were used to obtain

Eqn. (E.41). Here we just quote the final result,

∂V∆

∂µq
= − 2

π3

∑

±

[

∫ ∞

0

dp0

∫ ∞

0

dp

p2

(

±(ε± + µI)(Eq(p)± µq)

ε±(p2
0 + (ε± + µI)2)

(e
−

p2
0+(ε±+µI )2

Λ2
UV − e−

(ε±+µI )2

Λ2
UV )

±(ε± − µI)(Eq(p)± µq)

ε±(p2
0 + (ε± − µI)2)

(e
−

p2
0+(ε±−µI )2

Λ2
UV − e−

(ε±−µI )2

Λ2
UV )

∓(E± + µI)(Eq(p)± µq)
E±(p2

0 + (E± + µI)2)
(e

−
p2
0+(E±+µI )2

Λ2
UV − e−

(E±+µI )2

Λ2
UV )

∓(E± − µI)(Eq(p)± µq)
E±(p2

0 + (E± − µI)2)
(e

−
p2
0+(E±−µI )2

Λ2
UV − e−

(E±−µI )2

Λ2
UV )

)

+
π

2

∫ ∞

0

dp p2

(

±sign[ε± + µI ](Eq(p)± µq)

ε±
e
−

(ε±+µI )2

Λ2
UV

±sign[ε± − µI ](Eq(p)± µq)

ε±
e
−

(ε±−µI )2

Λ2
UV

∓sign[E± + µI ](Eq(p)± µq)

E±

e
−

(E±+µI )2

Λ2
UV

∓sign[E± − µI ](Eq(p)± µq)

E±

e
−

(E±−µI )2

Λ2
UV

) ]

. (E.43)

The integrands in both the double integral and the single integral contain edges.

Again they occur when p equals
√

(µq −
√

µ2
I −∆2)2 −M2,

√

µ2
q −M2 and

√

(µq +
√

µ2
I −∆2)2 −M2 for the ∆ dependent terms. The (∆ = 0) terms con-

tain edges, at p equals;
√

(µq − |µI |)2 −M2,
√

µ2
q −M2 and

√

(µq + |µI |)2 −M2.

E.3 Charge Density

Including electrons, the charge density for quark matter is given by,

ρQM
c =

1

2
(ρQM

B + ρQM
I ) + ρe (E.44)

=
1

2
(ρQM

B − ∂V QM

∂µI

) + ρe (E.45)
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where
∂V QM

∂µI
=

∂VQ

∂µI
+
∂V∆

∂µI
(E.46)

The last term is evaluated using the same techniques as were used to obtain

Eqn. (E.41). Here we just quote the final result,

∂V∆

∂µI

= − 2

π3

∑

α=±

[

∫ ∞

0

dp0

∫ ∞

0

dp p2

(

εα + µI

p2
0 + (εα + µI)2

(e
−

p2
0+(εα+µI )2

Λ2
UV − e−

(εα+µI )2

Λ2
UV )

− εα − µI

p2
0 + (εα − µI)2

(e
−

p2
0+(εα−µI )2

Λ2
UV − e−

(εα−µI )2

Λ2
UV )

− Eα + µI

p2
0 + (Eα + µI)2

(e
−

p2
0+(Eα+µI )2

Λ2
UV − e−

(Eα+µI )2

Λ2
UV )

+
Eα − µI

p2
0 + (Eα − µI)2

(e
−

p2
0+(Eα−µI )2

Λ2
UV − e−

(Eα−µI )2

Λ2
UV )

)

+
π

2

∫ ∞

0

dp p2

(

εα + µI

|εα + µI |
e
−

(εα+µI )2

Λ2
UV − εα − µI

|εα − µI |
e
−

(εα−µI )2

Λ2
UV

− Eα + µI

|Eα + µI |
e
−

(Eα+µI )2

Λ2
UV +

Eα − µI

|Eα − µI |
e
−

(Eα−µI )2

Λ2
UV

) ]

. (E.47)

The integrands in both the double integral and the single integral contain edges.

Again for the ∆ dependent terms they occur at;
√

(µq −
√

µ2
I −∆2)2 −M2,

√

µ2
q −M2 and

√

(µq +
√

µ2
I −∆2)2 −M2.

And for the (∆ = 0) terms the edges are at;
√

(µq − |µI |)2 −M2,
√

µ2
q −M2 and

√

(µq + |µI |)2 −M2.



F

General Relativity

In general relativity, the curvature tensor (Ricci tensor) is given by,

Rµν = Γα
µα,ν − Γα

µν,α − Γα
µνΓ

β
αβ + Γα

µβΓβ
να, (F.1)

where the Christoffel symbols are defined by,

Γα
µν =

1

2
gαβ

(

∂

∂xν
gµβ +

∂

∂xµ
gνβ −

∂

∂xβ
gµν

)

. (F.2)

The contracted symbols are given by,

Γα
βα =

1

2
gµν ∂

∂xα
gµν . (F.3)

and the derivatives in Eqn. F.1 have the form,

Γα
µν, α =

∂

∂xα
Γα

µν . (F.4)

The metric for a spherically symmetric object is given by,

ds = −e2Φ(r)dt2 + e2Λ(r)dr2 + dθ2 + r2sin2θ dφ2 (F.5)

≡ gµνdx
µdxν . (F.6)

From this metric we identify the covariant components of the metric tensor,

gtt = −e2Φ(r), grr = e2Λ(r), gθθ = r2, gφφ = r2sin2θ. (F.7)

Spherical symmetry ensures that all the off-diagonal components are zero. The

contravariant components of the metric tensor are obtained using the relation,

gµαgνα = δµ
ν , (F.8)

where δµ
ν is the four-dimensional Kronecker delta. Using these expressions it is

simple to derive the Christoffel symbols (Eqn. F.2) and the derivatives used to

calculate each component of the curvature tensor (Eqn. F.1). The equations for

a spherically symmetric star (i.e. the TOV equations) follow from Eqns. (7.1)

and (7.2). For a derivation of the TOV equations, see Ref. [177].
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