Bayesian Networks for High-dimensional Data with Complex Mean Structure

Jessica E. Kasza

Thesis submitted for the degree of
Doctor of Philosophy
in
Statistics
at
The University of Adelaide
(Discipline of Statistics, School of Mathematical Sciences, Faculty of Engineering, Mathematical and Computer Sciences)

February 25, 2010
Contents

Abstract xi

Signed Statement xiii

Acknowledgements xiv

1 Introduction 1

2 Graph Theory and Graphical Modelling 5

  2.1 Required Graph Theory ............................................ 5
  2.2 Graphical Models ................................................... 8
    2.2.1 Conditional Independence ..................................... 9
    2.2.2 Markov Properties ............................................. 9
    2.2.3 Independence Graphs ........................................ 13
    2.2.4 Gaussian Graphical Models .................................... 14
    2.2.5 Directed Markov Properties .................................. 16
    2.2.6 Equivalence of Directed Acyclic Graphs ...................... 18
    2.2.7 Bayesian Networks .......................................... 19
    2.2.8 Linear Recursive Equations .................................. 20
2.3 Using Gaussian Graphical Models and Bayesian Networks to Model Genetic Regulatory Networks ................................ 23

3 Estimating Graphs for Gene Expression Data  ................................... 26
   3.1 The Bayesian Network Approach ........................................... 27
      3.1.1 Score-Based Methods ............................................ 28
      3.1.2 Constraint-Based Methods ..................................... 33
   3.2 The Gaussian Graphical Model Approach ......................... 33
      3.2.1 Limited-Order Partial Correlation-Based Methods ............... 34
      3.2.2 Shrinkage-Based Methods ..................................... 35
      3.2.3 Other Methods .................................................. 36
   3.3 High-Dimensional Bayesian Covariance Selection ................... 37
      3.3.1 Construction of the High-dimensional Bayesian Covariance Selection Score Metric ........................................ 38
      3.3.2 Posterior Distributions ........................................ 42
      3.3.3 The High-dimensional Bayesian Covariance Selection Algorithm .... 43
      3.3.4 The High-dimensional Bayesian Covariance Selection Program ...... 48
   3.4 Extensions and Use of the Methods ...................................... 49

4 Score Metrics for Data Sets with Complex Mean Structures  ................................... 50
   4.1 Motivation for the Inclusion of Complex Mean Structures ............... 50
   4.2 Derivation of the Score Metric ........................................ 54
      4.2.1 Assuming $\phi_i$ known: Derivation of $S_1$ .................. 57
      4.2.2 Assuming $b_i$ vary as $\gamma_i$: Derivation of $S_2$ ................ 59
      4.2.3 Assuming $\phi_{ij}^{\frac{1}{2}} \sim \text{Uniform (0, } \kappa)$: Derivation of $S_3$ ............ 62
B Random Effects Code

B.1 Code for $S_1$ ............................................. 185

B.2 Code for $S_4$ ............................................. 192

B.3 Posterior Sampling Code .................................. 200

   B.3.1 Posterior sampling when $\phi$ fixed ....................... 200

   B.3.2 Posterior sampling when $\phi_i = v^{-1}\psi_i$ ............. 201

   B.3.3 Posterior sampling when $\phi_i^{1/2} \sim \text{Uniform}(0, \kappa)$ 202

C Grape Gene Data ............................................ 204

   C.1 Boxplots of Gene Expression Levels ....................... 204

   C.2 Differences Between Vineyards ............................ 206

   C.3 Regressing the Gene Expressions on Temperature ............ 211

Bibliography ................................................... 236
List of Figures

2.1 An undirected graph, discussed in Example 2.1 ............................. 7

2.2 The graphs discussed in Example 2.2. ........................................... 8

7.1 The connected component of the directed acyclic graph of Example 7.3 . . 97

7.2 The connected components of the Bayesian network for Example 7.6, taking
the covariates as vertices in the network. ................................. 105

7.3 Histograms of the samples from the marginal posterior distribution of $b_{11}$, $\psi_1$,
$b_{71}$, $\psi_7$ ................................................................. 123

7.4 Medians and 90% posterior intervals for $b_{11}|x_1$, $\psi_1|x_1$, and $\phi_1$ when $x_1$ is
generated under $M_1$. .................................................... 124

7.5 Medians and 90% posterior intervals for $b_{71}|x_7$, $\psi_7|x_7$, and $\phi_7$ when $x_7$ is
generated under $M_1$. .................................................... 125

7.6 Histograms of the samples from the marginal posterior distribution of $b_{51}$, $\psi_5$,
$b_{11,1}$, $\psi_{11}$ ............................................................... 127

7.7 Medians and 90% posterior intervals for $b_{51}|x_5$, $\psi_5|x_5$, and $\phi_5$ when $x_5$ is
generated under $M_2$. .................................................... 128

7.8 Medians and 90% posterior intervals for $b_{11,1}|x_{11}$, $\psi_{11}|x_{11}$, and $\phi_{11}$ when $x_{11}$
is generated under $M_2$. .................................................... 129

7.9 Histograms of the samples from the marginal posterior distribution of $b_{61}$, $\psi_6$,
$\phi_6$, $b_{17,1}$, $\psi_{17}$, $\phi_{17,1}$. ............................................... 130
7.10 Medians and 90% posterior intervals for \( b_{61} | x_6, \psi_6 | x_6, \) and \( \phi_6 \) when \( x_6 \) is generated under \( M_3 \).

7.11 Medians and 90% posterior intervals for \( b_{17,1} | x_{17}, \psi_{17} | x_{17}, \) and \( \phi_{17} \) when \( x_{17} \) is generated under \( M_3 \).

8.1 A schematic representation of the development of grape berries.

8.2 The moral version of the highest-scoring graph obtained for the grape genes, when vineyard and temperature are not accounted for.

8.3 The temperatures at each vineyard at the times leading up to the picking of the grapes.

8.4 Histogram of the adjusted \( r^2 \) s.

8.5 Histograms of the marginal standard deviations of the grape gene expression levels and the residual standard errors after regressing the expression levels on temperature and vineyard.

8.6 Scatterplots of the residuals after fitting the above model, with vineyard, main temperature and two-way temperature interaction effects for some pairs of genes.

8.7 The moral graphs of the highest-scoring Bayesian networks found for the grape genes, when the residual approach is taken.

8.8 The moral graphs of the highest-scoring Bayesian networks found for the grape genes, when the residual approach is taken.

8.9 The moral graphs of the highest-scoring Bayesian networks found for the grape genes when \( S_2 \) is used, for different values of \( \upsilon \).

8.10 The moral graphs of the highest-scoring Bayesian networks found for the grape genes, when a combination of the residual approach and \( S_2 \) is used, for different values of \( \upsilon \).

8.11 Connected components of Figure 8.8(b), with gene names included.

8.12 Scatterplots of the expression levels of some of the probes coding for the same genes.
8.13 90% posterior intervals for $\psi_i$, $i = 1, 2, \ldots, 26$, generated given the Bayesian networks found assuming $\nu = 0.5, 1, 10$. ........................................ 169

8.14 90% posterior intervals for $b_{1i}^V$, $i = 1, 2, \ldots, 26$, the effect of the Clare vineyard on the expression level of gene $i$. ........................................ 170

8.15 90% posterior intervals for $b_{2i}^V$, $i = 1, 2, \ldots, 26$, the effect of the Wingara vineyard on the expression level of gene $i$. ........................................ 171

8.16 90% posterior intervals for $b_{3i}^V$, $i = 1, 2, \ldots, 26$, the effect of the Willunga vineyard on the expression level of gene $i$. ........................................ 173

C.1.1 Boxplots of the expression levels of genes 1 to 9 for grapes sampled at each of the vineyards. ........................................ 204

C.1.2 Boxplots of the expression levels of genes 10 to 18 for grapes sampled at each of the vineyards. ........................................ 205

C.1.3 Boxplots of the expression levels of genes 19 to 26 for grapes sampled at each of the vineyards. ........................................ 205
List of Tables

7.1 Summary of the results obtained when $S_0$ is applied to data sets simulated according to Examples 7.1–7.6. ................................................................. 101
7.2 Mean and standard deviation of the number of edges in the highest-scoring network when data sets from Example 7.5 are analysed in halves. ........... 102
7.3 Mean and standard deviation of the number of edges in the highest-scoring networks when covariates are included as vertices in the analysis of Example 7.6. ......................................................... 103
7.4 Mean and standard deviation of the number of edges in the highest-scoring networks when covariates are included as vertices in the analysis of Example 7.6, $\beta = 0.9$. ................................................................. 104
7.5 Summary of the results obtained when the residual approach is applied to data sets simulated according to Examples 7.4–7.6. ............................. 106
7.6 Summary of the results obtained when the residual approach is applied to data sets simulated according to Examples 7.1–7.3. ............................. 106
7.7 Summary of the results obtained when $S_1$ is applied to data sets using the true value of $\phi$ and quadrature of size 50. ...................................................... 109
7.8 Mean and standard deviation of the number of edges found in the analysis of data sets from Example 7.4 using $S_1$. ...................................................... 109
7.9 Mean and standard deviation of the number of edges found in the analysis of data sets from Example 7.6 using $S_1$. ...................................................... 110
7.10 Mean and standard deviation of the number of edges in the highest scoring networks found when the data sets generated by taking $\phi_i = \psi_i$ are analysed using $S_0$. ........................................ 112

7.11 Mean and standard deviation of the number of edges in the highest scoring networks found when the data sets generated by taking $\phi_i = \psi_i$ are analysed using $S_2$. ........................................ 113

7.12 Mean and standard deviation of the number of edges in the highest-scoring graphs found through the application of $S_2$ for varying values of $\nu^*$. .......... 114

7.13 Mean and standard deviation of the number of edges in the highest-scoring Bayesian networks for data sets generated from Example 7.7. ............. 118

8.1 Grape heat shock genes. ................................................. 139

8.2 Summaries of the highest-scoring graphs found for the grape genes .... 162

8.3 Parents of each gene in the highest-scoring Bayesian networks found using a combination of $S_2$ and the residual approach. ............................... 167
Abstract

In a microarray experiment, it is expected that there will be correlations between the expression levels of different genes under study. These correlation structures are of great interest from both biological and statistical points of view. From a biological perspective, the identification of correlation structures can lead to an understanding of genetic pathways involving several genes, while the statistical interest, and the emphasis of this thesis, lies in the development of statistical methods to identify such structures. However, the data arising from microarray studies is typically very high-dimensional, with an order of magnitude more genes being considered than there are samples of each gene. This leads to difficulties in the estimation of the dependence structure of all genes under study. Graphical models and Bayesian networks are often used in these situations, providing flexible frameworks in which dependence structures for high-dimensional data sets can be considered.

The current methods for the estimation of dependence structures for high-dimensional data sets typically assume the presence of independent and identically distributed samples of gene expression values. However, often the data available will have a complex mean structure and additional components of variance. Given such data, the application of methods that assume independent and identically distributed samples may result in incorrect biological conclusions being drawn. In this thesis, methods for the estimation of Bayesian networks for gene expression data sets that contain additional complexities are developed and implemented. The focus is on the development of score metrics that take account of these complexities for use in conjunction with score-based methods for the estimation of Bayesian networks, in particular the High-dimensional Bayesian Covariance Selection algorithm.

The necessary theory relating to Gaussian graphical models and Bayesian networks is reviewed, as are the methods currently available for the estimation of dependence structures
for high-dimensional data sets consisting of independent and identically distributed samples. Score metrics for the estimation of Bayesian networks when data sets are not independent and identically distributed are then developed and explored, and the utility and necessity of these metrics is demonstrated. Finally, the developed metrics are applied to a data set consisting of samples of grape genes taken from several different vineyards.
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