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Abstract

This dissertation presents and discusses new design techniques for mixed analog-digital
circuits with emphases on low power and small area for standard low-cost CMOS VLSI
technology. The application domain of the devised techniques is radio frequency identifi-
cation (RFID) systems, however the presented techniques are applicable to wide range of
mixed mode analog-digital applications. Hence the techniques herein apply to a range of
smart wireless or mobile systems. The integration of both analog and digital circuits on
a single substrate has many benefits such as reducing the system power, increasing the
system reliability, reducing the system size and providing high inter-system communica-
tions speed — hence, a cost effective system implementation with increased performance.
On the other hand, some difficulties arise from the fact that standard low-cost CMOS
technologies are tuned toward maximising digital circuit performance and increasing tran-
sistor density per unit area. Usually these technologies have a wide spread in transistor
parameters that require new design techniques that provide circuit characteristics based
on relative transistor parameters rather than on the absolute value of these parameters.

This research has identified new design techniques for mostly analog and some digital
circuits for implementation in standard CMOS technologies with design parameters de-
pendent on the relative values of process parameters, resulting in technology independent
circuit design techniques. The techniques presented and discussed in this dissertation
are (1) applied to the design of low-voltage and low-power controlled gain amplifiers, (1)
digital trimming techniques for operational amplifiers, (iii) low-power and low-voltage
Schmitt trigger circuits, (7v) very low frequency to medium frequency low power oscil-
lators, (v) low power Gray code counters, (vi) analog circuits utilising the neuron MOS
transistor, (vii) high value floating resistors, and (viii) low power application specific in-
tegrated circuits (ASICs) that are particularly needed in radio frequency identification
systems. The new techniques are analysed, simulated and verified experimentally via five
chips fabricated through the MOSIS service.
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Chapter

Introduction and Motivation

HE aims of this research are to present and discuss new design tech-
niques for mixed analog-digital circuits. The new techniques can be
used to improve system performance through circuit design. The ap-
plicable performance criteria are in terms of power consumption and silicon
real estate area. The presented techniques are relevant to a wide range of
applications, however the research focus is directed toward mobile systems
and more specifically toward the transponder part of the RFID system. This
part was targeted as it is the only mass produced part of the RFID system
and its power consumption and area have a great impact on the RFID system

performance and cost.

The presented techniques target standard low-cost CMOS technologies. The
new techniques rely on relative process parameters rather than the absolute
value of these parameters, resulting in designs that are robust against process
variation and temperature effects and can generally be scaled to future CMOS

technologies with minimal amount of effort.
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1.1 Mixed Signal Systems

1.1 Mixed Signal Systems

The great advances in integrated microelectronic technology have led to enormous progress
in a number of research areas such as wired and wireless communications, telemetry,
biomedical devices, optoelectronics, mechatronics, mobile computing, etc. These research
areas resulted in a large number of applications such as pocket calculators, personal com-
puters, mobile phones, wristwatches, hearing aids, pacemakers, etc. These applications
are examples where the advances in microelectronic technology have greatly influenced
human life.

The increasing demands for portable systems have led to an increased interest into
designing fully integrated systems that can sustain their operation for a long time using a
very small amount of power. The sources of energy for portable devices are from chemical
batteries or rectified from a radio frequency RF! source. Hence, mobile devices should
consume a very small amount of power and have a small form factor. The common
requirements of these devices are low cost, small size and reliable operation over a long
period of time. In [Al-Sarawi et al. 1998] — also listed in Appendix A - it has been shown
that three dimensional packaging integration does lead to increasing system reliability and
reducing its power and cost. For example, a 30-40 times reduction in size and weight is
achievable using 3-D technology compared to 2-D integration and 5-10 times improvement
in silicon efficiency [Ladd 1993]. Silicon efficiency refers to an efficient utilisation of real
estate area on a silicon dice. It has been reported in [Ramprasad et al. 1999, Chandrakasan
et al. 1992b] that more than 30% of a chip power is typically dissipated in the input/output
pins and drivers. Hence, by increasing the level of integration, more and more components
are integrated on the same substrate — resulting in designs dominated by interconnects,
while input/output pins are reduced. However, the complexity of the internal interconnect
increases according to Rent’s rule [Verplaetse 2001, Christie & Stroobandt 2000], which is
an experimental rule that presents a power law relationship between the average terminal
count Tp,, and the average module size B,,, obtained by a certain net cut minimising

method. The rule is written mathematically as

Towg = kB,

avg?

(1.1)

'Radio frequency (abbreviated RF, rf, or r.f.) is a term that refers to alternating current (AC) having
characteristics such that, if the current is input to an antenna, an electromagnetic (EM) field is generated
suitable for wireless broadcasting and/or communications. These frequencies cover a significant portion
of the electromagnetic radiation spectrum, extending from nine kilohertz (9 kHz), the lowest allocated

wireless communications frequency, to thousands of gigahertz (GHz) [Radio Frequency 2001].
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where k is the Rent coefficient, which corresponds to the average number of ports,
and p is the Rent exponent. A high value of p implies that the system has many global
interconnections and hence more complex interconnections. The value of p ranges from
0.47 for regular structures such as RAM to 0.75 for complex modules such as full custom
VLSI modules.

For example, a fully integrated digital radio has one RF interface pin and one analog
output. The total number of interface pins is reduced, while the internal interconnection
has increased dramatically. Hence, the amount of power dissipated in the input/output
pins is greatly reduced as the number of interface pins are greatly reduced compared to a
non-integrated system [Stroobandt 1999].

Mixed signal systems are designs that utilise both analog and digital representations
with optimum partitioning of the system to use either of these representations to achieve
the required performance specifications [Sanduleanu 1999, Reader et al. 2000, Gielen 1998|.
Such a concept is referred to in the literature in a number of ways such as analog and mixed
signal circuits [Hafed et al. 2002, Sajid et al. 2001}, mixed analog-digital design [Sansen
1998, Choi & Bampi 1999] and sometimes as analog-digital mixed design [Nagata &
Iwate 2000]. Even though in mixed signal systems the digital part usually dominates
in size, the analog part dominates the interface side as the world we live in is analog
in nature. To provide interfaces, analog circuits such as amplifiers, filters, analog-to-
digital converters (ADC) and digital-to-analog converters (DAC) are commonly used. As
demand for the digital part is increasing, fabrication foundries tend to optimise their
process for digital circuit fabrication by scaling their fabrication processes. This has
resulted in improvements in digital circuitry performance but with adverse effect on analog
functionality. The aim of this research is to devise new design techniques for mixed
signal circuits in standard complementary metal oxide semiconductor field effect transistor
(CMOS) technology to provide improvements in the performance of portable systems in
terms of cost, power consumption and reliability. The term ‘standard CMOS technology’
refers to a CMOS technology with no special elements, devices or fabrication steps.

CMOS technology is the most widely accepted microelectronic fabrication technology.
This technology was accepted because it not only provides the low cost and simple fabrica-
tion processing steps compared to other technologies, such as GaAs and bipolar technolo-
gies, but also allows the integration of analog, digital and RF circuitries. More specifically
CMOS technology provides (1) very high density integration of digital circuitry, (2) ap-
proximately zero static power dissipation, (3) integration of analog and digital circuitry,
(4) integration of some RF circuitry, and (5) low fabrication cost. However, as CMOS

was originally developed for digital circuitry (and not for analog or RF circuitry) design
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techniques to address the potential integration of analog and RF circuitry become of crit-
ical importance in mixed signal systems. It has become a major research activity lately
to develop new design techniques to integrate analog and RF circuitry using CMOS tech-
nology — this is highlighted in the review paper by Takagi [2001]. Takagi’s paper, which
surveyed more than 200 articles, reviews analog circuit research in the 1990’s from an
academic viewpoint with emphases on what will become important in the 21st century.
The frequency range of interest from this research point of view extends from the audio
frequency range up to hundreds of megahertz.

CMOS technology provides a number of basic components for system designers. Such
components are nMOS and pMOS transistors, capacitors, resistors and inductors. The
last two components are costly to integrate as they suffer from a wide spread in parameters
in the case of resistors, while providing a very low quality factor @) in the case of inductors,
in addition to the large area requirements of these elements. The application domain for
this research is radio frequency identification systems, however the developed techniques
are generic and can readily be applied to applications such as artificial vision, biomedical

devices and neural networks.

1.2 Low Power Mixed Signal Technology

In mixed signal applications it is necessary to reduce the power dissipation, hence reducing
thermal management problems, of both the analog and the digital parts of the system,
even when the source of power is not a battery. In this research, the definition of low
power is adopted from Sanduleanu [1999], which defines a low power analog circuit as
“the design within the specifications with the minimum possible power consumption by
using the most efficient architecture.” Power reduction in mixed signal applications can
be achieved at a number of levels [Lidsky & Rabaecy 1994, Chandrakasan et al. 1992a].

These levels are

o Fabrication Process Level: This is achieved by the development of devices that
have high driving current, multiple threshold voltages, small geometries and reduced
parasitics. Power reduction at this level has led to the development of new devices
such complementary GaAs and Silicon on Sapphire to reduce the power consumption

level.
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Table 1.1. The research contributions for low power mixed signal design techniques. The

techniques are sorted according to the power reduction level they are targeting.

Mixed Signal Low Power Design Techniques

Fabrication

Process Level

Circuit

Level

Architecture

Level

Algorithmic

Level

Devices

Controlled Conductance

New AC Coupling

Grounded Resistors to

Floating Equivalent

Topology for Converting

Controlled Current Bleed

ing

Techniques

Digital Trimming

for Opamps

Mixed Signal Neuron MOS

Gray Code Generation
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e Circuit Level: This level involves the development of circuit techniques to min-
imise number of devices, switching activity and supply voltage. This is achieved
through the development of new logic style in case of digital circuits such as com-
plementary pass transistor logic CPL [Munteanu et al. 2000] and charge recycling
clocking for adiabatic logic [Psilogeorgopoulos et al. 2000] and new circuits tech-
niques for the analog part. This research focuses on power reduction by addressing

mostly this level of power reduction.

e Architectural Level: This involves the use of architectures that utilise parallelism
and/or pipelining [Badawy & Bayoumi 2002], power management techniques and
the reduction of number of busses [Chandrakasan et al. 1992a]. This approach

resulted in a trade-off between hardware size and power reduction level.

e Algorithmic Level: This involves the trade-off between hardware size and soft-
ware coding, development of codes for minimum switching activity [Ramprasad
et al. 1999] and critical path reduction [Rabaey et al. 1995].

The supply voltage for CMOS circuits is a critical parameter in power reduction of
mixed analog-digital circuits. It has been demonstrated in [Stan 2001, Bhavnagarwata
et al. 1998, Chandrakasan et al. 1992b] that a sub-one volt supply voltage can be used for
digital circuits. However, the supply voltage for analog circuits should be sufficiently large
to enable the operation of CMOS circuits at satisfactory speed with good dynamic range
of operation. The minimum supply voltage for analog circuits should be greater than the
sum of the input signal voltage swing Viying and the MOS transistor threshold voltage
Vin and the overdrive voltage for MOSFET [Bult 1999, Castello et al. 1995]. The supply
voltage requirement depends on the circuit’s (a) topology, (b) type and (c) specifications.
For example, the reference voltage for the ADC reference circuits shown in Figure 1.1
is 3 times the drain saturation voltage Vjq plus one Vi, plus the input signal swing.
However, if the circuit is a folded cascode operational amplifier the minimum supply
voltage required is 4 times of Vj 4 [Bult 1999]. In a basic current cell for a DAC, the
minimum supply voltage is 3 times of Vj 4. If the maximum input signal swing for these
circuits is in the order of 1.25 Volt, V44 is in the order of 250 mV, and the threshold
voltage is in the order of 750 mV, then the minimum supply voltage for the ADC reference
circuit is 3 Volt, 2.25 Volt for the operational amplifier and 2.0 Volt for DAC basic cell.

The previous examples illustrate that the supply voltage is function of the circuit’s
topology, type and specifications. Accordingly, a 3 Volt supply is high enough to enable

the integration of different types of analog circuit within a digital environment. Another
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Vdd

Vsi gnal

Figure 1.1. Voltage headroom for various analog circuits modules. The voltage headroom for
the ADC reference circuit in (a) is 3V sqt plus Vip, for the folded cascode amplifier in
(b) is 4V sat, while for the DAC basic current cell in (c) is 3Vy,sat-

factor that has strengthened the argument for around a 3 Volt supply is the battery
technology. As these devices come in primary cells with nominal voltages ranging from
1.2 to 3.6 Volts as shown in Table 1.2, so only specific values of voltage can be used.
Consequently, analog designers find themselves obliged to design analog circuits operating
at lower supply voltages to cope with the supply voltage scaling of digital circuits, allowing
analog circuit integration with digital circuits on the same substrate using a unified supply
voltage. In contrast to digital circuits, supply voltage reduction of analog circuits can

result in further power dissipation. This is because lower supply voltage tends to decrease
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Table 1.2. A list of nominal voltages for various chemical battery technologies. The list shows

values of nominal voltage around 1.2 V, 2.3 V, and 3.3 V

Chemical Technology | Nominal voltage, Volt

Lilon 3.6
Li Metal 3.0 3.0
NiCAD 1.2
NiMH 1.2
Rechargeable Alkaline 1.4
NiZn 1.65
Supercapacitor 2.3

the performance of the analog circuits and in order to maintain the same speed, gain and

linearity the trade-off is an unfortunate increase in power dissipation.

1.3 Problem Definition

Mixed analog-digital circuits specifications are a function of the targeted application and
technology. Hence a unified design technique to implement such circuits is not possible,
so the research question is “given a collection of commonly used mixed signal circuit
modules, is it possible to come-up with new design techniques for mixed signal modules
with emphasis on low power, small area and robustness against process variation?” The
answer to this question involves a number of issues. that include: What is the targeted
application? What is the targeted technology? What are the common mixed signal
modules that are commonly needed in mixed signal systems? What are these techniques
and at what level they would reduce the system power? Is it possible to devise circuit
techniques that are robust against process variation? And how?

In this research the targeted application is in the area of radio frequency identification
systems (RFID) with emphasis on the transponder part. RFID is defined in [RFID 2002]
as “a technology that incorporates the use of electromagnetic or electrostatic coupling in
the radio frequency (RF) portion of the electromagnetic spectrum to uniquely identify an
object, animal, or person. RFID is coming into increasing use in industry as an alternative
to the bar code.” The reason for concentrating on the transponder part is because it is
portable and has to sustain its operation as long as possible using a low cost battery. This
type is usually referred to as an active transponder. If the power source is a rectified signal

from an RF source or a photocell, the transponder is referred to as passive transponder.
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The common requirements of such systems are a fully integrated system with minimal or
no external components connected to the transponder chip, requiring very small silicon
area and operating at very low power levels. The targeted technology is CMOS.

The common modules that are needed in RFID systems are also common to other
mixed signal applications. These modules are discussed in detail in the following section.
Furthermore, new techniques to reduce power consumption at the process fabrication,
circuit, architectural and algorithmic levels are discussed in this thesis. At the process
fabrication level new device configurations that can be constructed in standard CMOS
technology are utilised in the design of low power mixed analog circuits with high preci-
sion. At the circuit level the power dissipation is reduced for mixed signal applications
through new techniques that reduce the short circuit current and the dynamic power
consumptions. At the architectural level, new techniques for circuit real estate reduction
and improvements that allow accurate circuit implementation, by exploiting capacitor or
current ratios, are presented and discussed. Also the presented techniques can be used in
building basic elements for building power management components that shut down parts
of a mixed signal system, when these parts are inactive, leading to further power reduc-
tion. At the algorithmic level, new techniques to design counting circuits with minimum
switching noise and activity are presented and discussed.

In order for the devised techniques to be less susceptible to process variations, the new
techniques depend on the relative transistor parameters rather than on the absolute value
of these parameters and should be insensitive to second order effects of the transistors such
as channel length modulation, mobility reduction and velocity saturation. Furthermore,
in some of techniques discussed in this research, the sub-threshold region of operation is

utilised to achieve low power operation based on matched transistors.

1.4 Common Mixed Analog-Digital Components

The common digital components needed in mixed mode analog-digital systems are the
basic logic functions such as AND, OR, NAND, NOR, XOR, etc. Other sub-modules
such as latches, flip-flops, adders, multipliers and digital signal processors (DSP) can be
either constructed from the basic digital modules or are provided as basic modules as it is
the case with some field programmable gate array (FPGA) [Dent 2001, Semiconductor
Design Solutions 2002] or standard cell design [Youngkou et al. 1999]. In order to identify
the analog blocks or subsystems that are commonly needed in mixed analog and digital
systems, a survey was conducted based on text books [Razavi 2001, Gray et al. 2000,
Huijsing et al. 1997, Michael et al. 1994, Gray & Meyer 1993, Allen & Jolberg 1987,
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Soclof 85], papers [Sanz et al. 2001, Johns et al. 1999, Kaminska et al. 1997, Chow 1994]
and research monographs [The Center for Integrated Space Microsystems 2002, Integrated
MicroSystems Laboratory 2002] on analog circuit design and common modules provided
in commercial field programmable analog array (FPAA) such as Anadigm?, SIDSA3 and
Lattice Semiconductor? — in addition to modules that are needed in the current application

domain. These blocks and subsystems are:

o Amplification Circuits: These circuits are commonly designed using operational
amplifiers and used as the basic generic component in designing most of the needed

modules.

e Data Converters: Analog-to-digital and digital-to-analog data converters used as
the interface between the analog and digital domains. The basic component in the
ADC is a high precision comparator with low offset voltage, while high precision

switched current mirrors are the basic components for the DAC.

* Reference Bias Generators: Various type of current and voltage generators are

needed, specially bandgap reference circuits.

e Phase Locked Loop: PLLs are commonly used for clock recovery from streamed

input data.
¢ Oscillatory Circuits: Stable clock and timing signals with low phase noise.

e Analog Switches: This component is used to multiplex and demultiplex analog

signals between the different modules.

e Analog Buffers: This component is used to buffer analog signals and facilitate

inter- and intra-chip communication.

The first two items in the above list are the most common blocks in field programmable
analog arrays (FPAA) [Ganesan & Vemuri 1999] with an additional on-chip memory
[Klingenbeck 2000] or filters elements [Pankiewicz et al. 2001].

Based on the survey, the following modules were identified as the basic modules that

are required to design low power mixed analog-digital systems:

%http://www.anadigm.com
®http://www.sidsa.es/fipsoc.htm
“http://www.latticesemi.com
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e Amplifiers with controlled gain are commonly needed in portable devices where
the gain is either set by controlling transistor geometry or controlled as function of
auxiliary digital controlling inputs. Both of these types are important because they
allow accurate control of the amplifier gain and the control of this gain after the
circuit fabrication. Chapter 2 of the thesis is dedicated to new design techniques for
controlled gain amplifiers in which the gain is controlled by designing the transistor
geometries used in the amplifier. A family of amplifier circuits is presented, with
one of these circuits resembling a true low power amplifier. Measured results are

also presented as part of that chapter.

e High Precision Operational Amplifiers with very low offset voltage are very
important common modules. Chapter 3 is dedicated to new design techniques to
digitally trim the offset voltage of an operational amplifier whether 1t is operating
in the strong or sub-threshold region of operation. These techniques are applied to
the design of high performance comparators with very low offset voltage. Measured
results from fabricated test modules show the effectiveness of the techniques in

trimming the offset voltage after the amplifier fabrication.

e Schmitt Trigger Circuits have been around since 1938 when Otto Schmitt im-
plemented the first prototype. However, the problem of large current consumption
of these circuits has not been addressed in the literature [Nagaraj & Satyam 1981,
Steyaert & Sansen 1986, Dokic et al. 1988, Enning 1990, Pfister 1992, IBM 1986,
Dokic 1996, Ramkumar & Nagaraj 1985, Bundalo & Dokic 1989, Ramkumar &
Nagaraj 1985, Ramkumar & Satyam 1989]. As this circuit is one of the basic mod-
ules in many integrated oscillator designs, new design techniques for a number of
families of Schmitt trigger circuits are presented and discussed in Chapter 4. Some
members of these families represent true very low power Schmitt trigger circuits

with a very small amount of current drawn from the power supply.

e Mixed Signal Design using Neuron-MOS Transistor is a new interesting
research area [Shibata & Ohmi 1991, Shibata & Ohmi 1992a, Shibata & Ohmi 1993,
Kosaka et al. 1995, Ohmi & Shibata 1994, Ishii et al. 1992, Weber et al. 1996, Shibata
& Ohmi 1992b, Yang & Andreou 1994]. As transistor scaling is approaching the
physical limit set by the atom size, the common trend is to move from VLSI to
ultra large-scale integration (ULSI) technology, where the inferest is to increase
functional density rather than the transistor density per unit area. The neuron-MOS

transistor or simply referred to as ¥YMOS, is a possible step toward ULSI technology.
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This transistor is more intelligent than the conventional MOS transistor in that the
switching of ¥MOS is a result of a weighted sum of the capacitively coupled input
signals to a floating gate. The structure of the device and its application in the

design of precision analog circuits are discussed in Chapter 5.

e Low Activity Counters such as Gray code counters are preferred in applications
in which only one transition occurs when moving from one state to another. In
contrast to binary counters, the number of transitions for an n sequence, requires
o, 28 = 271 — 2 transitions. Therefore Gray code counters are preferred as
they reduce the switching noise on the common power supply line. Techniques to
design binary ripple counters are discussed in literature [McCalla 1992, Pucknell &
Eshraghian 1986]. So far, the techniques used to design Gray code counters use
either a state machine or simply converting the binary counting to Gray counting
by using a group of XOR gates. In Chapter 6, new formulas for the generation of
Gray code sequence are discussed in addition to the application of these formulas
to the design of new static and dynamic ripple-through Gray code counters are also

presented and discussed.

e Active Floating Resistors are very important modules in the design of filters
and amplifiers. Chapter 7 presents and discusses a new topology to convert most
types of grounded resistors into a floating one. The new floating resistor value is
equal to the some of the two-grounded resistors. This topology is used in the de-
sign of very high value floating resistor in the order of GQ by utilising the output
conductance of the MOS transistors operating in either the sub-threshold or sat-
uration regions of operation. Furthermore, the usefulness of the new topology is
demonstrated through the design of very low-frequency band-pass filter for vision
and pacemaker applications. High resistance values can be achieved using switched
capacitor techniques, however, our floating resistor approach is superior due to the

absence of switching noise.

e Program Mode Detection (PMD) Circuit: In remotely programmable RFID
systems, a circuit that enables the transponder to start in either “program” or
“reply” mode is needed [Cole & Grasso 1993]. This circuit is called program mode
detection (PMD). The circuit has one input and one output. Under normal power up
of the circuit, it starts in one state, however if the supply voltage is interrupted for a
short period of time in the order of hundreds of microseconds, the circuit ‘comes-up’

in another state, which is referred to as program mode. A new method of bleeding
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is developed and used in designing PMD circuits. The bleeding principle relies on
using two dynamic analog memory cells. The first stores a predefined analog voltage
across a capacitor, while the second cell stores the value of a discharge current that
is used to bleed the capacitor charge during the supply voltage interruption. A
description of the principle in details through designed circuits is presented and

discussed in Chapter 8.

1.5 Original Contributions

The research in this thesis has led to a novel design methodology for low power mixed
signal systems. The design techniques are applicable to standard CMOS technologies.
Table 1.1 lists all of these techniques, classified according to the level of power reduction

that they achieve. Furthermore, the research contributions are:-

e Controlled Conductance Devices: A new technique to control the conductance

of MOS transistors has been devised. Three variants of this technique are:

1. Series Transistor Configuration (STC): In this technique two transistors are
connected in series with a feedback path to generate a controlled conductance
device. The conductance can be linearised to obtain either a grounded ac-
tive resistor or current-voltage characteristics similar to the MOS transistor.
The characteristics are independent of second order effects such as the chan-
nel length modulation. The conductance can be controlled through relative

transistor sizes.

2. Parallel Transistor Configuration (PTC): This technique uses two transistors
in parallel. The conductance value is also a function of relative transistor sizes

ratio.

3. Current Mirror Transistor Configuration (CMC): This technique is an exten-
sion of the parallel transistor configuration technique with current mirrors used

to control the device conductance.

The presented techniques are used in the design of controlled gain amplifier circuits
where the amplifier gain is controlled by transistor ratios. The parallel transistor
configuration technique was used to design a controlled gain amplifier with gain
that can be set using auxiliary digital control signals. All the presented techniques
have been verified using computer simulations and measurements from fabricated

circuits.
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e A New AC Coupling Technique: A new technique to design an AC coupled
amplifier circuit with very high input impedance in the order of GQ with quick
recovery from overload has been devised. The technique provides a well-matched
biasing circuit with the amplifier circuit and generates a well-defined operating point.

The technique has been verified using computer simulations and circuit fabrication.

e New Digital Trimming Techniques for Operational Amplifiers: Three new
techniques to digitally trim differential amplifiers have been devised. Some of these
techniques require modification of the amplifier architecture to perform the trim-
ming. One of the techniques does not require modification of the amplifier architec-
ture; instead it can be applied through an input buffer circuit. A relation between
the number of digital trimming bits and the achieved offset voltage cancellation is
derived. All these techniques are verified through computer simulations and mea-

surement from fabricated circuits.

e A New Technique for Modulated Hysteresis Schmitt Trigger Circuits:
A simple and effective new technique to modulate the hysteresis width of Schmitt
trigger circuits has been devised. This technique is presented through the design
of a number of novel Schmitt trigger circuits. Some of these circuits have very
small short circuit current and a wide hysteresis width using only 5 to 6 transistors.
A comparative study between Schmitt trigger circuits presented in this research
with those in the literature demonstrates that the proposed circuits offer low power
feature, wide hysteresis with good fan-out. Measurement of the low power version

is presented.

e New Techniques for Analog Circuit Design using Neuron MOS Transis-
tor: New techniques for designing controlled gain amplifier and Schmitt trigger
circuits using Neuron MOS transistors have been devised. The characteristics of
these circuits are set as a function of capacitor ratios. In contrast to switched ca-
pacitor circuits where a circuit characteristics can also be set using capacitor ratios,
the presented techniques result in continuous time circuits and do not require a con-
trolling clock. All techniques were verified through simulations and measurements

from circuit fabrication.

e A New Technique for Gray Code Generation: A novel technique that allows
the generation of Gray and binary counting from a normal divide-by-2 circuit has
been devised. New recurrent formulas that relate the generation of binary codes

to Gray codes are presented. Based on these formulas, a new low power counting
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circuits with reduced switching activity, which generate both binary and Gray codes

were designed and fabricated.

e A Novel Topology to Convert Grounded Resistors to a Floating Equiva-
lent: A novel topology has been devised to facilitate the conversion of any grounded
resistor (to the author’s knowledge) to an equivalent active floating resistor. The
topology uses current mirrors connected in a special way in order to cancel unwanted
second order effects to achieve the required cancellation. The topology is used in
the design of a new current controlled floating CMOS resistor. This resistor is also
used in the design of a very low frequency band-pass filter in the order of 100 Hz

for image sensor applications.

e A New Controlled Current Bleeding Technique: A new current bleeding
technique that relies on using two dynamic analog memory cells has been devised.
The first analog cell stores a predefined analog voltage across a capacitor, while the
second cell stores the value of a discharge current that is used to bleed the capacitor
charge during a supply voltage interruption. This circuit was used in the design
of an application specific integrated circuit (ASIC) for RFID systems to facilitate
control and communication over a serial communication link. The new technique

was verified through simulations and measurements from circuit fabrication.

1.6 Thesis Structure

The thesis is written in a modular structure. Hence each chapter can be read indepen-
dently. However, there is occasional cross referencing between chapters for the purpose
of illustration and comments. For this reason, each chapter has its own list of references.
Possible areas of application of the new techniques are presented in each chapter. Chap-
ter 9 summarises the research outcomes and presents suggestions for future research and
recommendations. In the next chapter the controlled conductance device will be pre-
sented and its use in designing controlled gain amplifier circuit modules that target low
power reduction at the circuit level is also presented. The amplifiers have gain in some
cases controlled by transistor configuration and in other cases controlled as function of

auxiliary digital inputs.
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Chapter

Controlled Gain Amplifiers

HIS chapter analyses the first of the new techniques to design mixed
analog-digital circuits in CMOS technology. The focus of this chapter
is on the design of controlled gain amplifier circuits that have gain that
is either function of transistor geometry and set during the design process, or
is function of a binary control inputs. The attractive features of the presented
techniques are low power and small area in addition to the programmability. In
addition, matched biasing circuits for the low power version with fast recovery
from overload is also presented and discussed. Measurements from fabricated

modules are also presented.
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2.1 Introduction

2.1 Introduction

In mixed signal analog-digital applications there is a need to amplify an input signal to a
level that is sufficiently large either for later signal processing or to trigger a timing circuit.
Hence, an amplifier circuit with moderate to high gain is needed in these applications.
High gain amplification is readily available in mixed analog-digital circuits using a digital
inverter by biasing it in the middle of its DC characteristic. This structure, shown in
Figure 2.1, is referred to in [Baker et al. 1998] as a push-pull amplifier. This amplifier is
attractive in mixed analog digital design because it offers the ability to source and sink
equal amounts of current while also achieving rail-to-rail output swing. Hence, highly

desirable as an output amplifier. The gain G of this amplifier is given as

G — gmmm + gmmpl ) (21)
Jdmny + G,

The above result is expect since mn; and mp; are common source amplifiers, each driven
by the same input signal and both drive the same output. Hence, the transconductance
of both transistors add up and the output resistance of the amplifier is determined by the
parallel combination of the transistors’ output conductances. However, obtaining a stable
operating point is not possible due to the large gain of the amplifier (inverter). Even
though a dynamic biasing technique is possible by using a control signal [Palmisano &
Pennisi 2001, Harb et al. 1999, Garrity et al. 1991], this approach is not favoured in some
applications as this approach does not provide continuous time operation and requires
control signals. To continue to utilise the digital inverter as an amplifier, there is a need to
reduce its gain. Reducing the width to length ratio of a normal inverter does not produce
a considerable reduction in gain, which is very large because the output conductance
is reduced at a greater rate than the forward transconductance. These considerations
indicate that there is a need to reduce the gain of the inverter using predictable design
techniques for controlled conductance devices in order to obtain a sufficiently well-defined
gain and operating point amplifier circuits.

This chapter presents and discusses three variants of a new technique for controlled
conductance devices, these devices are used in a complementary form to design the con-
trolled gain amplifiers with stable operating point that is independent of second order
effects such as channel length modulation A. To achieve high gain while still maintaining
a stable operating point, a cascade of AC coupled amplifiers can be used. A new tech-
nique to achieve AC coupling with very high input impedance is presented. The presented

technique has important characteristics in accelerating recovery from overload [Jorges &
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vdd

mp,

Vin Vout

E |

Figure 2.1. Digital inverter used as a push-pull amplifier. This structure uses a nMOS and
pMOS devices to drive the output load.

Jummel 1997, Garrity et al. 1991], which is a problem in AC coupled amplifiers. The pre-
sented analysis is conducted using standard conduction equations. There are two reasons
for this. Firstly, the circuit techniques are applicable through a wide conduction region
range. Secondly, those parts of the circuit that may be operating in the sub-threshold
region exhibits behaviour determined by relative geometry rather than by the conduction

parameters particular to the sub-threshold region.

Even though there are a large number of techniques for amplifiers design that use
operational amplifier [Razavi 2001, Baker et al. 1998] a different approach is adopted
in this chapter for the following reasons. In using the operational amplifier there is a
need to use either passive or active resistor to set the gain in addition to the need for
either current or voltage bias circuits. Hence implementation of these circuits requires
extra silicon area compared to the proposed techniques. Also the use of the switched
capacitor (SC) approach is fully discarded from the current application point of view, as
SC amplifiers require (a) large to moderate capacitors size to maintain good matching
between the capacitors; (b) non-continuous time operation; and (c) a timing circuit to
drive the SC circuits, hence large silicon area with more power dissipation. In addition,
while it could be argued that it is possible to design low power circuits using switched
capacitors, however, the area requirements of such circuits will be much larger than the

area requirements for the proposed techniques given in this chapter.

This chapter is organised as follows: Sections 2.2, 2.3 and 2.4 present the three new

variants of controlled conductance devices that can be used in designing controlled gain
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amplifiers. Section 2.5 discusses a new technique to design a digitally programmable con-
trolled gain amplifier based on the amplifier circuit discussed in Section 2.3. Section 2.6
discusses a new technique to design a matched voltage bias circuit that has a very high
input impedance with a well defined operating point. Section 2.7 reports experimental
results for the amplifier circuits discussed in Sections 2.2 and 2.3, while Section 2.8 pro-
vides a general discussion and a comparison between the different conductance reduction

techniques.

2.2 Series Transistor Configuration

The first controlled conductance device uses series transistor configuration (STC) tech-
nique as shown in Figure 2.2. The operation conditions required to obtain a grounded
conductance are that transistor m; should be operating in the saturation region, while
transistor my should operate in the linear region. Based on these conditions the current
equation for m; and mg, assuming that the corresponding source and the back-gate of

each transistor are connected together for all transistors, can be written as

n

gs

Figure 2.2, A schematic diagram of a voltage controlled grounded conductance. The con-

ductance value of this structure can be controlled through the transistor sizes of m; and

my and the gate voltage of transistor m;.

A

Im1 - E (V;n — Vo — ‘/th)Q (22)
V2
Imz = 182 ((V;J = ‘/th)vn - ?TL) 3 (23)
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Figure 2.3. The simulation results of the grounded resistor. The upper simulation results were
obtained using V=1V, =20 X 1078 A/V2, 8; = 1085y, while the lower simulation

results were obtained using So = 10S5;.

where f; is the intrinsic transconductance parameter of transistor 4, Vi, is the threshold
voltage, Vi, is the input voltage, V, is the output voltage, and V;, is the voltage of node
V,, shown on Figure 2.2. The current passing through this configuration can be found
by firstly calculating the voltage at node V,,, which can be calculated by equating Equa-
tions 2.2 and 2.3, then solving for V,. Secondly, this value is substituted in either of
Equation 2.2 or 2.3 to calculate the current passing through the configuration as function
of Vi, and V,. As a simple analytical solution of the current passing through the config-
uration is not possible, hence the HSPICE circuit simulator is used. Level one was used
for these simulations. The parameters used for the first simulation are 8 = 20 x 107°
A/V? B, =58, B2 = 0.568 and V=1 V. For the second simulation the parameters are
By = 58 and B; = 0.58. Both of these simulations are shown in Figure 2.3. In both of
these simulations the channel length modulation was set to zero to prevent the simula-
tor from calculating it using other available model parameters. These simulations show
that the configuration behaves as a grounded conductance when S is much larger than

S,. However, when S, is much larger than S; the configuration provides characteristics
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similar to the MOS transistor characteristics in the saturation region with finite output
conductance. This conductance is function of the transistor sizes and independent of the

transistor’s channel length modulation.

vdd

Figure 2.4. A controlled gain amplifier which uses a series transistor configuration (STC).
The gain of this amplifier can be controlled by adjusting the transistor sizes of the n-
type grounded conductance structures formed by mn; and mn, and the p-type grounded

conductance formed by mp; and mp..

Based on the above analysis and simulations, if the series nMOS transistor configu-
ration is combined with a complementary pMOS configuration, as shown in Figure 2.4,
the resulting amplifier circuit has a controllable and finite output conductance in contrast
to the push-pull amplifier discussed earlier. To use the STC in controlled gain amplifier
design, the difference in mobility between nMOS and pMOS transistors should be compen-
sated for by modifying the transistor geometries of the pMOS transistors. Then a relation
between the amplifier gain and ratios of mn; to mngz and mp; to mp, is derived. So, to
design a controlled gain amplifier that uses the STC, a chart that relates the amplifier gain
to transistor ratios need to be generated. Such a chart is shown in Figure 2.5. This chart
was generated using the HSPICE by increasing the width of transistor mny (mp,), while
fixing the W/L of mn; (mp;) and compensating for the difference in mobility between the
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nMOS and pMOS type transistors. So, in total three specifications need to be defined to
design this amplifier. These specifications are gain, maximum current drawn from power
supply and the required bandwidth. All of these factors are interrelated, as reducing the
drawn current requires increasing the transistors length of all the transistors resulting
in reduced bandwidth. To show the relation between the transistor ratios, gain, current
and bandwidth simulation were conducted using symmetrical Level 13 model parameters
using HSPICE simulator. Symmetrical model parameters mean that the absolute value
of the model parameters for the nMOS and pMOS transistors are the same. These pa-
rameters are listed in Appendix B. The simulation results that show the relation between
the transistor ratios, gain and drawn current from the supply rail are shown in Figure 2.6.
These data were obtained from DC simulations. While the AC simulation results that
show the relation between transistor ratios, gain and bandwidth are shown in Figure 2.7.
According to these simulations, the gain is directly proportional to the drawn current
from the supply voltage. The second figure shows the trade-off between the amplifier gain
and bandwidth.

Gain

/%,

Figure 2.5. DC simulation results of the series transistor configuration amplifier. The z-axis
is the width-to-length ratio of mnz - Sy to mny - S, while the width-to-length ratio
of mpz to mp; were adjusted to compensate for the difference in mobility. The left
hand side y-axis is the simulated amplifier gain, and the right hand side y-axis is the
gain in dBs. The simulations show that the amplifier gain is directly proportional to the

transistor size ratios.
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Current, u A

Figure 2.6. DC simulation results of current drawn from the supply rail for the controlled
gain amplifier as function of transistor ratios. The z-axis is the width-to-length ratio
of mnz - Sz to mny - Sy, while the width-to-length ratio of mp; to mp; were adjusted to
compensate for the difference in mobility. The left hand side y-axis shows the simulated
amplifier gain as function of the Sy to Sy. The right hand side y-axis shows the current
drawn from the power supply for STC amplifier. These simulations show that there
is a logarithmic relationship between ratio of Ss to S; and the drawn current. They
also show that the drawn current from the power supply is directly proportional to the

amplifier gain.

The STC amplifier robustness against process variation® was measured using available
skew parameters for Taiwan Semiconductor Manufacturing Company (TSMC) double
poly triple metal 3.3/5 Volt 0.35 um CMOS technology [Taiwan Semiconductor Manu-
facturing Company Ltd. - TSMC 1998], which is provided by the MOSIS® production
service. The simulation results of the STC amplifier using the TSMC skew parameters
are shown in Figure 2.8 and the gains are listed in Table 2.1. The transistor sizes used

for these simulations (in xm) are 4/20, 12/20, 12/4 and 4/4 for mn;, mny,, mp; and mpa,

®Here and throughout this thesis we perform first-order variation analysis using the process spread
in Vi, Typically, the spread in V;y, values for a CMOS process represents the most dominant source of

mismatch.
SMOSIS (http://www.mosis.org) is a low-cost prototyping and small-volume production service for

VLSI circuit development. Since 1981, MOSIS has provided circuit fabrication for commercial firms,

government agencies, and research and educational institutions around the world.
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Galin, dB
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Figure 2.7. AC simulation results of the STC amplifier. The z-axis is the width-to-length
ratio of mns - So to mn; - S1, while the width-to-length ratio of mpz to mp; were
adjusted to compensate for the difference in mobility. The left hand side y-axis is the
amplifier gain in dBs. The right hand side y-axis is a logarithmic scale showing the
amplifier bandwidth in kHz. These simulations show that the STC amplifier bandwidth

is inversely proportional to the amplifier gain and the ratio of Sy to 5.

respectively. From Table 2.1, the gain variation as function of the skew parameters is less
than 1.2%, which is less than 0.7% dB. However, the DC operating point of the amplifier
is considerably shifted from half the supply voltage as function of the skew parameters,
more on this matter will be discussed in the biasing circuit for this amplifier. Further-
more, the gain variation of the amplifier as function of temperature using the previously
mentioned transistor sizes is also considered. Figure 2.9 shows that the amplifier gain

varies by less than 0.4 dB for a temperature change from -50 to 100 °C.

2.3 Parallel Transistor Configuration

The second technique to produce a controlled conductance device is we call the parallel
transistor configuration (PTC). This technique relies on loading the drain of a MOS tran-
sistor with a similar type diode-connected transistor. Hence, the name parallel transistor

configuration PTC. The output conductance of the device is a function of the transistor
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Figure 2.8.

Simulation results of the STC amplifier using Taiwan Semiconductor Manu-

facturing Company (TSMC) skew parameters. These simulations show that the

amplifier gain is robust against process variation, however, the process variation results

in shifting the amplifier operating point from Vy,/2.

Table 2.1. The STC amplifier gain as function of the Taiwan Semiconductor Manufacturing

Company (TSMC) process skew parameters.

These gain values, obtained from

simulation, show that the amplifier gain is independent of the global process variations.

| Description | Gain | Gain in dB
Typical NMOS Typical PMOS model (TT) | -7.34 17.31
Slow NMOS Slow PMOS model (SS) -7.25 17.21
Fast NMOS Fast PMOS model (FF) -7.43 17.43
Slow NMOS Fast PMOS model (SF) -7.33 17.31
Fast NMOS Slow PMOS model (FS) -7.33 17.31
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Figure 2.9. Simulation results of the STC amplifier as function of temperature. The temper-
ature was varied from -50 to 100 °C in 25 °C steps. This illustrates that over a 150 °C
temperature, the gain varied by less than 0.4 dB.

ratios as shown in Figure 2.10. Use of a complementary structure for this circuit results

in a controlled gain amplifier, with gain primarily controlled through transistor ratios.
The low frequency gain of this amplifier can be found analytically by drawing the low

frequency small signal equivalent circuit of the amplifier as shown in Figure 2.13. Then,

applying KCL at node V, results in

UO
(gmmn1 + gmmpl)v’in + (gmmn2 + gmmpg)vo + e 0 (24)

o

Hence, the small signal gain G' can be written as

Vo (gmmnl + gmm,,l)
G = — = - 1

Vin (gmmn2 + gmme) + E
- (gmmnl + gmmpl ) (2'5)
(gmmn2 + gmmpg)

Q

If 8, = Bmmn;, = Grmimyp, and Em,, = &mmn, = Bmmp, BT S€t in Equation 2.5, then the
gain G can be written as

Page 35



2.3 Parallel Transistor Configuration

Figure 2.10. A parallel transistor configuration (PTC) controlled gain amplifier. The gain of
this amplifier is set by the ratio of transistor mn; to mn,. To have an operating point
around Vy4/2 the width of the pMOS transistors have to be adjusted to compensate
for the difference in the nMOS and pMOS mobility.

G =B _ Py (2.6)

Bmm, 6mn2

As seen from Equation 2.6 the gain of the PTC amplifier is function of the transistor

geometries and less dependent on process second order effects. This amplifier was simu-
lated to show the DC transfer characteristics of the amplifier and the current drawn from
the power supply as function of Vj,, as shown in Figure 2.11. In these simulations, the
lengths of mn, were obtained by multiplying 1, 2, 4, 8 and 16 times the length of mn;,
while keeping the ratio of §,/f, equal to 1, in order to maintain an operating point at
V4a/2. Furthermore, the simulated frequency response using the same parameters used
for the DC simulation are shown in Figure 2.12. The AC simulation results show that the
amplifier has a wide frequency response that extends to the megahertz frequency range,
making the amplifier attractive for low to high frequency analog applications.

The robustness of the PTC amplifier against process variation was measured using the
TSMC skew parameters. The simulation results of the amplifier are shown in Figure 2.14
and the amplifier gain is listed in Table 2.2. The transistor sizes (in pm) used for the
simulation are mn; = 8/2, mp;= 32.8/2 , mny = 2/2 and mp, = 8.2/2. It is noticeable
that the typical gain is less than the expected gain value of 4, predicted by Equation 2.6

by 4%. This is due to the approximation used in the amplifier analysis. Nevertheless,
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Figure 2.11. Simulation results of the PTC amplifier. The upper simulations show the input-
output characteristics of the amplifier with the length L of the load transistors mny
set to 6.25 pum, 2 x 6.25 um, 4 X 6.25 um, 8 x 6.25 pym and 16 x 6.25 pm, while
maintaining the ratio of 8, /B8p, and Bn,/Bp, equal to 1. The lower simulations show
the current drawn from the power supply as function of V;, for the corresponding

transistor lengths.

4% is an acceptable error when comparing analytical results with simulation results. The
simulations also show that there is a shift in the DC operating point. This shift has to
be taken into consideration when designing a bias circuit for this amplifier. Furthermore,
the simulation results show a less than 0.7% variation in the circuit gain as function
of the skew parameters. In addition, the gain variation of the amplifier as function of
temperature was also considered. Figure 2.15 shows the gain variation of the PTC using
the previously mentioned transistor sizes. These simulations demonstrate that the gain
variation was less than 0.09 dB. This indicates that the amplifier’s gain is very robust

against temperature and process variation.
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Figure 2.12. Frequency response of the PTC amplifier. The upper simulations magnitude re-
sponse, while the lower simulations show the phase response simulated with the same

sweep parameters used for the DC analysis shown in Figure 2.11.
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Figure 2.13. Small signal equivalent circuit of the PTC amplifier. In this circuit the output

conductance of transistors mn; and mp; are combined into r,.

Table 2.2. The PTC amplifier gain as function of the TSMC process skew parameters. These

simulations results show that the gain of the amplifier is independent of the global process

variations.
Description Gain | Gain in dB
Typical NMOS Typical PMOS model (TT) | -3.86 11.74
Slow NMOS Slow PMOS model (SS) -3.88 11.79
Fast NMOS Fast PMOS model (FF) -3.84 11.68
Slow NMOS Fast PMOS model (SF) -3.85 11.72
Fast NMOS Slow PMOS model (FS) -3.87 11.75
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Figure 2.14. Simulation results of the PTC amplifier using the TSMC skew parameters.
These simulations demonstrate that the PTC amplifier gain is very robust against

process variations.

2.4 Current Mirror Configuration

The third technique to produce a controlled conductance device is similar to the PTC
technique, but with current mirrors used to control the forward conductance of the load
transistor instead of a direct connection. Hence, we refer to this structure as the cur-
rent mirror configuration (CMC). In this configuration two groups of current mirrors are
needed to provide the correct phases at the gates of load transistor mng to obtain a posi-
tive load conductance. The analysis for this device is presented as part of the controlled

gain amplifier.

A controlled gain amplifier can be designed using a complementary structure of the
controlled conductance device as shown in Figure 2.16. The gain of the amplifier can be
found analytically by writing the current equations of all the transistors in terms of the
forward conductance or intuitively from the analysis given in the previous section to give
the result given in Equation 2.7, assuming that the operating point of the amplifier is at
Vin = V, = V3q/2 and B,, = Bp,, where i is the transistor number in Figure 2.16,
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Figure 2.15. Simulation results of the PTC amplifier as function of temperature. The tem-
perature was varied from -50 to 100 °C in 25 °C step. These simulations show
that the amplifier gain is virtually independent of temperature over a wide temperature

range.
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The DC simulation results for the CMC amplifier are shown in Figure 2.17. The

simulations show that the amplifier has a wide output dynamic range and its current

G —

(2.7)

consumption is larger than the PTC configuration. The AC simulation results shown in
Figure 2.18 indicate that the amplifier exhibits gain peaking which can lead to instability
problems. This is due to difference between the propagation delay through the first and
second current mirror structures, and the output signal at V,. Once the propagation
delay becomes comparable to the reciprocal of the maximum frequency component in the
input signal there is a potential for instability. The amplifier gain can be stabilised by
using a feedback capacitor from the output to the input as shown by the solid line in the
simulation results shown in Figure 2.18. Further analysis to prevent the instability is not
presented as this circuit is not attractive for low power applications, has a higher current

dissipation and uses larger silicon area compared to the previous amplifier circuits.
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- First Group Second Group

Figure 2.16. A current mirrors configuration (CMC) controlled gain amplifier amplifier. In
this configuration two groups of current mirror are used to obtain the right phase at

V,ut. The gain of this amplifier is given by Equation 2.7.

Without performing any skew parameter simulation on the amplifier that uses the CMC
technique, the robustness of this technique against process variation is very low at both
local and global variations. For the local variation, mismatch in the transistor forming
the current mirror will cause a shift in the amplifier characteristics. Furthermore, global
variation represented through skew parameters will also cause a shift in the amplifier char-
acteristics. As a result this amplifier will not find good use in most applications since (7) it
is more susceptible to process variation compared to the STC and PTC amplifier circuits,
(43) requires larger silicon area and consumes more current than the other configurations

due the increased number of transistors in parallel.

2.5 Digitally Programmable Conductance Configuration

As the conductance of all the previous circuits has to be fixed during the fabrication
process, the ability to change the conductance value after its fabrication gives far more
flexibility for the designer, especially when these conductances are used in amplifiers
design. Such an amplifier is very attractive in a wide range of applications, especially
when the gain can be controlled as function of digital control signals. However, not
all the previously discussed controlled conductance techniques lend themselves to the

concept of digitally programmable devices. The parallel transistor configuration and
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; Transistor length increases .

Figure 2.17. DC simulation results of the CMC amplifier. These simulations show the input-
output characteristics of the CMC amplifier while sweeping the lengths of mns, mp,,
mpy, mny, mng and mpg from 27 pm to 54 pum in 9 um steps, while the widths of all
the load transistors are kept at 12 um, and the W/L of the input transistors mn; and
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mpg are set to 12 um/6.25 um and 18 um/18 um, respectively.
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Figure 2.18. Frequency response of the CMC amplifier. This amplifier was simulated with the
same sweep parameters used for the DC analysis shown in Figure 2.17. The upper
simulations show the frequency response of the amplifier, while the lower simulations
show phase response of the CMC amplifier circuit. The dashed line represents the

simulation results with no compensation, while the solid one shows the simulation

results after compensation.
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Table 2.3. The gain of the digitally controlled amplifier as function of the digital input
combinations. This table that the amplifier gain is function of the the auxiliary digital
inputs By and B.

B, | Bo| Gain Gain in dB |
0 0 | Very high | Very high (Inverter gain)
0 1 4 12
1 0 2 6
il 1 4/3 25

current mirror configuration techniques discussed in Sections 2.3 and 2.4 are best suited
for such a concept’. This digitally programmable PTC concept is best illustrated through
designing a controlled gain amplifier. This amplifier has digital control signals that are
used to control the connection of a group of inverters as part of the amplifier load, as
shown in Figure 2.19. The gain of this amplifier as function of the digital control signals,

if a binary weighting scheme is used, can be written as

G-t (2-8)

N 1?
Zk:l BiQ—k

where N is the number of parallel inverter structures and B; represents the binary
weight value, which is either 1, if the digital input is high, or zero if the digital input is
low. It is assumed in Equation 2.8 that f,, and B, are set to be equal to maintain an
operating point at Vza/2, and B, = Bo/ 9%, Also, in the above equation a binary weighted
scheme is used. Note that the technique is still valid with any other weighting scheme.
Based on Equation 2.8, the gain for a digitally programmable amplifier composed of two
load inverters can be written as function of two digital inputs as given in Table 2.3. The
amplifier circuit shown in Figure 2.19 was simulated using readily available parameters.
Figure 2.20 shows that these simulation results are consistent with the those presented
in Table 2.3. It should be mentioned that such configuration will have a large load
capacitance as a result of including the gate capacitances of all the inverters whether they
are part of the amplifier load or not. A better configuration would be to fully isolate the

unselected loads from the output node as shown in Figure 2.21.

7The derivative of a digitally programmable technique from the CMC technique is not discussed here
because of its high power dissipation and large silicon area.
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Figure 2.19. A schematic diagram of a digital soft-hardware controlled gain amplifier. The

amplifier gain is controlled as function of the auxiliary digital input signals By to By.

The gain of this amplifier is given by Equation 2.8.
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Figure 2.20. Simulation results of the digitally programmable controlled gain amplifier. These

simulations show that the digitally programmable amplifier gain can be changed dy-
namically every 250 us using the auxiliary digital inputs By and B;. For By=0 and
B1=0, the amplifier gain is equal to the inverter gain composed by Bno and By, on
Figure 2.19, when By=1 and B;=0 the amplifier gain is set to 4, when By=0 and
By=1 the amplifier gain is set to 2, and when By=0 and B;=1 the amplifier gain is
set to 4/3.
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Figure 2.21. A schematic diagram of a digital soft-hardware controlled gain amplifier with
less load capacitance. In this schematic extra transmission gate are used to isolate
the unselected load inverters. This improves the AC performance of the amplifier by

increasing its bandwidth of operation.

2.6 Biasing Circuits

To use the low power amplifier designed in Section 2.2 in an AC coupled application
[Lobodzinski & Kuzminska 1998] with a small value of coupling capacitor, two similar
biasing circuits were designed. The input signal to the amplifier is AC coupled to both
the biasing circuit and STC amplifier. It is more convenient to firstly present the circuits

and then explain the general principles on which they were designed.

The first circuit uses a pn junction while the second uses a diode-connected MOS
transistor. The application requirements for these circuits are: (1) a well defined operating
point, (2) a very high input impedance for positive voltage swing (>>100 M ), (3) a lower
path impedance for negative voltage swings to achieve fast recovery after large positive
input transients, (4) to be matched with the STC amplifier, and (5) to consume a very

small amount of current from the power supply.

The basic structure of the bias circuit consists of the same STC amplifier with two
diodes and two current sources, as shown in Figure 2.22.a. The two diodes are connected
back to back so that the voltage drop at D; will be cancelled by the voltage drop at D,

while independent but equal current sources are used to establish the operating points of
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the diodes. When there is no signal applied at Vj,, the input impedance rq at V,, can be

calculated as

1 1 U,
= =~ (2.9)
gddiode + gdmos #7; + )\st lds

Td

9dy0q. 18 the output conductance of Dy;

9dmes 18 the output conductance of mn,.;

Ly is the nMOS drain current which passes through the pn junction;
U; is the thermal voltage;
i 1s the emission factor of the pn junction;
A is the MOS transistor channel length modulation parameter.
Vdd Vdd

P P v,

i

— Cin
¢ H—L< Vo
r I D,

Ip, | I
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Figure 2.22. Biasing circuits for the STC amplifier. Two configuration can be used. The first
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pravermeell G
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Iy, |
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i

(a) uses pn junctions, while the second (b) uses diode-connected MOS transistors.

The pros and cons of each structure are discussed in the text.

For a 10 pA current source the input impedance is ~2.5 GQ. However, when an input
signal with a positive transient is applied at Vi,, the diode D; with a 10 pF coupling
capacitor provides a very large time constant in the order of 25 ms. The requirement for
low bias current can be elevated while still maintaining very high output impedance by

using other current mirror configurations such as Wilson, improved Wilson, cascode, etc.
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Figure 2.23. Simulation results of the pn and MOS transistors STC biasing circuits. The
upper waveform shows a pulse of 50 mV amplitude and delayed by 1 ms. This pulse
is used as an input for the two biasing circuits shown in Figure 2.22. The simulation
results shown in the lower panel show two outputs. The dashed waveform correspond
to the biasing circuit that uses pn junction, while the solid waveform correspond to the
biasing circuit that used a diode-connected MOS transistor. These simulations show
that the bias circuit with the diode-connected MOS transistor produces a larger offset
from the bias circuit that uses the pn junction. This is due to the larger voltage drop

across the diode-connected MOS transistor.

The third requirement is accomplished as follows. When a large negative transient
is applied to the bias circuit, the recovery from an immediately preceding large positive
transient will move diode D; more into the forward bias direction. Hence, the dynamic
resistance will be momentarily reduced. Therefore the effective input resistance at V4 will
be the input resistance at the anode of the diode D;, which is in the range of 1.2 M(Q2.
As a result, the coupling capacitor discharges during the recovery from the transient with
a desirably very small time constant (12 ps). The simulation results for this circuit are

discussed later in this section.

A similar bias circuit was designed using diode-connected MOS transistors to replace

the pn junction diodes in the previous circuit as shown in Figure 2.22.b. Still the same
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principle of operation is applicable. For both circuits, the principles of optimum match-
ing [Vittoz & Fellrath 1977] is employed by using the amplifier in the construction of the
biasing circuit and using diode D, to cancel the voltage drop across D;. The simulation
results of the two biasing circuits with a 50 mV, 3 ms input pulse, delayed by 1 ms, are
shown in Figure 2.23. The simulations show that the bias circuits have output offset
voltages that are function of the voltage drop across the diode divided by the gain of the
amplifier structure. The bias circuit that uses a pn junction has a very small voltage drop,
while the biasing circuit that uses a diode-connected MOS transistor, exhibits a larger off-
set, which could drive the amplifier operating point off the amplifier dynamic range region
of operation. Therefore the bias circuit which uses a pn junction is very much preferred.
The recovery time from a negative transient for the circuit which uses diode-connected
MOS transistors is faster than the one that uses pn junctions. The difference in time
is traceable to the fact that when the nMOS transistor emerges from the sub-threshold
region, its conductance initially increases more rapidly than that of an equivalent diode
due to a large subthreshold slope factor n in weak inversion [Vittoz & Fellrath 1977] which
is in the range of 1.3 to 2, compared to the pn junction emission factor n, which is in the
range of 1.1 to 1.2 [Al-Sarawi 1991].

2.7 Experimental Work

2.7.1 Measurement of the STC Amplifier

As the prime interests of this research are techniques that result in low power circuits with
small area, the amplifier circuit with bias circuit shown in Figure 2.24 were fabricated. The
corresponding micro-photograph of the fabricated amplifier with its bias circuit, without
the input coupling capacitor, is shown in Figure 2.26. The width to length ratio (in pm)
of the transistors used in the fabricated amplifier are mn; = 4.8/118.2, mny = 12/25.2,
mp; = 4.8/36 and mp, = 12/8.4. The diodes in the bias circuit were implemented using
a floating n-well as illustrated by Figure 2.25.

The measurements were conducted at 3 and 5 Volt supplies to investigate the variation
of the amplifier gain and the bias circuit operating point as function of supply voltage.
The first group of measurements performed on the amplifier were to measure the output
characteristics of the amplifier as function of the input signal. The measurement at 3
Volt supply is shown in Figure 2.27, while the measurement at 5 Volt supply is shown
in Figure 2.28. A number of comments can be made regarding the characteristics of the

amplifier based on comparing these measurements with simulation results — shown in
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Figure 2.24. The schematic diagram of the fabricated pn junction STC bias and STC am-
plifier circuits. The micro-photograph of the fabricated amplifier with its bias circuit,

without the input coupling capacitor, is shown in Figure 2.26.

Figures 2.29 and 2.30 — at the same supply voltages. Firstly, in contrast to the simulation
results, the amplifier characteristics are shifted from the expected Vyy/2. This can be
related to the position of the fabricated circuit on the wafer as demonstrated by the
simulation shown in Figure 2.8. Secondly, the amplifier characteristics are not symmetrical
across Vyq/2. This can be related to the ability to model transistor behaviour in the off
and subthreshold regions of operation. However, the amplifier characteristics in the region
of interest are consistent with the simulation. Thirdly, the simulated gain of the amplifier
is 22.5 (or 27 dB) compared to the measured gain of 22 (or 26.8 dB). This shows that the
amplifier gain is very robust against process variation. A difference of 0.2 dB is acceptable
and is attributed to a measurement error rather than amplifier gain error. Fourthly, the
simulated characteristics of the amplifier indicates that the amplifier exhibits a hysteresis
outside the amplification range. This can be due to the second point discussed above,

which is due the inability of the model to predict the transistor behaviour in the off

Page 49



2.7 Experimental Work

Cathode Anode

p-substrate

Figure 2.25. A implemented in an n-well process. This cross sectional diagram illustrates the

implementation of pn diode using a floating n-well.

and subthreshold region of operations, as in some cases the simulator adds a very high

conductance value between some nodes and ground to enable it to converge to a solution.

Also a number of comments can be made regarding the amplifier performance at dif-
ferent supply voltages. Firstly, comparing Figure 2.27 to Figure 2.28, the amplifier gain is
slightly higher at higher supply voltages by 0.2 dB. This is due to the fact that mn, and
mpz will have higher gate to source voltage at higher supply voltages, hence their dynamic
resistance will be lower, leading to less feedback from the output to the input. Therefore
the gain will slightly increase with an increase in the supply voltage. Nevertheless, this
level of increase is acceptable and demonstrate the robustness of amplifier to process and

supply voltage variation.

The second part of the measurement was to measure the bias circuits, shown in Fig-
ure 2.24. All the following DC measurements were taken using the Keithley 236 source
measuring unit. The bias circuit was biased using a 19.82 M) external resistor, R.g:
connected between V4 and the diode-connected transistor mn,., resulting in 115.7 nA and
214.8 nA at 3 and 5 Volt supplies, respectively. Transistor mn, was designed using 4
parallel transistors with the W/L ratio of each at 21.6/4.8 (in pm), which is equivalent to
a 86.4/4.8 (in ym) transistor. Moreover, mnyp, and mnp, were long transistors with similar
W/L ratio of 4.8/84.6 (in um). Thus, the theoretical current passing through mny, and
mnp, at 3 and 5 Volt supplies were 76 pA and 141 pA, respectively. The measured bias
voltage at Vo, at 3 and 5 Volts supply voltages were 1.490 and 2.50 Volt, respectively,
indicating that the relative operating point to the supply voltage is always fixed at Vz4/2.

The current drawn from the power supply by this amplifier circuit could not be mea-
sured as the Vg terminal of the circuit under test is connected to the whole chip Vg bus.

On the other hand, the above measurements confirmed that the controlled conductance
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Bias Circuit Amplifier

Figure 2.26. A micro-photograph of the fabricated STC amplifier. A micro-photograph of the
fabricated STC amplifier circuit shown in Figure 2.4,

technique used in designing controlled gain amplifier is effective and the STC amplifier

gain is independent of second order effects.

2.7.2 Measurement of the PTC Amplifier

Although the prime interest is in low power, the PTC amplifier has an interesting feature
in which the gain can be accurately adjusted. The following measurements were conducted
to verify that the gain can be accurately adjusted. The measurement for this amplifier was
conducted using the Motorola MC74HCUO4N [MM74HCU04 Hez Inverter 1993] logic IC
which contains 6 inverters on a single chip. This IC was selected because the input protec-

tion circuit does not contain a transistor in series with its input terminal. Nevertheless,
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Figure 2.27. Measured input-output characteristics of the STC amplifier at 3 Volt supply.

These measurements were obtained from feeding a slow sawtooth input with 3 Volts

peak-to-peak signal to the STC amplifier and probing the amplifier output to an oscil-
loscope (Screen dump from the LeCroy 9360 Oscilloscope).
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Figure 2.28. Measured input-output characteristics of the STC amplifier at 5 Volt supply

These measurements were obtained from feeding a slow sawtooth input with 5 Volts

peak-to-peak signal to the STC amplifier and probing the amplifier output to an oscil-
loscope (Screen dump from the LeCroy 9360 Oscilloscope).
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Figure 2.29. The simulation results of the fabricated STC amplifier at 3 Volt supply. These
simulations show similar to the measured amplifier characteristics in the amplification
region. However, it shows different characteristics below 1 V and about 2 V. This
difference is due to the inability of the model parameters used to model the amplifier
within 0 to 1 V and 2 to 3 V regions.
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Figure 2.30. Simulation results of the fabricated STC amplifier at 5 Volt supply. These
simulations show similar characteristics to the measured amplifier characteristics in
the amplification region. However, it shows different characteristics below 1.5 V and
about 3.5 V. This difference is also due to the inability of the model parameters used
to model the amplifier within 0 to 1.5 V and 3.5 to 5 V regions.
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it was found that the inverters in this IC have asymmetrical input-output characteristics
around half the supply voltage, which causes the output operating point to deviate from

Vaa/2 when the input is connected to the output.

The first experiment was to design a unity gain amplifier. This was accomplished
firstly by connecting the input of one inverter to its output, then using it as a load for
another inverter. Using this structure, the $’s of the first and the second inverters are
set to be equal. The measured input-output characteristics of the amplifier are shown
in Figure 2.31. The figure shows that the amplifier has a gain of unity with its DC

characteristics shifted from V;/2 for the reasons discussed before.
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Figure 2.31. Measured characteristics of the unity gain PTC amplifier. These measurements
were obtained by applying a sawtooth input signal with a 5 V peak-to-peak amplitude
and output is recorded using an oscilloscope (Screen dump from the LeCroy 9360

Oscilloscope).

The second experiment was to use the MC74HCUO4N IC logic in the design of a 6 dB
gain amplifier. The structure of the amplifier is shown in Figure 2.32. In this structure,
the ratio of the effective 4’s of the input inverters to the output load inverter is 2, resulting
in a gain of 2 (6 dB). The measured output characteristic is shown in Figure 2.33 shows
that the amplifier gain is 2 (6 dB).
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Vin : i ’ Vout

Figure 2.32. Circuit diagram of the implemented PTC amplifier with 6 dB gain. This amplifier
was realised using MC74HCUO04N IC logic.
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Figure 2.33. Measured input-output characteristics of the 6 dB gain PTC amplifier. These
measurements were obtained by applying a sawtooth input signal with a 5 V peak-to-
peak amplitude and output is recorded using an oscilloscope (Screen dump from the
LeCroy 9360 Oscilloscope).

2.8 Summary

Three variants of new controlled conductance devices were designed, simulated, fabricated
and verified. These devices were used successfully in designing controlled gain amplifiers,
where the gain is controlled by transistor geometries. The STC technique uses voltage
feedback mechanism to control the device conductance. The PTC techniques use the
forward conductance of the MOS transistor as a load. The CMC device is a modified

form of the PTC device, where the gain is controlled through a series of current mirrors
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rather one transistor. When these devices are used in controlled gain amplifier designs

the features of these amplifier circuits are

o the gain of all of these circuits is independent of supply voltage;

e the gain is function of the transistor geometries and does not depend on second

order effects.
e the area consumption is fairly small compared to other amplifier configuration;

e all of these amplifiers can be configured to provide a unity gain inverting buffer.

A comparison between the three different amplifier circuits is presented in Table 2.4.
The gain of these amplifier circuits is independent of the supply voltage. The amplifiers
have a wide output dynamic range that extends from rail to rail except in the STC
amplifier, the output dynamic range is restricted to ~ Vy — Vi — Vi,- An attractive
feature of the PTC amplifier is that once the ratio of 3,/ Bp for a process is obtained, the
amplifier gain is function of transistor ratios rather than any second order effect that is
not controllable by the fabrication foundry. As the structure of these amplifiers closely
resembles the normal digital inverter, which has very high driving capability, they provide
very high driving capability even with large capacitive load, except for the STC amplifier.
This amplifier has a limited driving capability because of its low power nature.

In summary, four new controlled conductance devices are presented and discussed. One
of these techniques provides digitally controlled conductance. These devices are used in
designing four controlled amplifiers and two biasing circuits for the STC amplifier. The
designed amplifiers (a) have infinite input impedance, (b) have fully symmetrical struc-
ture, (c) have moderate to wide dynamic range of operation, (d) have power consumption
that ranges from low to moderate power levels, (e) can operate at low supply voltage, (f)
have gains that can range between low to high gain based on the used configuration, and
(h) are area efficient.

The STC controlled conductance technique was verified experimentally through a con-
trolled gain amplifier design with good agreement between simulation and measurements.
Also a bias circuit for the STC amplifier was fabricated and tested and proven to work as
designed. Also the PTC technique was verified experimentally using IC components and
proven to be effective. For AC amplifier applications, new diode based biasing techniques
for very low frequency AC coupled amplifiers was presented and discussed. The first uses

a pn junction, while the second uses a diode-connected MOS transistor. The former was
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Table 2.4. A comparison between the three amplifier circuits. This table shows the trade-offs
involved when choosing between the different amplifier circuits designed in this chapter

in terms of power, silicon area, circuit complexity, bandwidth, power supply rejection,

output dynamic range, robustness against process variation, and driving ability.

Comparison Category STC PTC CMC
Power low moderate high
Area moderate small large
Complexity complex simple moderate
Frequency Response low — medium | low — high | low — medium
Operating Point-Supply dependency moderate very low very low
_Out Dynamic Range small wide wide
Gain mod-high low-high low-high
Process Dependency moderate independent | independent
Driving Capability low high high

more economical for space and had an important feature in accelerating transient recovery
from overload.

Having examined the first technique to reduce power consumption at the circuit level.
In the next chapter we will show how design techniques to digitally trim the input offset
voltage of differential amplifier at the circuit and the architectural levels used to reduce

power consumption and improve mixed signal circuit performance.
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Chapter 3

Digital Trimming of Operational
Amplifiers

OPERATIONAL amplifiers are very important basic building

blocks in mixed analog-digital circuit design. The performance of

these circuits is usually quoted in terms of input-referred offset
voltage, power consumption, gain-bandwidth product, etc. The focus of this
chapter is a new set of techniques to reduce the input referred offset voltage. In
this chapter, two approaches to digitally trim the input referred offset voltage
of the first stage gain of an operational amplifier are devised. Both approaches
use a set of digitally programmed weighted current mirrors. The attractive
features of the new techniques are: wide dynamic range, small silicon area,
low power, and the ability to be adapted to provide auto-zero cancellation on

the input-referred offset voltage.

Page 61
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3.1 Introduction

Operational amplifiers have always been a very important building block in linear and
nonlinear integrated circuit modules. Some essential operational amplifier specifications
are input offset voltage Vo, input offset current, differential gain, common-mode rejection
ratio, etc. Of these specifications, the input offset voltage and differential gain are two
parameters of interest when the amplifier is used as a comparator. The input offset current
is not applicable as the used technology is CMOS. The offset voltage of the first stage of
the amplifier dominates the offset voltage of the operational amplifier. Hence, the gain of
the differential amplifier, which is usually the first stage of operational amplifier, is the

focus of this chapter.

The gain of the differential amplifier can be increased in a number of ways such as using
a small bias current to increase the transconductance of the input transistor or increase
the output conductance of the ideally symmetrical input transistors, while the input offset
voltage still presents a major problem. Hence a large number of techniques for input offset
voltage cancellation have been described in the literature [Vittoz 1985b, Allstot 1982,
DeGrauwe et al. 1989, Kung et al. 1993]. This offset is a result of the wide spread variation
in process parameters [Shyu et al. 1984, Conroy et al. 1988, Pelgrom et al. 1989, Forti
& Wright 1994, Pavasovic et al. 1994, Steyaert et al. 1994, Bastos et al. 1995, Bastos
et al. 1997b, Bastos et al. 1997a, Kinget & Steyaert 1996], especially when the used
fabrication process is not optimised for analog circuit implementation. Furthermore,
most of the techniques to either reduce or cancel the input offset voltage in the literature
require the use of either external components [Soclof 1985], switched capacitors [Yen
& Gray 1982, Senderowicz & Huggins 1982] or floating gate devices [Gao & Snelgrove
1994, Sackinger & Guggenbuhl 1988, Carley 1989]. The first approach is not favoured
in some applications as it defeats the integration objectives. The use of switches in the
second approach will degrade the V,, cancellation due to parasitic capacitance and charge
injection [Shich et al. 1989, Chen et al. 1995]. Furthermore, some CMOS technologies may
not offer such linear capacitors. The third approach requires extra hardware to generate
the required programming voltage for the floating gate. Generating an accurate analog
signal in the fourth approach can be problematic in a mixed-analog digital environment.
Other techniques require increasing the size of the ideally symmetrical transistors, such
approaches will minimise the the offset voltage, but will not cancel it.

In applications where the input signal level for the comparator is comparable to the
input offset voltage, V,q, the effect of V,; becomes a serious problem. Therefore, there is

a need to develop new techniques to either reduce or cancel it. Hence, there is a need
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to estimate the order of magnitude of Vs and its statistical characteristics. This is the
topic of Section 3.2. Section 3.3 discusses some of the techniques used to reduce Vs.
Section 3.4 presents and discusses two new techniques. The new techniques are called
weighted voltage and weighted-current digital trimming techniques. Section 3.5 presents
experimental work of the weighted-voltage techniques. This technique was chosen because

it provides trimming without modifying the differential amplifier structure.

3.2 Statistical Data on Input Offset Voltage

3.2.1 Components of V

The input offset voltage Vo5 can be divided into two components as follows:

1. Systematic offset voltage: this voltage is a result of circuit layout and it appears even
when all of the matched devices in the circuit are indeed identical. This component

can be reduced by using proper design and layout techniques.

9 Random offset voltage: this voltage is due to fabrication process variations, which
result in threshold voltage mismatch of the supposedly identical devices. This com-

ponent represents the ultimate limitation on the achievable accuracy.

The techniques devised in this chapter can be used to trim the offset voltage due to

random offset variation as will be illustrated in Section 3.4.

3.2.2 Statistical Data on V

There is a need to have realistic and qualitative data on the input offset voltage Vos
to devise effective techniques to reduce or cancel it. The targeted fabrication process
was Orbit Semiconductor 2 pm, double poly, double metal n-well CMOS process. Since
statistical data for this process was not available a literature review on the input offset
voltage was done to estimate its order of magnitude.

Forti & Wright [1994] presented measured data for four different CMOS technologies
for about 1400 transistors. The measured data are in terms of mismatch dependent
on current density, device dimensions and substrate voltage without using any specific
transistor model. The data are presented in a graphical form, which shows the current
and voltage mismatch versus drawn device dimensions for both nMOS and pMOS devices
for the four processes listed in Table 3.1. The results for nMOS transistors are shown in

Figure 3.1.
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Figure 3.1. Current and voltage mismatch versus drawn device area. This graph shows the
current and voltage mismatch versus drawn device area for all processes for nMOS
transistors at drain current density In = 1 nA/0O. The straight line represents the slope
of the expected 1/+/W L dependence. The left hand side y-scale of the figure represents
the standard current deviation, o5(I) from the designed value in nA. The right hand side
y-scale represents the standard deviation of the input offset voltage, o(V,s), in Volts,
after [Forti & Wright 1994].
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Table 3.1. Characteristics of some standard low cost CMOS processes. The table shows the
oxide thickness and well type for a number of CMOS technologies that are used to study
the statistical characteristics of offset voltage and current mismatch in current mirrors
by Forti & Wright [1994].

l Process Feature Size (pm) \ Well Type | Gate Oxide (nm) ‘
| MOSIS/HP 1.2 N 20
| MOSIS/Orbit 2.0 P 40

uTMC 1.2 P 20

IBM 1.2 N 20

As expected from the models reported in [Lakshmikumar et al. 1986, Conroy et al.
1988, Shyu et al. 1984, Yu & Geiger 1994], the dependence of both current mismatch and
input offset voltage is proportional to 1/ VWL. However, in case of pMOS transistors
(the graph is not shown) they do not quite follow the 1/ VWL relation. This might be
due to higher mobility variations or poorer gate oxide capacitance matching [Forti &
Wright 1994]. Moreover, an interesting relationship between the oxide thickness and both
the current mismatch and the input offset voltage can be observed from Figure 3.1. The
thicker the oxide the smaller the input offset obtained. This conclusion is consistent with

statistical analysis presented in Appendix C.

The conclusions of Forti & Wright [1994], Lakshmikumar et al. [1986], Conroy et al.
[1988], Shyu et al. [1984] and Yu & Geiger [1994] that the input offset voltage in standard
CMOS technologies is in the range of £15 mV depending on the transistors sizes of the
ideally symmetrical transistors. For example, to obtain an offset voltage in range of 1
mV, the size of the ideally symmetrical transistors has to be in the range of 1000 pm?

which is very large.

3.3 Input Offset Voltage Reduction and Cancellation

The following subsections discuss some of the common techniques used to reduce and

cancel the input offset voltage Vos.
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Table 3.2. Rules for Optimum Matching. These rules can be used to ensure optimum matching
between adjacent components for CMOS technology [Vittoz 1985a].
No. | Rule |

Same structure

Same temperature

Same shape and size

Minimum distance

Common-centroid geometries

Same orientation

Same surroundings

el () Al (oAl FEsl Fdl| MUl o

Non minimum size

3.3.1 Device Mismatch Reduction

According to an analytical study of V,; based on a statistical model in [Michael et al. 1994],
threshold voltage mismatch in the ideally symmetrical input transistors has a dominant
effect. Therefore a special effort should be devoted toward reducing the threshold voltage
mismatch of the ideally symmetrical transistors. This is done by increasing the sizes of
the ideally symmetrical transistors [Watanabe et al. 1994, Mohamedi et al. 1992] and
following the rules listed in Table 3.2 [Vittoz 1985a] for optimum matching to achieve the

best results. This approach is costly in terms of silicon area because of the dependence

of V,, on 1/v/transistor area.

3.3.2 Off-Chip Offset Voltage Compensation

The off-chip offset voltage compensation technique is widely used in commercial op-
amps [Soclof 1985] due to its simplicity and effectiveness. This method uses a poten-
tiometer either at one of the inputs of the op-amp terminals as shown in Figure 3.2, or
a potentiometer between the offset null terminals of the op-amp and a reference voltage
as shown in Figure 3.3. This technique is used in precision op-amps to achieve an offset
voltage of less than 100 uV.
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Vv A, V'

(a) (b)

Figure 3.2. Two common techniques for offset voltage compensation. These conceptual draw-
ing relies on using a variable resistor that is attached to one of the operational amplifier

inputs to cancel the input offset voltage.

3.3.3 Auto-zero Cancellation Techniques

Another technique called auto-zero cancellation [Yen & Gray 1982, Senderowicz & Huggins
1982] can be used to reduce the offset voltage. This technique relies on providing hard-
ware either on chip, off chip or both to automatically reduce the offset voltage. Most of
the methods used in auto-zero cancellation rely on storing V,, at some of the circuit in-
ternal nodes and then cancelling V,; by various methods, as will be discussed later in this
subsection. These methods have limited performance: Firstly due to the use of capacitors
and analog switches to achieve the cancellation. These switches degrade the offset volt-
age cancellation due parasitic capacitance and charge injection [Shieh et al. 1989, Chen
et al. 1995]. Secondly, most of these methods have a 50% duty cycle or less, making
them unsuitable for continuous-time applications. Four common methods that are used

in auto-zero cancellation of V,, are discussed below.

e The first method relies on storing V,, at a capacitor at the input of the op-amp,
as shown in Figure 3.4.a. Assuming ideal conditions, the stored voltage across the
capacitor is equal to V,;. However, due to charge injection of switch S1, the stored
value will significantly change, resulting in a degraded offset cancellation [DeGrauwe
et al. 1989]. The corresponding switches waveforms for these circuits are shown in
Figure 3.4.d.
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Figure 3.3. Offset voltage compensation using null terminals. In this technique a null poten-
tiometer is used cancel the offset voltage through the current mirror structure of the

differential stage in the operational amplifier.

e The second method uses two op-amps. In this method, V,, is amplified then stored
at the output of the first stage op-amp, as shown in Figure 3.4.b. Even though, the
charge injection of the switches S1 and S2 will not significantly degrade the offset
cancellation, this method needs two op-amps which gives rise to potential stability
problems [DeGrauwe et al. 1989, Poujois & Borel 1978].

e The basic idea of the third method is to store V,4 at a low sensitivity auxiliary input
and employ a feedback mechanism to reduce it, in addition to a buffer circuit for
phase compensation acceleration, as shown in Figure 3.4.c. Using this technique
it is possible to obtain a very small V,, with a standard deviation in the order of
370 wV, however this technique has a 25% duty cycle and consumes large silicon
area [DeGrauwe et al. 1989].

e The fourth method is a digitally controlled auto-zero cancellation [Yu & Geiger
1994, Kung et al. 1993, Opris & Kovacs 1996]. This method relies on using an
analog programmable current mirror as a load for the differential amplifier, as shown
in Figure 3.5. Despite the fact that the accuracy of this method is function of the
digital-to-analog converter (DAC) and the comparator offset voltage, which are part
of the offset tuning scheme Figure 3.6, it is claimed that it is possible to reduce an
offset voltage in the range of 15 mV to a very small value in the range of 400-500
wV using a 7 bit digital to analog converters (DAC).
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Figure 3.4. Auto-zero cancellation techniques. Three techniques for auto-zero cancellation are
shown. In (a) the offset voltage is stored at the input then subtracted from input signal.
In (b) offset voltage is amplified and stored after a first stage gain then subtracted from
the amplified input signal. In (c) offset voltage is stored at a low sensitivity auxiliary
input then subtracted in the operational amplifier from the input signal. Diagram (d)

shows the the corresponding switch waveforms for each of the techniques.
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Figure 3.5. Offset adjustable two stage CMOS op-amp using a programmable current mirror.
In this technique the offset is adjusted by applying a fixed voltage at Vg and adjusting
the voltage at Vo to obtain zero offset voltage at the differential amplifier output.

3.4 New Digital Trimming Techniques

Trimming techniques are widely used to enhance some aspects of analog circuit perfor-
mance [Gray & Meyer 1992, Al-Sarawi & Cole 1995]. In this section two new approaches,
we refer to as weighted-voltage and weighted-current techniques are proposed to achieve
digitally trimmed offset voltage. Both techniques have a set of digitally programmable
current mirrors as their controlling engine. The attractive features of the new techniques

are:

The trimming is performed digitally.

They have a wide dynamic range.

They do not consume large silicon area.

They are applicable in both saturation and subthreshold regions of operation.

They can be adapted, when a zero reference is available, to provide auto-zero cancel-
lation of the input offset voltage similar to the one discussed in [Yu & Ceiger 1994],
without the need for a digital-to-analog converter (DAC).
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Figure 3.6. Concept of the offset tuning scheme. This is applied to the operational amplifier in
Figure 3.5. CO is the output of the comparator, D is the down terminal of the counter
to force the counter to count downward, U is the same as D except it forces the counter

to count upwards, and DAC represents the digital-to-analog converter.

In the following analysis, it is assumed that the source and the backgate of the corre-
sponding n and p MOS transistors are connected together, unless mentioned otherwise.
In addition, a binary weighted scheme is used. Although other weighting schemes can be

used.

3.4.1 Weighted-Voltage Trimming Technique

The name of this technique is derived from the way the trimming is achieved which is
through biasing a pn junction diode (or a diode-connected MOS transistor) using digitally
programmable binary weighted current mirrors. These currents are then used to produce
a voltage drop across the diode, V. The relation between the diode voltage, the currents

and the controlling switch states is given as

Zilio BiIO/T

) (3.1)

Vd = ’I']Ut 1I1(
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Figure 3.7. A single ended voltage comparator trimmed using a weighted-voltage trimming

technique. The trimming for this circuit can be performed by digitally controlling the

current through Dj, that current is translated into a voltage drop across Dj.

where
n is the emission factor of the diode;
U, is the thermal voltage;

N +1 is the number of bits;
B; is the state of the sth switch, [0 for OFF or 1 for ONJ;
Iy is the reference current value;

lls is the reverse saturation current.

The first method of using the weighted voltage technique, in offset voltage cancellation,
is shown in Figure 3.7. The input gate of one of the input transistors of the differential
amplifier, mng, is tied to a voltage source which has two DC components. The first
component is a fixed bias voltage called Vg, and is needed to provide the DC operating
point for the differential amplifier, while the second component is the voltage drop across

the diode. The resultant gate voltage at mng, V,,, is given as
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Figure 3.8. A digitally trimmed differential amplifier using the weighted-voltage technique.
In this technique the source voltages of mn; and mny are controlled by the digitally
programmable current mirror. The summation of I:) and I, will be translated into a
voltage drop across Dj. Hence, the difference between the source voltages of mn; and

mny are adjusted to cancel the input offset voltage.

Z;‘V:O BjIO/zj

‘/gr = VBB-F’I]UtlIl( 7

). (3.2)

From Equation 3.2, the offset trimming depends on the absolute values of I,, I, and
Vgp. The dependence on I; and Vpp can be cancelled by using another diode biased
by I, and placed in the other leg of the differential amplifier. To avoid presenting a low
input impedance to the amplifier input, both diodes are moved to the source legs of the
amplifier input transistors as shown in Figure 3.8. Such shift reduces the gain of the
differential amplifier. The reduction, when subthreshold operation is considered, can be

as much as half the original gain before the introduction of the diodes.

Figure 3.8 represents a second method to reduce the offset voltage using the weighted
voltage technique. In this method, an introduced offset voltage Vios, which is defined
as the voltage difference between the sources of the input transistors of the differential
amplifier, is calculated as in Equation 3.3. The full derivation of this equation is shown

in Appendix E.
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Figure 3.9. A digitally trimmed differential amplifier with extended common mode range
using a weighted voltage technique. The trimming for this circuit is done through
the input buffer circuits boxed by dashed line. These buffer perform two functions:
first they introduce a level shift. This shift is function of the input pMOS transistor
threshold and the bias current controlled by I,. The second function to adjust the
amount of voltage level shifting using the programmable current mirror. The resultant
voltage at the output of these buffers can be used to cancel the input offset voltage.
Furthermore, the two dashed diode-connected nMOS transistors can be introduced to

the circuit if further level shifting is needed.
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where
1, is the reference current appearing in Figure 3.8;
I is the differential amplifier bias current.
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Equation 3.3 shows the dependence of the introduced offset voltage Vios on the ratio
of I to I,, and upon the switches state. In addition, the equation shows that Vios 18
independent of .

A third method of employing the weighted voltage technique to reduce the offset voltage
is shown in Figure 3.9. The cancellation is performed through a buffering circuit at one of
the input terminals of the differential amplifier. The buffer circuit uses at one terminal a
common drain pMOS transistor biased by a digitally programmable current source, while
buffering at the second input terminal uses a common drain pMOS transistor biased with
a fixed bias current. An additional level shifting of the input signal can be achieved
through using a diode-connected MOS transistor as shown by the dotted transistors in
Figure 3.9.

The quiescent voltage at the gates of the inner differential pair is the sum of voltage
drop across the diode-connected nMOS transistor and the drain to source voltage of the
pMOS transistor. This voltage 1s sufficient for the operation of the differential amplifier
with a single ended power supply. Additionally, the common drain pMOS transistors can
operate at a quiescent gate voltage of zero. These two effects together allow the common
mode input voltage of the circuit to extend to a negative supply voltage. The introduced

input offset voltage Vi, to the differential amplifier structure is given by

‘/;03 = ‘/gl - V’V‘

(2L, [IebBr
B AL (1 ILﬂR) ' (34)

where I; and Iy are the current passing through myp, and mpp in Figure 3.9, respectively.

In Iy is generated using a binary weighted digitally programmable current mirror that is

described as

N
Sg = » BiSi/?
=0

iz st < .
= = — = B,;/27, 3.5
IL SL ; J/ ( )

then Vj,, can be written as

217 [ .
Vies = i [ =
\ B
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If mpy is replaced by a group of binary weighted transistors (mpp, to mpg, ) and biased
by the same value of current as I;, as shown in Figure 3.10, the introduced input offset

voltage relation with the weighted transistor sizes is similar to Equation 3.6.

3.4.2 Weighted-Current Trimming Technique

The name of this technique is also derived from the way the trimming is achieved, which
is through the load transistors of the differential amplifier. This technique relies on com-
pensating for current mismatch in the input transistors of the differential amplifier. The
compensation is achieved by replacing the standard current mirror structure with a digi-

tally programmable current mirror, as shown in Figure 3.11.

In the face of a threshold voltage variation, there is a need to have zero amplifier output
current, so that no output current flows to the output terminal of the amplifier. Such
output current, if present, could develop an output voltage across the combination of the
output impedance of the amplifier and input impedance of any following load. Having
a zero output current at the amplifier output can be achieved by firstly, calculating the
difference in drain currents due to the threshold voltage variation and secondly, adjusting
the amplifier current mirror structure so that output current of the amplifier is zero.

An equivalent threshold voltage mismatch AV for a current mismatch in the input
transistors of the differential amplifier can be calculated in both the saturation and sub-
threshold regions by using the simple transistor [Haskard & May 1987] and Vittoz mod-

els [Vittoz 1985a), respectively. The result of these calculations are given in Equation 3.7.

AV — ,/%(1 - ,/%) ; saturation region (37)

—nUyIn (f.—f) ; subthreshold region

where

Ir,Ir  are the currents through the mn, and mn, transistors, respectively;

B8 is the intrinsic transconductance parameter, A/V?;
n is the subthreshold slope factor;
U is the thermal voltage.

The relation between I and I, in the digitally programmable current mirror is given

as
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Figure 3.10. A digitally trimmed differential amplifier with extended common mode range
using a weighted voltage technique at the input transistors. The trimming for
this circuit is done through the input buffer circuits boxed by dashed line. These buffer
perform two functions: first they introduce a level shift. This shift is function of the
input pMOS transistor threshold and the bias current controlled by I,. The second
function to adjust the amount of voltage level shifting using the programmable current
mirror. The resultant voltage at the output of these buffers can be used to cancel the
input offset voltage. Furthermore, the two dashed diode-connected nMOS transistors
can be introduced to the circuit if further level shifting is needed. In contrast to
Figure 3.9, the bias current value for both buffer circuit is same and the weighting is

done through resizing the input buffer transistors.
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Figure 3.11. A digitally trimmed differential amplifier using a weighted-current technique.
In this technique the mirror load current for transistor mny is digitally controlled using
switches By to B3,.

N
Sk = Y B;Sy/?
=0

I Sk —
R OR j
= = 2 B/, 3.8
IL S[, J; J/ ( )
where

Sk is the width to length ratio of the mp, to mp, load transistors;

St is the width to length ratio of the mp, transistor;
B; is the state of the jth switch;
N +1 is the number of programming bits.

Substituting Equation 3.8 into 3.7, the equivalent threshold voltage mismatch AV can

be written as

Page 78



Chapter 3 Digital Trimming of Operational Amplifiers

Table 3.3. Introduced offset voltage as function of the current mismatch. This table shows
the minimum and maximum mismatch that can be cancelled when the current mirror
structure either working in the saturation or subthreshold regions of operation. These
measured simulation results show that the minimum mismatch can be cancelled is in
the sub-millivolts, while the maximum mismatch current that can be cancelled depends
on whether the current mismatch is in the diode-connected transistor or in the other
transistor. The measured mismatch in both regions of operations is different. The

difference is traceable to definition of AV given in Equation 3.9.

AV Minimum Maximum
Current Mismatch Current Mismatch
+1.15% -1.15% +98.4% -98.4%
Saturation -719 pVv 725 pV -37.8 mV 80.9 mV
Lﬂlbthreshold -670 puV 660 pV 177 mV | 29.173 mV

T = /%(1 - /2;\’:0 B;/27) ; saturation region (3.9)

—nlU; ln(Zj-V:O B;/27) - subthreshold region.

From Equation 3.9, the input offset voltage can be cancelled by compensating for the
current mismatch of the input transistors of the differential amplifier. An interesting
observation about AV, when subthreshold operation is considered, is that the trimming
is independent of the bias current.

By using a 7-bit digitally programmable current source, it is possible to compensate
for a current mismatch (Ig/Ip) in the input transistors of the differential amplifier from
+1.15% to 2-98.4%. The corresponding cancellations in the input offset voltages are given
in Table 3.3. The values of I, 8 and S used for the saturation region calculation are 500
nA, 19.5 pA/V? and 6, respectively, while the value of n and U, used for the subthreshold
region are 1.65 and 25.8 mV, respectively.

From Table 3.3, this technique has a wide dynamic range in both regions of operation,
and they can compensate for an offset voltage down to less than 1 mV. These calculations
show that trimming using transistors operating in the subthreshold region of operation
give better results than performing trimming using transistors operating in the strong
region of operation. However, mismatch in the subthreshold region of operation is larger
than the mismatch in the strong region of operation. The later comment should be taking

into account by the designer to decide which region of operation to use for the trimming.
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3.5 Experimental Work

From all of the above discussed trimming techniques, the weight-voltage technique dis-
cussed in Section 3.4.1 and shown in Figure 3.9 was selected for fabrication. Test structures
were fabricated in a 2 pum double poly, double metal CMOS process at Orbit Semicon-
ductor through MOSIS. The trimming technique shown in Figure 3.12 was selected for
tabrication for three reasons. Firstly, it provides trimming without affecting the differen-
tial amplifier structure, so no restriction has to be imposed on the differential amplifier
structure. Secondly, the trimming is performed without restricting the input terminals of
the amplifier. Thirdly, the trimmer can be tested separately from the amplifier structure.
A micro-photograph of the fabricated trimmer arms is shown in Figure 3.13. This micro-
photograph corresponds to the schematic diagram shown in Figure 3.12. To improve the
matching between the two arms of the trimmer a dummy transistor, mns, was connected
between the source of mps and ground with its gate connected to V. This transistor can
be removed as the trimmer is capable of compensating for the mismatch introduced by

its structure.
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Figure 3.12. A schematic diagram of the digitally programmable arms. This structure was
fabricated and used to measure the introduced input offset voltage between V, and V.
The transistor sizes of this circuit are listed in Table 3.4. During the measurements

the ground was used as a reference point by connecting both of V;,. and Vj; to ground.
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Figure 3.13. A micro-photograph of the fabricated of the digitally programmable trimmer
arms. This corresponding schematic diagram of this micrograph is the schematic

circuit diagram shown in Figure 3.12 with the transistor sizes listed in Table 3.4.

The bias current circuit used to bias the trimmer arms is the bandgap reference circuit
discussed in [Tsividis & Ulmer 1978] and shown in Figure 3.14. The reference voltage
measurements of this bias circuit from four fabricated chips as function the supply volt-
age using a 100 k2 and 1 MQ are shown in Figures 3.15 and 3.16, respectively. The
measurements for the trimming arms from four fabricated chips were conducted at 3 and
5 Volt supplies to compare the results as shown in Figures 3.17 and Figure 3.18, respec-
tively. The state at which all mn, to mny are ‘OFF’ is not plotted to show the dynamic
range of interest. With the aid of the data presented in Figures 3.17 and 3.18 or the raw
data listed in Appendix F, the voltage difference AV, between V; and V, after trimming
at different supply voltages are presented in Table 3.5.
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Figure 3.14. The bandgap voltage reference circuit. This circuit was used to generate the
require low reference current to bias the programmable arms. The reference current is

as function of the ration of transistors mny and mn; and the resistor value of

3.6 Summary

In this chapter, two new techniques called the weighted voltage and weighted current
techniques suitable for standard CMOS technologies were presented and discussed. These
techniques provide: (1) a wide dynamic range for offset voltage cancellation; (2) an offset
voltage cancellation independent of the absolute value of the process parameters; (3) pos-
sible compensation for mismatch in the introduced hardware; (4) moderate consumption
of silicon area compared to other cancellation techniques. The proposed techniques are
very attractive for use in the auto-zero technique discussed in Section 3.3.3 because they

do not require a DAC for the offset tuning scheme shown in Figure 3.6.

The weighted-voltage technique provides a direct relation between the introduced input
offset voltage and the input offset voltage, while the weighted current has an indirect re-
lationship. Moreover, one of the weighted voltage techniques provides digital trimming of
the input offset voltage without affecting the amplifier architecture. Making the technique
attractive in trimming different amplifier architectures. For the weighted voltage tech-
nique, three methods to digitally trim the input offset voltage were discussed. The first
method is most suited to the design of voltage comparators with a reference voltage above
ground, while methods two and three provide input free terminals. In the third method,
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Figure 3.15. Measurements of the bandgap voltage reference circuit as function of the supply
voltage using 100 k{2 resistor. These measurements show the dependence of the
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Figure 3.16. Measurements of the bandgap voltage reference circuit as function of the supply
voltage using a 1 MQ resistor. These measurements show the dependence of the

reference voltage Vg on the supply voltage for four fabricated chips.
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Table 3.4. The transistor sizes of the digitally programmable arms. These sizes are in terms

of width to length ratio (in micrometers) for the schematic circuit diagram shown in

Figure 3.12.
[ nMOS | pMOS |
mny = 4/2 | mnz = 4/2 | mpp = 4/4 | mps = 64/4
mn; = 4/2 | mn; = 4/2 | mp; = 8/4 | mps = 12/12
mny = 4/2 | mns = 4/2 | mpy = 16/4 | mp, = 12/12
mps = 32/4 | mps = 12/12
mp,; = 64/4

as well as free input terminals, it provides buffering of input terminals and extension of
the common mode range. Even though, the weighted-current technique does not provide
a direct relation between the introduced input offset voltage and the amplifier V,,. The
technique does provide offset voltage trimming without affecting the input terminals of
the amplifier with small silicon area. One of the trimming techniques was verified experi-
mentally through measuring the trimmer arms separately and through incorporating the
trimming as part of a digitally programmable comparator, using ground as a reference
voltage.

In this chapter it was demonstrated targeting circuit and algorithmic design levels
can be used to reduced the area requirement and power consumption of mixed analog-
digital circuits. The performance improvement at the circuit level is through the digitally
programmable circuit structures, and at the architectural level through controlling the
weighting scheme in the programmable structure and including the circuit module as part
an automated offset voltage cancellation. In the next chapter we will show how targeting
the circuit level design using new controlled conductances can be used to design low power

circuits such as Schmitt triggers.
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Table 3.5. Minimum voltage difference measured between the trimmer’s arms from four

the weighted-voltage technique.

Supply Chip 4 Chip 3
Voltage | S4--- So AV, Sa-++ So | AV,
3 Volt 01110 -0.5 mV 10000 0.6 mV
5 Volt 01110 0.3 mV 10000 0.1 mV
Supply Chip 2 Chip 1
Voltage | S4--+So AV, S4---So | AV,
3 Volt 10010 0.5 mV 10000 1.8 mV
5 Volt 10010 -0.1mV 10000 1.6 mV

fabricated chips. The minimum voltage difference measured for four fabricated chips
at the trimmer output, AV,, as function of the trimmer switches states at 3 and 5 Volt

supplies. These measurements show the minimum voltage that can be trimmed using
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Figure 3.17. Measured voltage difference between the trimmer’s arms as function of the
state of digitally programmable switches. These measurements were conducted
using a 3 Volt power supply and a 24 nA bias current. The measurements show that
at states below S4--+ Sp = 10000 the voltage difference between state is large, while

at state value larger than Sy --- Sy, the difference voltage difference between state is

small, hence better cancellation on the input offset voltage.
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Chapter"

New Schmitt Trigger Circuits

N mixed signal systems, there is usually a need to digitise analog signals
and sometimes a need to square up fast digital signals. The circuit that
performs this function in both cases is called a comparator. In the case of
a comparator with hysteresis, the transition of the comparator from one state
to another can be governed by positive feedback and only relies on the input
signal to trigger this positive feedback. Such a circuit is commonly referred
to as a Schmitt trigger, because the functionality of the circuit mimics the
vacuum-tube version invented by Schmitt in the 1930s. A formal definition of

Schmitt trigger circuits will given in this chapter.

In this chapter new techniques to design Schmitt trigger circuits with wide
hysteresis and low power are presented and discussed. This is achieved by
using a voltage controlled resistor to modulate the hysteresis to increase its
width and reduced the short circuit current of the circuits. A low power
Schmitt trigger version is presented and compared to other circuits in the
literature and showed very good performance in terms of power and drivability

to a capacitive load.
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4.1 Introduction

Schmitt trigger circuits are in a class of bistable circuits. These circuits “can exist indefi-
nitely in either of two stable states and which can be induced to make an abrupt transition
from one state to the other by means of external excitation” [Millman & Taub 1965a]. It
is possible to build these bistable circuits using two stage regenerative amplifiers as shown
in Figure 4.1. Such a configuration is known by a wide variety of names, such as a bistable
multivibrator, Eccles Jordan circuit, trigger circuit, scale-of-2 toggle circuit, flip-flop, and
binary circuit. The difference between these circuits is related to the way the feedback
mechanism from the input of the binary circuit to the output is provided. If the circuit
shown in Figure 4.1 has unique feedback mechanism as shown in Figure 4.2 (in that the
teedback is provided through connecting Z; and Z, to ground through a resistor called R,
and the coupling from the output Y; of the second stage amplifier Ay to the input of the
first stage amplifier A; is missing), such a circuit is referred to as cathode-coupled binary
or emitter-coupled binary. Quite commonly, in the literature, either circuit is referred to
as a Schmitt trigger, after the inventor of the vacuum-tube version in late 1930s [Millman
& Taub 1965b, Otto Schmitt’s patents and publications 2002].

Vdd

Figure 4.1. A binary circuit with two amplifying devices A; and A;. These devices can be

either vacuum tubes or transistors.
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Figure 4.2. A Schmitt trigger circuit based on the binary circuit shown in Figure 4.1. This
circuit shows the embedded feedback mechanism through R, that distinguishes Schmitt
trigger circuits. This feedback does not exist in the basic binary circuit shown in Fig-
ure 4.1.

The two main properties of bistable multivibrator circuits are: Firstly, the path from
one state to the other is not the same, thus forming a hysteresis loop. Secondly, the tran-
sition from one state to another is carried out by a regenerative action within the circuit
and not as a function of the circuit input signal. The role of the input signal is to trig-
ger this regenerative action, which will force the circuit into another state. Even though
the first circuit proposed by Schmitt was a bistable circuit, other ternary and tri-state
circuits which have a regenerative action are also called Schmitt triggers [Ramkumar &
Nagaraj 1985, Bundalo & Dokic 1989]. It has become common in the literature to denote
any circuit that exhibits characteristics similar to Schmitt’s valve circuit as a ‘Schmitt
trigger circuit.” These circuits are used (i) in mixed mode systems to convert a slowly
varying analog signal to an almost discontinuous signal having abrupt jumps, (i) in
measurement systems to eliminate comparator chatter in signal shaping, (114) for noise
rejection in line receivers, (iv) in signal processing systems, (v) in ON-OFF control sys-
tems, (vi) in oscillators, and in neural networks [Di Cataldo & Palumbo 1990, Di Cataldo
& Palumbo 1992b, Smith & Portmann 1989].

The importance of the Schmitt trigger is evident from the large number of publica-

tions that discuss the different approaches to analyse such circuits [Dokic 1984, Ahmad
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et al. 1990, Dickes & Carlton 1982, Kennedy & Chua 1991, Ridders 1986, Ridders 1985,
Abuelma’atti 1985, Smith 1988, Filanovsky & Baltes 1994 and the large number of cir-
cuits [Nagaraj & Satyam 1981, Steyaert & Sansen 1986, Dokic et al. 1988, Enning 1990,
Pfister 1992, IBM 1986, Dokic 1996] designed to mimic the functionality of Schmitt’s
original prototype. There are other approaches to the implementation of Schmitt trig-
ger circuits: Firstly through using special devices such as the lambda diode and lambda
transistor [Ramkumar & Nagaraj 1985, Ramkumar & Satyam 1989] - the lambda-diode
is a two terminal negative resistance device consisting of complementary depletion type
FET transistors. Secondly through using a three terminal voltage-controlled negative re-
sistance device consisting of a combination of an nMOS and a bipolar transistor. Schmitt
trigger circuits based on these lambda devices are unattractive in standard CMOS tech-
nologies as they either require a specially characterised process or specially characterised
devices that are not available in standard CMOS technologies, although an opamp with
positive feedback can be used as a Schmitt trigger circuit. This approach requires using
either passive or active feedback networks in addition to at least a 7-transistor differential
amplifier and a bias circuit. Moreover, this takes up larger silicon area and consumes

more power compared with the circuits presented in this chapter.

In most of the published Schmitt trigger circuits, the aspect of low power operation
has not been considered — this sometimes being due to the methodology used in designing
such circuits or due to the irrelevance of this aspect to the target application. Generally,
these circuits are suitable for medium power applications. The requirement for low power
Schmitt circuits has prompted the development of new techniques to reduce both power
and area requirements of these circuits. In this research, the later is achieved by new
techniques to modulate the hysteresis of Schmitt trigger circuits, which resulted in both
area and power reduction of new families of Schmitt trigger circuits that are compatible
with standard CMOS technologies. The techniques are presented through the discussion
of the new Schmitt trigger circuits families in the following sections. Also, techniques to
obtain adjustable hysteresis Schmitt trigger circuits are presented and discussed. These
circuits can find use in communications applications [Di Cataldo & Palumbo 1992b] and
neural networks [El-Leithy et al. 1989).

Schmitt triggers can be classified into two groups. The first group is called the voltage
mode Schmitt trigger in which the input signal is a voltage, and which may be accom-
panied by insignificant amount of current. This group is usually referred to as ‘Schmitt
triggers’ without reference to the input signal type. The second group is the current
mode Schmitt [Wang & Guggenbuhl 1988, Wang & Guggenbuhl 1989, Di Cataldo &
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Palumbo 1992a, Chavez 1995]. These circuits are associated with a low or a non-linear
incremental input resistance and usually driven by current.

In this chapter two new families of Schmitt trigger circuits are discussed. The prototype
circuit of the first family is considered to be a truly low power circuit, and is discussed
in Section 4.2. The second prototype circuit, which exhibits a finite input impedance, is
discussed in Section 4.3. Section 4.4 presents experimental results for one of the circuits
discussed in Section 4.2. Section 4.5 provides a discussion on the performance of the
new low power Schmitt trigger circuits in comparison with other Schmitt trigger circuits
presented in the literature, while Section 4.6 draws conclusions on the suitability of the
different Schmitt trigger circuits presented in this research for various applications. Ap-
pendix D discusses the context were the developed circuits are used in designing oscillators

that can be used in a wide range of applications.

4.2 Low Power Prototype CMOS Schmitt Trigger Circuit

After investigating the different types of Schmitt trigger circuits, in particular the bipo-
lar version discussed in [Millman & Taub 1965b] and the CMOS versions discussed
in [Dokic 1984, Steyaert & Sansen 1986], it was found that a Schmitt trigger circuit with
large hysteresis can be designed by using two methods: firstly by designing a switching
circuit that has a regenerative action from the output to the input, secondly by modulat-
ing the switching points in the switching circuit by its output to increase the hysteresis
width. Based on these findings a conceptual circuit using bipolar transistors is shown in
Figure 4.3. This circuit operates as a Schmitt trigger circuit even without modulating
the value of resistor R,. However, the hysteresis is small. A detailed analysis of this cir-
cuit without the voltage controlled resistor is presented in [Millman & Taub 1965b]. The
switching points of this circuit are not given as they do not serve a significant purpose.

However, analysis of the CMOS version will be presented.

4.2.1 An nMOS Schmitt Trigger

A corresponding CMOS version of the circuit shown in Figure 4.3 can be obtained by
replacing all the npn transistors in Figure 4.3 with nMOS transistors. Secondly, replacing
the load resistors R., and R., by pMOS transistors. Thirdly, replacing the emitter resistor
R, with a voltage controlled resistor, which can be simply implemented as an nMOS

transistor operating in the triode region. The resultant circuit after all of these changes
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vdd

T

Rc]
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Figure 4.3. A conceptual Schmitt trigger circuit with large hysteresis in bipolar technology.
This circuit shows how the value of the feedback resistor R, can be modulated to

increase the hysteresis width of the Schmitt trigger circuit.

is shown in Figure 4.4. The switching points of this circuit are derived analytically in the
next paragraph.

The input voltage at which V,,; switches from low to high, Vig can be derived by
finding the state of the circuit when the input voltage, V;,, is low. In this case, V,, is high
and V,,; is at V,,, because mny is fully on. The Schmitt trigger circuit can be simplified

as shown in Figure 4.5. The input signal at which V,,; switches from low to high, Vi g, is

given by
Vag + Vin(k — 1) =V,
Vg =V, + " 4.1
LH n K+ 1 ( )
where x = ’gm%, B; is the transconductance parameter for the transistor ¢ on the
mpo

Figure 4.5, Vyq is the supply voltage and Vi, = Vi, = |V},| are assumed, to simplify the
analysis.

The relation between V;, and V,, can be found by considering the fact that both mn;
and mng are operating in the saturation region, just before switching, as long as V;, is
larger than the sum of V,, and the threshold voltage of mn,. Hence, the current equations

for mn; and mng can be written as
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Figure 4.4. A wide hysteresis CMOS Schmitt trigger derived from the bipolar version. This
version was derived from the bipolar version with load resistors R, and Re, replaced
by pMOS transistors, and the voltage controlled resistor, R,. replaced by an nMOS

transistor operating as a voltage controlled resistor.
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Figure 4.5. A simplified Schmitt trigger circuit with its input signal is low. This circuit will be
used to drive the switching point of the Schmitt trigger circuit when the output switches

from high to low.
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Imm = 57;"1 (Vn - Vr;‘h)Q (42)
Imnz — %(‘/m - Vn - ‘/th)2- (43)

Solving Equations 4.2 and 4.3 for V,,, then substituting «,, = ,/gm# results in
mnog

‘/i (1 - K'n)
Vo= m V2, 4.4
T4k, (1 + kn) (4.4)
Substituting Equation 4.4 in 4.1 at V;, = Vi, Equation 4.1 can be written as
(kn + 1) (K — 1)
Vim = V. + : i
M () + 1 (A + k) (1 + k) (4:5)

The input voltage at which V,,; switches from high to low, Vj, can be calculated by
finding the switching point of the inverter structure formed by mn, and mp,, taking into
account the dynamic resistance of mn; in the linear region of operation. The current

equations for mny and mp, can be written as

Impz = %(‘/ﬁ - ‘/dd - ‘/tp)2 (46)
ﬂmn
Imng = T(V; _Imnngym - V;Sn)2 (47)
We can now solve these equations with Iy, = —Iny, for Vi, at Vi, = Vg, where I,

and Iy, represent the currents passing through mp, and mn,, respectively. Rayn is the
dynamic resistance of mn; which can be approximated as 1/(8mn, (Vaa — Vin)). Based on

the above equations, Vg switching point can be written as

Vo = & + V,. (48)

As the voltage swing at V,,: does not fully go to ground potential, the output of the
above Schmitt trigger circuit can be either taken from V,,; after using a special circuit
that switches from rail-to-rail or by taking the output from node V,,,. The voltage at this
node is the complement of V,,; with a rail-to-rail voltage swing. Care should be taken to
avoid loading V,,,, as the load capacitance at this node limits the switching speed of the
Schmitt trigger circuit.
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Figure 4.6. Simulation results of the Schmitt trigger circuit shown in Figure 4.4. The upper
panel shows the output characteristics of the circuit at node V;, as function of the
input signal, the middle panel shows the the input-output characteristics of the Schmitt
trigger circuit as function of time, the lower panel shows the current drawn from the

power supply as function of the input signal in the time domain.

The Schmitt trigger circuit shown in Figure 4.4 was simulated using HSPICE with
Level 13 model parameters as shown in Figure 4.6. The input signal is a piecewise linear
function with the input voltage increasing from ground to Vg, in 500 us, then decreasing
to ground at the same rate. As expected from the previous analysis, the switching point
from high to low, Vi, is shifted from V;/2 by ~ 100 mV, which is equal to the voltage at
V;, (not shown). Secondly, the current drawn from the power supply in case of switching
from high to low, Vi, is much larger than the current drawn when the circuit switches

from low to high, V15, as shown by the bottom waveform in Figure 4.6.

4.2.2 A pMOS Schmitt Trigger

Another Schmitt trigger circuit can be obtained by replacing the nMOS transistors with
pMOS transistors and vice versa in Figure 4.4, in addition to switching the supply voltage

terminals, resulting in the circuit shown in Figure 4.7. The switching points, Vi1, and Vig

Page 101



4.2 Low Power Prototype CMOS Schmitt Trigger Circuit
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Figure 4.7. A pMOS Schmitt trigger derived from the nMOS Schmitt trigger circuit shown
in Figure 4.4. This circuit can be derived from the nMOS by intuition from Schmitt
trigger circuit shown in Figure 4.4 by changing the MOS transistor mn; to mp; and

switching the power supply terminals.

vdd

44 mp, |p——

- Vp- |1
—q| mp> 44— mp; |44

‘/iil >_J- > Vout
Vin
]| mn, 814 [ mns |84
i

Figure 4.8. A new CMOS Schmitt trigger circuit. This circuit was obtained by merging the

circuits shown in Figures 4.4 and 4.7 into a complementary structure.
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can be found by following the same analytical procedures used in deriving these switching
points for the circuit shown in Figure 4.4, or by benefiting from the similarity between

the two Schmitt trigger structures. The later is achieved by subtracting Equations 4.5

and 4.8 from Vj; and replacing V;, by V, and &, by k,, where &, is defined as g—:—% ,

resulting in
Vi (1—ky) K
Vo = : -V Bl Vg, 4.9
P ) ) T .
K (k —1)
Vie = Vaa——+Van =V, . 4.10
LH dd (K}+ 1) th p (K}+ 1) ( )
Kpk (kpk — 1)
Ver = V. 2 +V; 2 . 4.11
HE a kp(k +1) +1 "1+ k) (1 + k) (4.11)

The simulation results for the pMOS Schmitt trigger are not presented, because they
are similar to the simulation results of the nMOS version shown in Figure 4.4 with different
switching points. However, this structure was presented to assess the presentation of the

complementary structure Schmitt trigger circuit presented in the next subsection.

4.2.3 Fully Symmetrical CMOS Schmitt Trigger

As the switching point from low to high of the nMOS version and the switching point from
high to low in the pMOS version drains a very small amount of current from the power
supply, merging the nMOS and pMOS version in one circuit will produce a Schmitt trigger
circuit that firstly has a very wide hysteresis width and more importantly draws a very
small amount of current from the power supply during switching. The resultant circuit is
shown in Figure 4.8. The switching points of this circuit can be found as follows. When
the input signal increases from low to high, this circuit can be approximated to the Schmitt
trigger circuit shown in Figure 4.4. The input voltage at which V,,; switches from low to
high, V&, and from high to low, Vyy, are given by Equations 4.5 and 4.11, respectively.
The hysteresis width of the fully symmetrical, low power Schmitt trigger circuit can be

calculated by subtracting Equation 4.11 from 4.5 and assuming that , = k;, resulting in

kn(l— k) +1

(4.12)

Equation 4.12 shows that the hysteresis width is independent of the MOS transistors
threshold voltage assuming that their absolute threshold voltage values are equal, and

kp = kn. To check the consistency of the above equations, let us assume that x, x, and
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Figure 4.9. Simulation results of the complementary Schmitt trigger circuit shown in Fig-
ure 4.8. The upper panel shows the output characteristics of the circuit at V,,, as
function of the input signal, the middle panel shows the input-output characteristics of
the circuit as function of time, the lower panel shows the current drawn from the power

supply as function of the input signal in the time domain.

kp are all equal to 1, while Vg, is set to 5 V. According to Equations 4.5, 4.11 and 4.12,
the numerical values for the Vg, Vg and Vgw of the low power Schmitt trigger circuit
are 10/3, 5/3 and 5/3 Volts, respectively.

The circuit shown in Figure 4.8 was simulated with the same transistor sizes shown on
the schematic, as shown in Figure 4.9. A number of observations can be drawn from the
simulation results: Firstly, the Schmitt trigger has a large hysteresis width that is equal
to Vq/3. Secondly, the maximum current drawn from the power supply at 3 V is less than
250 nA. Thirdly, the hysteresis and the switching point for the Schmitt trigger circuit are
all shifted by ~100 mV. This is equal to the difference in the threshold voltages between
the n and p MOS transistors.

To investigate the switching point variation of the Schmitt trigger as function of pro-
cess variation, for the circuit shown in Figure 4.8, a 100 iteration Monte Carlo analysis
was conducted. These simulations were conducted by adding a zero mean Gaussian dis-
tribution voltage with a 10 mV standard deviation to the threshold voltages of the MOS
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Figure 4.10. An nMOS and pMOS complementary voltage controlled grounded resistors.
The value of these resistors can be controlled by either the transistor sizes of through

the controlling voltage V..

transistors in the circuit. The results are given in Table 4.1. The simulations show that
the switching points vary by less than 4%. Also the variation of the switching points as
function temperature were also considered as shown in Figure 4.11. The simulations show
that the switching points of the Schmitt trigger have a slight dependence on temperature
resulting in less than 0.3% increase in the switching points for each °C. Both the Monte
Carlo and temperature simulations show that the Schmitt trigger is robust against process

and temperature variations.

4.2.4 Fully Adjustable Hysteresis CMOS Schmitt Trigger

The circuit shown in Figure 4.8 can be exploited further to give a low power, voltage
controlled hysteresis Schmitt trigger circuit, or in short an adjustable hysteresis Schmitt
trigger circuit. This can be achieved by a number of approaches. The first is to replace
mny; and mp; by the voltage controlled resistors shown in Figures 4.10.a and b (for a
detailed analysis of the nMOS structure refer to Section 2.2 in Chapter 2), resulting in
the circuit shown in Figure 4.12.a. Other voltage controlled grounded resistors can be
used, as long as the their value can be modulated through the Schmitt trigger output
voltage and through an external voltage. The second approach is to introduce an nMOS
transistor between the source of mng and V,,, and a pMOS transistor between the source
of mp, and V,, as shown in Figure 4.12.b. The third approach is to shunt mn; and mp;

with voltage controlled resistors. Such resistors can be simply a MOS transistor operating
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Table 4.1. Statistical results of the low power Schmitt trigger circuit shown in Figure 4.8.
These simulations show that the process variations have a small effect on the Schmitt
trigger switching points. This variation is less than 4% for a zero mean Gaussian dis-
tribution voltage with a 10 mV standard deviation that was added randomly the MOS
transistors threshold voltages.

| | Vo, V| Virg, V

Mean 1.86 0.96
Max 1.87 0.98
Min 1.83 0.94
Sigma | 82 m 92m

1.866 T T
1.884
1.862

1.86

VLH' M

1.858

1.856

1.854 L !
-50 0 50 100

Temperalure, Degree Celsius

0.94 L i
-50 0 50 100
Temperature, Degree Celsius

Figure 4.11. Temperature simulation results of the low power Schmitt trigger circuits. The
upper panel shows Vi, variation vs temperature, the lower panel shows Vir, variation
vs temperature. Both simulations show a slight variation of the switching points as

function of temperature.

in the linear region as shown in Figure 4.12.c. The first two approaches can be used to
increase the hysteresis width of the Schmitt trigger, while the third approach can be used
to decrease the hysteresis width. The second approach is more effective than the first in
increasing the hysteresis width. Because the first approach increases the voltage needed

to switch both mn,; and mp,. The reason why the first approach is not very effective can
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Figure 4.12. Three approaches to adjust the hysteresis width of the Schmitt trigger circuit

shown in Figure 4.8. These approaches allow control of the hysteresis width as

function of the controlling voltage V.
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Figure 4.13. Simulation results of the adjustable hysteresis Schmitt trigger circuit shown in
Figure 4.12.b. The upper panel shows the input-output characteristics with output
taken at V,,, the middle panel shows the input-output characteristics of the circuit
as function of time, the lower panel shows the current drawn from power supply as

function of the input signal.

be related to the small dynamic range of the voltage controlled resistor as function of the

bias voltage.

As the same analytical procedures used in the analysis of the low power version can be
applied directly for the adjustable hysteresis circuits, the hand analysis for these circuits
is not, presented, instead the circuit simulator is used. The circuit shown in Figure 4.12.b
was simulated with the gates of mn, and mp, tied to Vj, and V4 — V4, respectively. Then,
Vp was swept from 2.8 to 3.25 V in 0.15 V steps as shown in Figure 4.13. The simulation
results for the circuit shown in Figure 4.12.c with V}, was swept from 1 to 3 Vin 0.5 V steps
are shown in Figure 4.14. From Figures 4.13 and 4.14, it can be seen that the hysteresis
width for the above Schmitt trigger circuits is adjustable as function of an external bias

voltage.
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Figure 4.14. Simulation results of the adjustable hysteresis Schmitt trigger circuit shown in
Figure 4.12.c. The upper panel shows the input-output characteristics with output
taken at V,,, the middle panel shows the input-output characteristics of the circuit
as function of time, the lower panel shows the current drawn from power supply as

function of the input signal.

4.3 Finite Input Impedance (F1l) Schmitt Trigger

One of the common circuits in digital electronics is the static latch, which is simply a
pair of cross coupled inverters as shown in Figure 4.15 — where Vin and Vs are connected
together to close the feedback loop. The latch has three operating points as shown by the
graphical solution in Figure 4.16. Only two of these operating points are stable as long as
the gains of the cross coupled inverters are large enough to satisfy the stability condition
described in [Glasser & Dobberpuhl 1985]. The gains of cross coupled CMOS inverters
are large enough to satisfy the stability conditions. Therefore the latch can be referred to
as a Schmitt trigger circuit because firstly, it has a regenerative action from the output to
the input. Secondly, the output does not rely on the input signal except for triggering the
regenerative action. Thirdly, the circuit has two stable states only. As the input signal
to the Schmitt trigger circuit is associated with a finite input impedance, the following

techniques are referred to as finite input impedance (FII) Schmitt trigger circuits.
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In the following subsections, simple but effective techniques to move the switching
points of the static latch circuit away from the supply terminals are presented and dis-
cussed. Two techniques are presented. The first technique uses passive resistors, while
the second uses active resistors as discussed in Sections 4.3.1 and 4.3.2, respectively. Sec-
tion 4.3.3 presents a possible method to self bias the active resistor approach presented
in Section 4.3.2.

VO

Figure 4.15. A CMOS bistable circuit. This circuit shows a simple bistable circuit that uses
CMOS inverters.

4.3.1 Resistive FIl Schmitt Trigger

The problem with using the latch as a Schmitt trigger is that the switching points of
the latch circuit are very close to the power supply terminals’ potential. The switching
points can be shifted from the supply voltage rail by reducing the supply voltage of the
cross coupled inverters to allow the input signal to go beyond the cross coupled inverters’
supply terminals. This is accomplished by connecting the ground terminal of the latch to
ground through a passive resistor as shown in Figure 4.17. The operation of the circuit
can be described as follows. When the input signal V;, increases from ground to Viads Vour

stays high as long as

(Vdd - VHg) + V;Sp + K‘/;fn

Vin <
mn 1+x

Vig, (4.13)

where Vg, is the voltage across R,.
Once the above inequality becomes an equality, the input voltage at which V,,; switches

from high to low is referred to as V. The above equation can be solved at Vin = VyL
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Figure 4.16. The simulated input-output characteristics of the bistable circuit shown in 4.15.
These simulations show the output from input V.t was feed to Vi, and the output is
observed at V,. These simulations show that there are three operating point for this
structure and only of these two points are stable. The switching points are at Vip =0
and Vi, =5 V.

by simplifying Figure 4.17 when V,; is high as shown in Figure 4.18. Then, writing the
current equation for mny, which is operating in the linear region, and the voltage drop

across Ry, Vg, as

Imnl = ﬂn[(vdd - VRg - V;:n) (‘/m - VRg) - (‘/m . VR9)2/2] (414)
Ve, = Imnl Rg- (415)

g

Substituting Equation 4.14 in 4.15 and solving for Vg, gives two solutions, the feasible

one is

1 f 2(Vga — Vi 1
VRg =V — Vin -+ R B — (Vdd — V;n — ‘/1:”)2 —+ ( d}‘; 5 th) —+ (R B )2. (416)
g-n gMn gMn

Substituting Equation 4.16 in 4.13 gives V. Unfortunately, the answer is not simple
and can not be put in a simple analytical form, because Vi is also contained in the square

root. Therefore a numerical approach will be used to calculate the Viy in the following
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Figure 4.17. A schematic diagram of the finite input impedance Schmitt trigger circuit. This
circuit uses uses resistors to move the switching points of the bistable circuit away from

the supply voltages.

Figure 4.18. A simplified circuit a schematic diagram of the finite input impedance Schmitt
trigger circuit. This circuit was derived when the output of the Schmitt trigger circuit

is high.
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paragraph. The input voltage at which the Schmitt trigger output switches from low to
high, V7x, is shifted from the expected Vyq /2, because of the current passing through mp,
and mny before switching, causing a voltage drop across Ry, hence a shift in the switching
point from Vg/2. The analytical expression for Vi is not derived as the interest is to
have a complementary structure of the circuit as will be discussed later in this section.

A numerical value for Vi can be obtained by substituting £k = 1, By = 50 k€2,
Vin =094V, V,, =094V at Vyg =3 Vin Equations 4.16 and 4.13 at Vi, = Vi1 giving
Ve, =118 V and Vgr = 2.09 V. The circuit shown in Figure 4.17 was simulated using
HSPICE simulator using Level 13 with fully symmetrical nMOS and pMOS transistors
models. These models are used in all the following simulations with the sizes of the n and
pMOS transistors set to W/L = 6/6 (in pm), unless otherwise stated. The simulation
results are shown in Figure 4.19. The measured Vg was 2.0 V compared with the 2.08 V
value calculated from the above analysis, resulting in 4% error, which is acceptable in
comparing an analytical results to measurements.

The circuit shown in Figure 4.17 can be exploited further to provide fully symmetrical
hysteresis by using another resistor between the supply terminal of the latch and Vi,
as shown in Figure 4.20. The switching points Vz and Vpp cannot also be expressed
in simple analytical form. Therefore the circuit simulator was used to verify the circuit
operation as the concept was verified through simple analysis. As this circuit is a fully
symmetrical version of the circuit shown in Figure 4.17, the expected hysteresis width
should be symmetrical around Vyg/2. This is verified by the simulation results shown
in Figure 4.21. These simulations show that the hysteresis width is symmetrical around
V44/2 and have Vg and Vg switching points at 1.99 V and 1.01 V.

4.3.2 Fully Adjustable Fil Schmitt Trigger

Passive resistors are undesirable components because they consume large silicon area and
have wide parameter spread. The passive resistors used in Figure 4.20 can be replaced
by active resistors, such as a MOS transistor operating in the linear region as shown in
Figures 4.23.a, b and c. In all of these circuits the hysteresis width can be adjusted as
function of an external bias voltage. The circuit shown in Figure 4.23.c was simulated
with the bias voltage of mng swept from 2 to 3 V in 0.25 V steps, while the bias voltage
of mps was swept from 2 to 0 V in -0.25 V steps as shown in Figure 4.22. The results
show that the switching points of the Schmitt trigger change as a function of the external

bias voltages.
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Figure 4.19. Simulation results of the Schmitt trigger circuit shown in Figure 4.17. The upper
panel shows the input-output characteristics, the middle panel shows the input output

signals as function of time, the lower panel the current drawn from power supply as

function of the input signal in the time domain.

4.3.3 Self-Biased FIl Schmitt Trigger

In some applications, it is desirable to fix the hysteresis width without the need for
an external signal, i.e. a self-biased Schmitt trigger circuit. This can be achieved by
connecting the bias voltage of mns and mp; to Vi,, as shown in Figures 4.24.a, b and c.
Following the same analytical procedures used in the passive resistor case, the switching
point for these configurations can be found. However, the switching points for these
circuits can not be expressed in a simple analytical form. Hence, a numerical approach is

used to show the circuits behaviour.

The simulation results for the circuit shown in Figure 4.23.c are presented in Fig-

ure 4.25. The simulation results show that the circuit exhibits a hysteresis width function
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Figure 4.20. A schematic diagram of a fully symmetrical Schmitt trigger circuit with a finite
input impedance. The Ry and R, resistors are used to move the switching points of

the bistable circuit away from V4 and ground.

of the input signal with Vig = Via/3 and Vir, = 2 Vye/3. These switching points can be
controlled by sizing mng, mps, mn; and mp; at the design level. The first two transistors
control the resistors’ value, while the last two determine the current passing through these

resistors as function of the input signal.

In summary, a number of Schmitt trigger circuits are designed by expanding on the
idea of the digital latch circuit. Some of these circuits use passive resistors. These
resistors are used to deliver the concept of the new Schmitt trigger circuit without the
involvement of active resistors. As the use of passive resistors is not favoured in CMOS
VLSI design because they consume large silicon area and have a wide parameter spread,
MOS transistors biased in the linear region are used as active resistors. The integration of
voltage controlled active resistors in the new Schmitt trigger circuits enabled the hysteresis
adjustment through an external bias voltage. The operation of the complementary version
shown in Figure 4.23.c was verified by simulation. As in some applications, it is desirable
to fix the hysteresis width without the need for an external bias voltage. A third family
of self-biased Schmitt trigger circuits was designed and their operation was also verified

through simulation.
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Figure 4.21. Simulation results of the Schmitt trigger circuit shown in Figure 4.20. The upper
panel shows the input-output characteristics, the middle panel shows the input output
signals as function of time, the lower panel the current drawn from power supply and

the input current as function of the input signal in the time domain.

4.4 Experimental Work

As the prime interest of this research is circuit techniques that result in low power charac-
teristics and small silicon area, the circuit shown in Figure 4.8 was chosen for fabrication.
This circuit was fabricated in a 2 um double poly, double metal standard p-well CMOS
process through Orbit Semiconductor. A micro-photograph of the fabricated circuit is
shown in Figure 4.26. The circuit layout contains another inverter added at the circuit
output to drive an output pad. The measurements were conducted at 3 and 5 Volt sup-
ply voltages to see the hysteresis variation as function of the supply voltage as shown in
Figures 4.29 and 4.30. The simulated characteristics using provided model parameters
from the foundry are shown in Figures 4.27 and 4.28. Comparing the measured results
to the simulation results listed in Table 4.2, it can be seen that there is a good agree-
ment between the simulated and the measured characteristics with less than 3% difference

between simulations and measurements.

Page 116



Chapter 4

New Schmitt Trigger Circuits

Volt, V

Volt, V

Current, uA

3.0
(Vdd-Vppyand |
-Vnn are increasing ‘|
20 = e g
|

I_L viva g ik l-l-l-‘

e
o
=

2.0

vanr bonps dadis s

10 -
0.0
400 = s -
200 — =
0.0 o b
v =
-200 — =3
—400 — i
0.0 1000

Figure 4.22. Simulation results of the Schmitt trigger circuit shown in Figure 4.23.c. The

the time domain.

upper panel shows the input-output characteristics of the circuit, the middle panel
shows the input output characteristics of the circuit as function of time, the lower

panel shows the current drawn from power supply as function of the input signal in

Table 4.2. Comparison between measured and simulated characteristics of the fabricated

Description | Measured | Simulated | Error (%) \
Vig@3 V 0.80 0.78 25
V@3 vV 2.26 2.25 0.4
Vaw @3 V 1.46 1.47 -0.7
Vig@Q5 V 1.55 1.50 3.3
V@5 V 3.30 3.20 3.0
Vew @5 V 1.75 1.70 29

low power Schmitt trigger circuits. Comparison between measured and simulated

characteristics of the fabricated low power Schmitt trigger circuit shown in Figure 4.8.
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Figure 4.24. Three self-biased finite input impedance Schmitt trigger circuits. Three self-
biased finite input impedance Schmitt trigger circuits with adjustable hysteresis using

a MOS transistor biased in the linear region as an active resistor
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4.5 Discussion

In this section the low power performance of the low power Schmitt trigger circuit shown
in Figure 4.8 is compared with other Schmitt trigger circuits discussed in literature. Most
of the CMOS Schmitt trigger circuits known to the author were simulated using fully
symmetrical n and p MOS transistors. The Schmitt trigger circuits compared are: The
IBM CMOS Schmitt trigger buffer [[BM 1986], the non-inverting regenerative CMOS logic
circuit [Bundalo & Dokic 1985, Steyaert & Sansen 1986], the commonly known Schmitt
trigger circuit [Dokic 1984] and the new waveform-reshaping circuit presented in [Kim
et al. 1993]. The schematic circuit diagrams of these circuits are shown in Figures 4.31.a—d.
Other Schmitt trigger circuits which use either bipolar technology, specially characterised
devices, contain passive resistive elements or use operational amplifiers are not included
in the comparison with the new Schmitt trigger circuit as these circuits are either not

compatible with standard CMOS technology, require large silicon area or an external bias

supply.
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Figure 4.25. Simulation results of the self-biased Schmitt trigger circuit shown in Fig-
ure 4.24.c. The upper panel shows the input-output characteristics of the circuit,
the middle shows the input-output characteristics as function of time, the lower panel

the current drawn from power supply as function of the input signal in the time domain.
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Figure 4.26. A micro-photograph of the fabricated Schmitt trigger circuit shown in Fig-

ure 4.8. The corresponding schematic is shown in Figure 4.8.
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Figure 4.27. Simulation results of the fabricated Schmitt trigger circuit at 3 V. Simulation
results of the fabricated Schmitt trigger circuit. (a) The simulated output character-
istics of the fabricated Schmitt trigger circuit as of the input signal at 3 Volt supply,

(b) the input output characteristics as function of time
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Figure 4.28. Simulation results of the fabricated Schmitt trigger circuit at 5 V. Simulation
results of the fabricated Schmitt trigger circuit. Panel (a) shows the output character-
istics at 5 Volt supply, panel (b) shows the input-output characteristics as function of

time.
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Figure 4.29. Measured characteristics of the fabricated Schmitt trigger circuit at 3 Volt

supply. The upper panel shows measured output characteristics of the schmitt trigger

circuit shown in Figure 4.26 as function of its input at 3 Volt supply, the lower panel

shows the input-output characteristics as function of time (Screen dump from the

LeCroy 9360 Oscilloscope).
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Figure 4.30. Measured characteristics of the fabricated Schmitt trigger circuit at 5 Volt
supply. The upper panel shows the measured output characteristics of the Schmitt
trigger circuit shown in Figure 4.26 as function of its input at 5 Volt supply, the lower

panel shows the input-output characteristics of the circuit as function of time (Screen

dump from the LeCroy 9360 Oscilloscope).
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The simulation results of the input-output characteristics for: (a) the low power Schmitt
trigger circuit presented Section 4.2.3, (b) the IBM Schmitt trigger buffer, (c) the com-
monly known Schmitt trigger circuit, (d) the non-inverting regenerative CMOS logic cir-
cuit and (e) the alternative approach to Schmitt trigger circuit, are shown in Figures 4.32
from top to bottom, respectively. The transistors sizes shown on the schematics were
used in the simulations. Then, these circuits were simulated using a symmetrical 200 kHz
saw tooth input signal with rail-to-rail amplitude. Figure 4.33 shows the current drawn
from the power supply for the previous circuits in the same order mentioned earlier. The
first observation about the simulation of the different Schmitt trigger circuits is that the
output for some of them is complemented compared to the circuit proposed by Schmitt.
The second observation is that some of these circuits do not provide a fully symmetrical
hysteresis around Vy4/2, as is the case with the IBM Schmitt trigger buffer circuit. The
third observation is related to the current drawn from the supply voltage, some of these
Schmitt trigger circuits draw a considerable amount of current from the supply voltage
when the input signal is either low or high. Comparing the low power performance of the
low power Schmitt trigger circuit presented in this work with the Schmitt trigger circuits
presented in the literature, it is evident from the simulations that the new low power
Schmitt trigger circuit draws 5-6 times less current from the supply voltage compared
to the best of the other Schmitt trigger circuits. Figure 4.34 shows the measured RMS
power dissipation at different load capacitances for the different Schmitt trigger circuits
using the previously mentioned input waveform. Another measurement of the power dis-
sipation as function of the supply voltage was carried out to demonstrate the low power
performance of the different Schmitt trigger as function of the supply voltage using the
previous waveform and 5 Volt supply voltage, as shown in Figure 4.35. From the figure, it
is clear that the new low power Schmitt trigger circuit has low power characteristics that
supersede its counterparts by a factor of 10. However, because of the low power nature of
the new Schmitt trigger circuit, its driving capability is limited by the output capacitance
load.

4.6 Summary

In summary, two prototype Schmitt trigger circuits are discussed. The one discussed in
Section 4.2 is of principal interest for its low power characteristics. The circuit discussed
in Section 4.3 represents another approach to the design of Schmitt trigger circuits. As
a result, two new families of Schmitt trigger circuits are developed based on the concept

discussed in that section. The first family uses passive resistive elements, the second
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Figure 4.31. A collection of commonly used CMOS Schmitt trigger circuits in literature. A

collection of commonly used CMOS Schmitt trigger circuits in literature. (a) The IBM
CMOS Schmitt trigger buffer [IBM 1986], (b) the non-inverting regenerative CMOS
logic circuit [Bundalo & Dokic 1985, Steyaert & Sansen 1986], (c) the commonly
known Schmitt trigger circuit [Dokic 1984], (d) A new waveform-reshaping circuit as
an alternative approach to Schmitt trigger [Kim et al. 1993].
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Figure 4.32.
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Simulated input-output characteristics of the common Schmitt trigger circuits.
Simulated input-output characteristics of the common Schmitt trigger circuits from
top to bottom: this work, the IBM CMOS Schmitt trigger buffer [IBM 1986], the
non-inverting regenerative CMOS logic circuit [Bundalo & Dokic 1985, Steyaert &
Sansen 1986], the commonly known Schmitt trigger circuit [Dokic 1984], the new

waveform-reshaping circuit as an alternative approach to Schmitt trigger [Kim et al.
1993].
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family uses active resistors to replace the passive resistors in the previous family, while
the third is a self-biased Schmitt trigger circuit family. The second family has interesting
features in the area of hysteresis controllability, while the third family, does not require an
external bias when no hysteresis adjustment is needed. It is believed that the application
of the finite input impedance Schmitt trigger circuit