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Abstract

We present a new statistical pattern recognition approach for the problem of the left ventricle endocardium tracking in ultrasound data. The problem is formulated as a sequential importance resampling algorithm such that the expected segmentation of the current time step is estimated based on the appearance, shape, and motion models that take into account all previous and current images and previous segmentation contours produced by the method. The new appearance and shape models decouple the affine and non-rigid segmentations of the left ventricle in order to reduce the running time complexity. The proposed motion model combines the systole and diastole motion patterns and an observation distribution built by a deep neural network. The functionality of our approach is evaluated using a data set of diseased cases containing 16 sequences and another data set of normal cases comprising four sequences, where both sets present long axis views of the left ventricle. Using a training set comprising diseased and healthy cases, we show that our approach produces more accurate results than current state-of-the-art endocardium tracking methods in two test sequences from healthy subjects. Using three test sequences containing different types of cardiopathies, we show that our method correlates well with inter-user statistics produced by four cardiologists.
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One of the most important steps in estimating the health of the heart is the tracking and segmentation of the left ventricular (LV) endocardial border from an ultrasound sequence, which is used for measuring the ejection fraction and to assess the regional wall motion [1]. A fully automatic LV segmentation system has the potential to streamline the clinical work-flow and reduce the inter-user variability. Current state-of-the-art automatic LV segmentation and tracking methodologies are based on a function that takes into account the image to be segmented (and perhaps all previous and future images), the contours produced in the past (and possibly the future contours), and the appearance, shape and motion models (see Fig. 1). This is a dynamical model, where the state is represented by the LV contour, and the observation comprises the input sequence frames.

In general, the LV appearance can be characterized by a dark region, representing the blood pool inside the chamber, enclosed by the endocardium, myocardium, and epicardium, which are roughly depicted by a brighter region. The specific spatial texture and gray value distribution of each region vary substantially among different sequences (and even within each sequence) because of the following issues in the LV imaging using ultrasonic devices: fast motion during systole phase, low signal-to-noise ratio, edge dropout, the presence of shadows produced by the dense muscles, the specific properties and settings of the ultrasound machine, and the anisotropy of the ultrasonic image formation [2]. The large variation of the LV appearance forced researchers to impose constraints on the LV segmentation process using shape and motion models. A shape model typically constrains the mean shape of the LV and the main modes of variation based on a collection of manually annotated LV images, and some hand-designed priors. However, the characterization of all possible shape patterns and variations has proven to be a difficult task given the large variability of LV shapes due to the heart anatomy (especially regarding the
TABLE I
DIFFERENT SEGMENTATION AND TRACKING MODELS

<table>
<thead>
<tr>
<th>Model</th>
<th>( s_t = f(\cdot)(s_{t-1}, I_t; \text{appearance, shape}) )</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td>[3]–[6]</td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td>[7]–[11]</td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td>(4)</td>
<td></td>
<td>[13]–[16]</td>
</tr>
<tr>
<td>(5)</td>
<td>( s_{1:T} = f(\cdot)(s_{1:T}, I_{1:T}; \text{appearance, shape, motion}) )</td>
<td>[2,10,17,18]</td>
</tr>
<tr>
<td>(6)</td>
<td></td>
<td>[19]–[23]</td>
</tr>
</tbody>
</table>

hearts presenting some kind of cardiopathy), and the inter-user variability of the LV manual annotation.
For this reason, the motion model restricts the search space to a small region of the state space where the
LV contour is expected to be found at each time instant of the sequence. Below, we review the foremost
ideas in this field of research followed by our contributions.

A. Literature Review

Table I shows the different models used by several authors for the problem of LV segmentation and
tracking. The functions can receive the following inputs: (previous, current, or future) contours \( s \), images
\( I \), and the models of appearance, shape, and motion. In general, the main differences lie in the use of a
motion model, in the image and contour representations, and the types of appearance, shape and motion
models. Model (1) represents the simplest tracker, where no motion model is used, and the segmentation
result produced by the appearance and shape models is initialized by the contour produced in the previous
frame [3]–[6]. Although simple and efficient, this method lacks robustness with respect to 1) the large
contour motion and deformation between two frames in a sequence, and 2) the missegmentation produced
by the shape and appearance models due to poor image conditions. The use of a motion model in order
to predict the contour in the current frame, given the contour in the previous frame, gets around the first
issue mentioned above (model (2) in Tab. I) [7]–[11]. It is interesting to note that the heart motion can
be regarded as bi-modal (in the systole and diastole phases of the cardiac cycle), and the incorporation of
this prior information in the motion model can be considered to be one more tool to fix the problem (1)
mentioned above [24]–[26], if the method infers correctly the mode. Model (3) increases the robustness
to large cardiac deformation by predicting \( s_t \) using the past \( K \) segmentation contours [12], but note that
the time resolution of the training and test sequences must be similar for this approach to work. Another
alternative studied, represented by the model (4), is to consider not only past contours, but also future
contours [13]–[16]. Notice that models (1)-(4) only solve the first issue mentioned above (i.e., the large
contour motion and deformation between frames).

In order to let the method recover from incorrect segmentations using the motion model, researchers
have proposed the use of the full segmentation history of the sequence, such that erroneous segmentations should appear as outliers having little weight in the prediction process. This idea is present in models (5) and (6), where model (5) [2,10,17,18] produces the segmentation for all the frames in parallel of a sequence in an off-line fashion, and model (6) [19]–[22] outputs the segmentation on-line as new frames are displayed. Model (5) appears to be the most robust approach of all, but the large parameter space generated by the joint appearance, shape and motion models represents a challenge (in terms of running time complexity) that is usually solved by restricting the search space with simple probability distributions containing few parameters, which is usually too restrictive to provide a reliable representation. Model (6) offers the best compromise between robustness and efficiency by looking only at the past segmentation contours using particle filtering methods [19]–[21] or a manifold of low intrinsic dimensionality representing clusters of contour sequences [22]. A variant of model (6) is proposed by Zhu et al. [23], who use not only the forward prediction (i.e., predict current contour based on previous segmentations), but also the backward prediction. One of the main advantages of models (5) and (6) compared to the other models reside not only in their ability to constrain the state search space, but also in their capability of incorporating non-linear motion dynamics, increasing the potential to represent complex heart motion patterns.

The appearance models proposed in the literature are often tightly integrated with a specific shape model, which can be characterized by one of the following methodologies: 1) active contours methods [27], 2) level set approaches [8,28]–[37], 3) deformable templates [12,26,38]–[41], 4) active shape and appearance models (ASM and AAM) [2,42]–[44], and 5) database-guided (DB-guided) segmentation [7,19,45]–[48]. Active contours [27] is the seminal approach that consists of an optimization problem that moves a parametrized curve towards image regions with strong edge information. Though successful at several tasks, its issues with respect to initialization and imaging conditions motivated the development of level-set methods [34] and deformable templates [12,26,38]–[41]. For the level-set, the LV contour is represented by the zero level-set of a distance function, while for the deformable model, the contour is represented by a parametrized curve. In general, level-set approaches reduce significantly the sensitivity to initial conditions, but have issues with imaging conditions [8,28]–[33,35]–[37,39], while deformable templates present robustness to imaging conditions, but have issues with initialization conditions [26,47]. Although level-sets and deformable templates have shown outstanding results in medical image analysis, they present a drawback, which is the prior knowledge defined in the optimization function about the LV border, shape, and texture distribution. This prior knowledge can assume the form of a hand-designed function or a probability distribution used to represent the priors above. As a result, the effectiveness of such approaches is limited by the validity of this prior knowledge, which is usually unlikely to capture all possible LV shape variations and nuances present in the ultrasound imaging of the LV [46].

The issue about these priors motivated the development of supervised learning approaches depending on
large annotated training sets and machine learning algorithms to estimate the parameters of the appearance, motion and shape models. Active shape and appearance models [2,42]–[44] estimate the parameters of a joint distribution representing the shape and appearance of the LV. The main issues with these models are the need of a large set of annotated training images, the condition that the initialization must be close enough to a local optimum, and the fact that the model assumes a Gaussian distribution of the shape and appearance information derived from the training samples. The use of a supervised learning model that does not assume Gaussian distributions was proposed in the form of a database-guided (DB-guided) segmentation [7,46], where the authors designed a discriminative learning model based on boosting techniques [49] to segment LV from ultrasound images. DB-guided approaches replace the dependence on an initial guess by an exhaustive search of the parameter space, which guarantees the reproducibility of the final result, but increases considerably the search complexity. Moreover, DB-guided approaches require a large number of training images (usually between hundreds and thousands) for a reliable estimation of the model parameters. Finally, DB-guided methods are in general sensitive to imaging conditions absent from the training set.

B. Contributions

We propose a new fully automatic LV endocardial border delineation and tracking methodology based on a sampling importance re-sampling (SIR) [50] formulation that is an instance of model (6) in Tab. I. In our new probabilistic model, the state space consists of the LV contour and the cardiac phase, where the current observation (image) distribution depends on the current values of both states, the current LV contour distribution depends on the previous values of contour and phase, and the current phase distribution depends on the previous phase value. Note that in this model, the filtering distribution of a cardiac phase and LV contour never commits to any specific heart dynamical regime at any time step because each element in the set of particles (used to estimate the filtering distribution) has its own LV contour and cardiac phase values. Another novelty of our approach is a new proposal distribution that combines a discriminative classifier proposal mechanism (based on a deep neural network) and a transition distribution based on the LV contour and the cardiac phase. The last contribution of our methodology is the observation model based on a deep neural network [51], which is a novel type of discriminative classifier that has the advantage of reducing the need of large and rich training sets given its better abstraction capabilities. The efficiency of our methodology is improved with an appearance model that decouples the affine and non-rigid contour detections, and with a gradient-based search approach [52]. All these contributions have been proposed by Carneiro and Nascimento [19], but in this paper, we provide a more comprehensive literature review, explanations, and experimental results, which not only compares the segmentation results with the state of the art, but also with inter-user statistics. Moreover, we show results on heart sequences containing several types of diseases.
II. STATISTICAL MODEL

We assume a non-Gaussian state-space model, where the state sequence is a process represented by \( \{k_t, s_t|t \in \mathbb{N}\} \), where \( k \in \{\text{systole}, \text{diastole}\} \) indicates the cardiac phase, and \( s \in \mathbb{R}^{2s} \) denotes the explicit contour representation with \( S \) key points. In this model, the initial state distribution is represented by \( p(k_0, s_0) \) and the transition distribution takes into consideration the previous cardiac phase and contour representation with \( p(k_t, s_t|k_{t-1}, s_{t-1}) \). The observations consist of the images \( \{I_t|t \in \mathbb{N}\} \), which are conditionally independent given the process \( \{k_t, s_t|t \in \mathbb{N}\} \), with marginal distribution \( p(I_t|k_t, s_t) \). Figure 2 shows the graphical model of our proposal. We assume the availability of a training set (for estimating the parameters of the models), which is represented by \( D = \{(I, \theta, s, k)\}_{j=1}^{[D]} \), where \( I \) denotes the training images containing the ultrasound imaging of different left ventricles, \( \theta = [x, \gamma, \sigma] \in \mathbb{R}^5 \) represents the parameters of an affine transformation (with position \( x \in \mathbb{R}^2 \), orientation \( \gamma \in [-\pi, \pi] \), and scale \( \sigma \in \mathbb{R}^2 \)) that aligns the base and apical points of the LV annotation (see Fig.3) to specific locations in a canonical coordinate system to form the canonical LV annotation \( s \), \( k \) represents the cardiac phase, and \( |D| \) is the cardinality of the set \( D \). Finally, at each time step of a test sequence, our main goal is to estimate the current contour and its respective cardiac phase.

A. Observation Model

The observation model is the process of image formation given the cardiac phase and the contour, defined as:

\[
p(I_t|k_t, s_t) \propto p(k_t, s_t|I_t)p(I_t),
\]

where \( p(I_t) = \text{constant} \), and

\[
p(k_t, s_t|I_t) = \int_{\theta} p(k_t|\theta, I_t)p(s_t|\theta, k_t, I_t)p(\theta|I_t)d\theta.
\]

Equation (2) decouples the affine detection \( p(k_t|\theta, I_t) \), the non-rigid segmentation \( p(s_t|\theta, k_t, I_t) \) and the prior distribution of the affine parameters \( p(\theta|I_t) \). This means that in order to estimate the probability of the LV contour \( s_t \) and cardiac phase \( k_t \), this model marginalizes out the affine transformation \( \theta \) using...
its prior distribution, which is estimated from the training set $D$. This decoupled formulation \cite{19,46,48} is important in order to reduce the number of joint parameters for the learning and inference processes, which allows for more efficient search strategies during the LV segmentation and for smaller training sets.

The first term in (2) represents the affine detection (computed by a discriminative classifier), which receives as input an image patch extracted from image $I_t$ using $\theta$ and outputs the probability of $k_t \in \{\text{systole, diastole}\}$. Fig. 3-(b,c) displays how the image patch is extracted given the aligned base and apical points. The second term in (2), representing the non-rigid detection, is defined as follows:

$$p(s(t|i)|\theta, k_{t}, I_t) = \prod_{i=1}^{S} p(s_{t}(i)|\theta, k_{t}, I_t),$$

where $p(s_{t}(i)|\theta, k_{t}, I_t)$ represents the probability that the $i^{th}$ contour key-point $s_{t}(i) \in \mathbb{R}^2$ is located at the LV contour. Fig. 3-(d) shows that for each $i \in \{1, ..., S\}$ the possible $s_{t}(i)$ is confined to points lying on a line orthogonal to the LV contour, varying from 0 to $C$. Notice in (3) that we make the strong assumption that the LV contour keypoints are independent, but later in the paper we show how to alleviate such assumption with the use of a shape model (see Sec. III-A). Finally, the third term in (2) is defined as $p(\theta|I_t) = g(\theta|\bar{\theta}, \Sigma_{\theta})$, where $\bar{\theta}$ and $\Sigma_{\theta}$ are the mean and covariance values of the training set values for $\theta$, and $g(.)$ denotes the multivariate Gaussian density function.

### B. Transition Model

The new transition model proposed in this paper estimates the distribution of current values for the LV contour and cardiac phase based on their previous values (see examples of contours and cardiac phases in Fig. 4-(b)). Our main assumption is that the current cardiac phase only depends on previous cardiac phase, while the current LV contour depends on the previous LV contour and the previous cardiac phase.
distribution is defined by:

\[ \bar{s} = \frac{1}{|D|} \sum_{j=1}^{|D|} s_j \] (6), as shown in (b).

(see Fig. 2). Based on this assumption, we define the transition distribution as follows:

\[ p(k_t | s_t | k_{t-1}, s_{t-1}) = \frac{p(k_t | k_{t-1}) p(s_t | k_{t-1}, s_{t-1})}{\sum_{k_{t-1}} p(k_t | k_{t-1}) p(s_t | k_{t-1}, s_{t-1})}, \] (7)

where \( p(k_t | k_{t-1}) \) is represented by a 2 × 2 table (denoting the probabilities of staying at the same phase or switching phases at each time step), and

\[ p(s_t | k_{t-1}, s_{t-1}) = g(s_t | f(s_{t-1}, M(k_{t-1})), \Sigma_s), \] (5)

where \( g(\cdot) \) represents a multivariate Gaussian density function with mean \( f(s_{t-1}, M(k_{t-1})) \) and covariance \( \Sigma_s \). The function \( f : \mathbb{R}^{2S} \times \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R}^{2S} \) produces the affine transformation of the LV contour points \( s_{t-1} \) given by the matrix \( M(k_{t-1}) \). The affine matrix \( M(\text{systole}) \) (equivalently for \( M(\text{diastole}) \)) is learned from the training data with the following optimization function (Fig. 4-(b)):

\[ M(\text{systole}) = \arg\min_M \| \bar{s}_{\text{systole}} - f(\bar{s}_{\text{diastole}}, M) \|^2, \] (6)

where \( M \) is an affine transformation matrix, \( \bar{s}_{\text{systole}} = \frac{1}{|D|} \sum_{j=1}^{|D|} s_j \delta(k_j = \text{systole}) \) (i.e., this is the mean contour of the training samples where \( k_j = \text{systole} \)), and equivalently for \( \bar{s}_{\text{diastole}} \). The matrix \( \Sigma_s = \frac{1}{|D|} \sum_{j=1}^{|D|} (s_j - \bar{s})(s_j - \bar{s})^T \) in (5) denotes the covariance of the annotations \( s \) learned from the training data, where \( \bar{s} = \frac{1}{|D|} \sum_{j=1}^{|D|} s_j \).

C. Filtering Distribution

Using the transition and observation models defined above, and assuming that the state and observation vectors up to time \( t \) are represented by \( k_{0:t} \triangleq \{ k_0, ..., k_t \} \) (similarly for \( s_{0:t} \) ad \( I_{1:t} \)), the filtering distribution is defined by:

\[ p(k_t, s_t | I_{1:t}) = \frac{p(I_t | k_t, s_t) \sum_{k_{t-1}} \int p(k_t, s_t | k_{t-1}, s_{t-1}) p(k_{t-1}, s_{t-1} | I_{1:t-1}) ds_{t-1}}{\sum_{k_t} \int p(I_t | k_t, s_t) p(k_t, s_t | I_{1:t-1}) ds_t}, \] (8)

where \( p(k_t, s_t | I_{1:t-1}) = \sum_{k_t} \int p(k_t, s_t | k_{t-1}, s_{t-1}) p(k_{t-1}, s_{t-1} | I_{1:t-1}) ds_{t-1} \). Notice that (7) computes the distribution of cardiac phases and LV contours, which means that at each time step we never commit
to any of the cardiac phases or contour values. This aspect of our model increases the robustness to the issues mentioned in Sec. I-A, related to the large contour motion and deformation between consecutive frames and the missegmentation produced by the observation model.

D. Particle Filtering

The posterior \( p(k_t, s_t|I_{1:t}) \) in (7) is approximated with a finite set of \( P \) particles, as follows:

\[
p(k_t, s_t|I_{1:t}) \approx \sum_{l=1}^{P} w_t^{(l)} \delta(k_t - k_t^{(l)}) \delta(s_t - s_t^{(l)}),
\]

where \( \delta(.) \) is the delta function. The particles \( \{k_t^{(l)}, s_t^{(l)}\}_{l=1}^{P} \) are sampled from a proposal distribution with \( (k_t^{(l)}, s_t^{(l)}) \sim q(k_t, s_t|k_{0:t-1}^{(l)}, s_{0:t-1}^{(l)}, I_{1:t}) \) in (10), where each particle is weighted by

\[
w_t^{(l)} = w_{t-1}^{(l)} \frac{p(I_t|k_t^{(l)}, s_t^{(l)}) p(k_t^{(l)}, s_t^{(l)}|k_{t-1}^{(l)}, s_{t-1}^{(l)})}{q(k_t^{(l)}, s_t^{(l)}|k_{0:t-1}^{(l)}, s_{0:t-1}^{(l)}, I_{1:t})},
\]

where \( w_t^{(l)} \) and \( w_t^{(l)} \) represent the un-normalized and normalized weights, respectively.

E. Deep Particle Filter

The proposal distribution is another important contribution of this work. It consists of multiple dynamic models, where a separate model is built for each particle at each time instant \( t \) using the detections of the discriminative classifier based on a deep neural network and the transition model (4) applied to the particle from time \( t - 1 \). The proposal distribution at time \( t \) is defined with a mixture of Gaussians, as follows [53]:

\[
q(k_t, s_t|k_{0:t-1}^{(l)}, s_{0:t-1}^{(l)}, I_{1:t}) = q(k_t, s_t|k_{t-1}^{(l)}, s_{t-1}^{(l)}, I_t) = (1 - \alpha)p(k_t, s_t|k_{t-1}^{(l)}, s_{t-1}^{(l)}) + \alpha q_D(k_t, s_t|I_t),
\]

with \( p(k_t, s_t|k_{t-1}^{(l)}, s_{t-1}^{(l)}) \) defined in (4),

\[
q_D(k_t, s_t|I_t) = \sum_h p(\tilde{k}_t^{(h)}, \tilde{s}_t^{(h)}|I_t) g(s_t|\tilde{s}_t^{(h)}, \Sigma_n)p(k_t|\tilde{k}_t^{(h)}),
\]

where \( p(\tilde{k}_t^{(h)}, \tilde{s}_t^{(h)}|I_t) \) is defined in (2), \( h \in \{1, ..., H\} \) is the index to the hypotheses representing the local maxima of the observation distribution (2), \( g(.) \) is the multivariate Gaussian density function with mean \( \tilde{s}_t^{(h)} \) and covariance \( \Sigma_n \) defined in (6), and \( p(k_t|\tilde{k}_t^{(h)}) \) is the \( 2 \times 2 \) matrix describing the transition between cardiac phases defined in (4). The parameter \( \alpha \in [0, 1] \) in (10) is used to weight the contribution of the observation and transition models. Note that \( \alpha = 0 \) represents a distribution that takes into account only the transition model, while \( \alpha = 1 \) denotes a proposal distribution built based on the observation model only. Since \( \alpha \) represents a free parameter, we provide a study in the experiments that shows how the performance is altered for different values of \( \alpha \). Finally, assuming \( p(k_0, s_0) \) uniform, then at time step \( t = 1 \), we have:

\[
q(k_1, s_1|k_0^{(l)}, s_0^{(l)}, I_1) = q_D(k_1, s_1|I_1).
\]
Note that the main advantage of this proposal distribution is that when the motion model fails, the observation model has a chance to recover the problem. For the LV tracking this is important because it is hard to obtain a faithful model of the LV motion. Nevertheless, the presence of the transition model is still quite important to deal with the detection and segmentation failures of the observation model.

\textbf{F. Segmentation Algorithm}

Using the approximation in (8) for the filtering distribution, we estimate the values of the state variables at each time step $t$ for a test sequence frame at time step $t$ as follows:

\[ k^*_t = \arg \max_{k \in \{systole, diastole\}} E_{p(k_t, s_t | I_{1:t})}[k] , \]  

where \( E_{p(k_t, s_t | I_{1:t})}[k] \approx \sum_{l=1}^P w^{(l)}_t \delta(k - k^{(l)}_t) \), and

\[ s^*_t = \frac{1}{\sum_{l=1}^P w^{(l)}_t} \sum_{l=1}^P w^{(l)}_t s^{(l)}_t \delta(k_t - k^*_t). \]  

The full segmentation algorithm is summarized in Alg. 1.

\begin{algorithm}[h]
\caption{SIR Algorithm.}
\begin{algorithmic}[1]
\State \textbf{for } $t = 1$ to $T$ \textbf{do}
\State sample $\{k^{(l)}_t, s^{(l)}_t\}_{l=1}^P$ using (10);
\State Update sample weights $\{w^{(l)}_t\}_{l=1}^P$ with (9);
\State Normalize sample weights: $w^{(l)}_t = \frac{w^{(l)}_t}{\sum_l w^{(l)}_t}$ for $l \in \{1, ..., P\}$;
\State Compute effective number of particles $N_{eff} = 1/\sum_l (w^{(l)}_t)^2$;
\State \textbf{if } $N_{eff} < K N_{eff} \times P$ \textbf{then}
\State \hspace{1em} re-sample by drawing $P$ particles from current particle set proportionally to weight and replace particle, and set $w^{(l)}_t = 1/P$ for $l \in \{1, ..., P\}$
\State \textbf{end if}
\State Compute LV segmentation for $I_t$ with $k^*_t$ (13) and $s^*_t$ (14).
\State \textbf{end for}
\end{algorithmic}
\end{algorithm}

\textbf{III. TRAINING AND INFERENCE OF THE OBSERVATION MODEL}

In this section, we describe the training and segmentation processes for the affine and non-rigid classifiers (2) present in the observation model described in (1). These classifiers are essentially artificial neural networks (ANN) with a relatively large number of hidden layers (and nodes), which is generally known as deep neural networks (DNN). The larger number of hidden layers in a DNN, compared to the original ANN, is usually associated with better representation capabilities [54], but the parameter
estimation with back-propagation from a random initialization [55] is usually ineffective due to slow convergence and failure to reach good local optima. Hinton and colleagues have recently proposed a two-stage learning methodology to train a DNN [56]–[58], where the first step consists of an unsupervised generative learning that builds incrementally an auto-encoder (as new hidden layers are added to the network), and the second step comprises a supervised discriminative learning that uses the parameters learned for the auto-encoder as an initialization for the back-propagation algorithm [55]. Fig. 5 motivates the aforementioned new learning methodology, where the left diagram displays the current supervised learning paradigm, where it is assumed that the LV segmentation to an image is independent of the original cause (i.e., the imaging of the LV of the heart) given the image. Therefore, current learning models (e.g., boosting) need to collect a large training set in order to confidently learn the parameters of the statistical model, representing the probability of segmentation given image. On the other hand, the right diagram shows the deep learning approach, where an unsupervised generative model learns the LV image generation process, and then a discriminative model is trained based on this generative model [59]. Hence, leveraging the generative model in the learning of the discriminative model is the key that makes deep learning less dependent on large and rich training sets.

A. Training Procedure

For the affine classifier in the first term of (2), we follow the multi-scale implementation of Carneiro et al. [45] and build an image scale space $L(x, \sigma)$ produced from the convolution of the Gaussian kernel with the input image $I(x)$, as follows:

$$L(x, \sigma) = \left( \frac{1}{2\pi \sigma^2} e^{-\frac{x^2}{2\sigma^2}} \right) \ast I(x),$$ (15)

where $\sigma$ is the scale parameter, $x$ is the image coordinate, and $\ast$ is the convolution operator. Assuming that our multi-scale implementation uses a set of image scales represented by $\{\sigma_1, \ldots, \sigma_Q\}$, we train $Q$ affine classifiers. In order to train each affine classifier, it is necessary to build a set of positive and negative image samples. An image sample is built using the extraction function $u(I, \sigma_q, \theta)$ that takes the image $I$, the scale $\sigma_q$, and the affine parameter $\theta$ to produce a contrast normalized [60] image patch of...
size $\kappa_q \times \kappa_q$, where $\kappa_q$ represents a vector indexed by $q \in \{1, \ldots, Q\}$ with the sizes of the image patch at each scale. The contrast normalization makes our approach more robust to brightness variations by taking each pixel of the $\kappa_q \times \kappa_q$ patch, subtracting it by the mean gray value of the patch and dividing it by the standard deviation of the patch values. The sets of positives $\mathcal{P}(k,q,j)$ and negatives $\mathcal{N}(q,j)$, from each training image $I_j$ at each scale $q$ and $k \in \{\text{systole, diastole}\}$, are formed by sampling the distribution over the training affine parameters $\{\theta_j\}_{j=1}^{|D|}$, which can be respectively defined as

$$
\mathcal{P}(k,q,j) = \{\theta | \theta \sim \mathcal{U}(r(\Theta)), d(\theta, \theta_j) < \mathbf{m}_q, k_j = k\} \quad \text{(16)}
$$

$$
\mathcal{N}(q,j) = \{\theta | \theta \sim \mathcal{U}(r(\Theta)), d(\theta, \theta_j) > 2\mathbf{m}_q\}
$$

where $\mathcal{U}(r(\Theta))$ represents the uniform distribution such that the range of possible values for $\theta$ is denoted by $r(\Theta) = [\max_{row}(\Theta) - \min_{row}(\Theta)] \in \mathbb{R}^5$ (with $\Theta = [\theta_1, \ldots, \theta_{|D|}] \in \mathbb{R}^{5 \times |D|}$ being a matrix with the training vectors $\theta_j \in D$ in its columns and the functions $\max_{row}(\Theta) \in \mathbb{R}^5$ and $\min_{row}(\Theta) \in \mathbb{R}^5$ representing, respectively, the maximum and minimum row elements of the matrix $\Theta$), $<$ and $>$ denote the element-wise “less than” and “greater than” vector operators, respectively,

$$
\mathbf{m}_q = r(\Theta) \times \sigma_q \times v_{2d}
$$

represents the margin between positive and negative cases with $v_{2d}$ defined as a constant, and

$$
d(\theta, \theta_j) = |\theta - \theta_j| \in \mathbb{R}^5
$$

denotes the dissimilarity function in (16), where $|$ returns the absolute value of the vector $\theta - \theta_j$. Note that according to the generation of positive and negative sets in (16)-(18) one can notice a margin between these two sets, where no samples are generated for training. The existence of this margin facilitates the training process by avoiding similar examples with opposite labels, which could generate over-trained classifiers. The affine DNN at scale $\sigma_q$ is trained by first stacking several hidden layers to reconstruct the input patches in $\mathcal{P}$ and $\mathcal{N}$ (unsupervised training). Then three nodes are added to the top layer of the DNN, which indicate $p(k = \text{systole}|\theta, I, \psi)$, $p(k = \text{diastole}|\theta, I, \psi)$, and $1 - \sum_k p(k|\theta, I, \psi)$ (note that this last term represents the probability that the image patch formed by $\theta, I_j$, and $\sigma_q$ does not contain an LV). The discriminative training finds the following maximum posterior at each scale $\sigma_q$:

$$
\gamma_{\text{MAP}}(\sigma_q) = \arg \max_{\gamma} \prod_{j=1}^{|D|} \prod_k \prod_{\theta \in \mathcal{P}(k,q,j)} p(k|\theta, I_j, \gamma) \left[ \prod_{\theta \in \mathcal{N}(q,j)} (1 - \sum_k p(k|\theta, I_j, \gamma)) \right], \quad \text{(19)}
$$

where $\gamma$ denotes the DNN weights.

The training of the non-rigid classifier (second term in (2)) is based on the following optimization function:

$$
\psi_{\text{MAP}}(\sigma_q) = \arg \max_{\psi} \prod_{j=1}^{|D|} \prod_{S} \prod_k \prod_{\theta \in \mathcal{P}(k,q,j)} p(s_j(i)|k, \theta, I_j, \psi), \quad \text{(20)}
$$
where $\psi$ represents the DNN weights, and $s_j(i) \in [0, C]$ with $C$ being the length of the normal to the LV contour represented by $s_j$ at the point $i \in \{1, ..., S\}$ (see Fig. 3-(d) and Fig. 6). In practice, $p(s_j(i)|k, \theta, I_j)$ is a regressor that receives as input a profile of the gray values taken from an orthogonal line from each key point of the canonical LV contour and returns a value between 0 and $C$, representing the most likely location of the LV in that orthogonal line. Therefore, the training is realized by taking the profiles from the training images using only the positive set $P(k, q, j)$ in (16). Furthermore, since the non-rigid classifier is run only at the finest scale $Q$, the training is run only at $\sigma_Q$.

Finally, we build a shape model based on principal component analysis (PCA) [61,62] that is used to project the final result from the non-rigid classifier. The goal of this step is to alleviate the strong independence assumption made in (3), which in practice suppresses the noisy results from the non-rigid classifier. Assuming that $X = [s_1, ..., s_{|D|}] \in \mathbb{R}^{2S \times |D|}$ is a matrix that contains in its columns all the annotations in the training set $D$, where the mean shape $\bar{s} = \frac{1}{|D|} \sum_{j=1}^{|D|} s_j$ has been subtracted from each column, then we can decompose $X$ using eigenvalue decomposition, as follows: $XX^T = W \Sigma W^T$.

Given a new annotation produced by the non-rigid classifier, say $s$, we obtain its new value by first projecting it onto the PCA space $y^T = (s^T - \bar{s}^T)\tilde{W}\tilde{\Sigma}^{-0.5}$, where $W$ contains the first $E$ eigenvectors, and $\tilde{\Sigma}$ is a diagonal matrix containing the first $E$ eigenvalues in the diagonal. Then the final shape $s^*$ is obtained by re-projecting $y$ onto the original shape space and adding back the mean shape, as in $s^* = \left(y^T\tilde{\Sigma}^{0.5}\tilde{W}^T\right)^T + \bar{s}$.

### B. Inference Procedure

The first step of the inference procedure described in Alg. 2 consists of running the affine classifier at scale $\sigma_1$ on $H_{\text{coarse}}$ samples drawn from $\mathcal{U}(r(\Theta))$ defined in (16). The samples $\theta^{(h)}$ ($h \in \{1, ..., H_{\text{coarse}}\}$)
for which $\sum_k p(k|\theta^{(h)}, I) > 0$ are used to build a Gaussian mixture model distribution, using the expectation maximization algorithm [63], as follows:

$$\text{Dist}(\theta; \sigma_1) = Z \sum_{h=1}^{H_{\text{fine}}} (\sum_k p(k|\theta^{(h)}, I)) g(\theta|\theta^{(h)}, \Sigma_k),$$

(21)

where $Z$ is a normalization constant, $H_{\text{fine}} < H_{\text{coarse}}$, $p(k|\theta^{(h)}, I)$ is the affine classifier, and $g(\theta|\theta^{(h)}, \Sigma_k)$ is the Gaussian density with mean $\theta^{(h)}$ and covariance $\Sigma_k$ defined in (6). Then, we draw $H_{\text{fine}}$ samples from $\text{Dist}(\theta; \sigma_1)$ to be used as initial guesses for the search procedure for the affine classifier trained at $\sigma_2$, resulting in at most $H_{\text{fine}}$ samples (again, we only keep the samples for which $\sum_k p(k|\theta^{(h)}, I) > 0$), which are used to build $\text{Dist}(\theta; \sigma_2)$. This process of sampling/searching/building distribution is repeated for each scale $q \in \{2, ..., Q\}$, until we reach $\sigma_Q$. The final $H_{\text{fine}}$ samples are used by the non-rigid classifier to produce the set of output contours $\{s^{(h)}_t\}_{t=1}^{H_{\text{fine}}}$, which are projected onto the PCA space explained in Sec. III-A.

Algorithm 2 Inference Procedure of the Observation Model (see Fig. 6).

1: sample $\{\theta^{(h)}\}_{h=1}^{H_{\text{coarse}}} \sim U(r(\Theta))$ defined in (16)
2: compute $(\sum_k p(k|\theta^{(h)}, I))_{h=1}^{H_{\text{coarse}}}$ using DNN trained at $\sigma_1$
3: build $\text{Dist}(\theta; \sigma_1)$ using the set $\{\theta^{(h)}|h = 1..H_{\text{coarse}}, p(k|\theta^{(h)}, I_t) > 0\}$, as defined in (21)
4: for $q = 2$ to $Q$ do
5: sample $\{\theta^{(h)}\}_{h=1}^{H_{\text{fine}}} \sim \text{Dist}(\theta; \sigma_{q-1})$
6: search using $\{\theta^{(h)}\}_{h=1}^{H_{\text{fine}}}$ as initial guesses for one of the search procedures (full or gradient descent) with DNN $\sum_k p(k|\theta, I_t)$ trained at $\sigma_q$ (each initial guess $\theta^{(h)}$ generates a local optimum $\tilde{\theta}^{(h)}$)
7: build $\text{Dist}(\theta; \sigma_q)$ using the set $\{\tilde{\theta}^{(h)}|h = 1..H_{\text{fine}}, \sum_k p(k|\tilde{\theta}^{(h)}, I_t) > 0\}$
8: end for
9: for $h = 1$ to $H_{\text{fine}}$ do
10: run the non-rigid classifier $p(s|k, \tilde{\theta}^{(h)}, I)$ trained at $\sigma_Q$ to generate the contour $s^{(h)}$
11: $y^T = ((s^{(h)})^T - \bar{s}^T)\bar{\Sigma}^{-0.5}$
12: $\tilde{s}^{(h)}_t = (y^T \Sigma^{0.5} \bar{W}^T)^T + \bar{s}$. 
13: end for

The search process that uses the DNN classifier is based on one of the following two different search approaches: 1) full search, and 2) gradient descent [64]. For the full search, we run the DNN classifier at $\sigma_q$ at all the 243 points in $\theta^{(h)} + [-m_p, 0, +m_p]$ for $h \in \{1, ..., H_{\text{fine}}\}$ and $m_p$ in (22) (note that $243 = 3^5$, that is the five dimensional parameter space of the affine classifier with three points per dimension). Assuming that $p(\theta) = \sum_k p(k|\theta, I)$, the gradient descent algorithm [64] uses the Jacobian,
which is computed numerically using central difference, with the step size \( m_p \), as follows:

\[
\frac{\partial p(\theta)}{\partial p_1} = \frac{p(\theta + v_1) - p(\theta - v_1)}{m_p(1)}
\]

where the subscript indicates the dimension (i.e., \( p_1 \) denotes the first dimension of \( p \in \theta \)), and \( v_1 = \left[ \frac{m_p(1)}{2}, 0, 0, 0, 0 \right]^T \). The first order partial derivatives for the other dimensions of \( \theta \) are computed similarly to (22).

### IV. Experimental Setup

In this section, we first examine how the experimental data sets have been set up, and then we explain the technical details involved in the training and segmentation procedures. We also introduce the quantitative comparisons to measure the performance of our approach.

#### A. Data sets and Manual Annotation Protocol

We extend the sets of annotated data introduced by Nascimento et al. [26]. In this paper, we use 20 sequences for training and testing (20 sequences from 20 subjects with no overlap), from which 16 present some kind of cardiopathy. According to the cardiologist’s report\(^1\), the following cardiopathies/abnormalities are considered:

\( \S 1 \). Dilation of the LV, which can be mild, moderate or severe;  
\( \S 2 \). Presence of hypertrophy of the LV, which can be classified into mild, moderate or severe;  
\( \S 3 \). Wall motion abnormalities, which can be global, affecting all the LV segments, or localized, affecting some of the LV segments;  
\( \S 4 \). Dysfunction of the LV, which may be preserved, mild, depressed, or severe;  
\( \S 5 \). Presence of valvular heart disease; and  
\( \S 6 \). Presence of a pacemaker device.

We divide the data set into two sets: \( T_1 \) and \( T_2 \). The set \( T_1 \) contains 16 sequences presenting some cardiopathy and two sequences from healthy subjects (each sequence is represented by a letter from \( A \) to \( R \)), while the set \( T_2 \) comprises two sequences of healthy subjects (each sequence is represented by

---

\(^1\)This was done in collaboration with Dr. Freitas from Hospital Fernando Fonseca who detailed each of the sequences
the letters \( A \) or \( B \). We propose this data set division because our training set only contains images (and annotations) from \( T_1 \), while our test sets consist of images from both sets, depending on the experiment (as explained below). We worked with four cardiologists and one technician. The technician annotated 496 images in the 18 sequences of the set \( T_1 \), providing roughly an average of 27 contours per sequence. Four cardiologists annotated three sequences from \( T_1 \), each one providing 52 annotations (an average of 17 images per sequence per cardiologist), and we denote these three sequences as \( T_{1\{A,B,C\}} \). Additionally, one of the cardiologists annotated 80 images of the set \( T_{2\{A,B\}} \) (40 per sequence). For the manual annotations, the cardiologists could use any number of points to delineate the LV, but they had to explicitly identify the base and apical points in order for us to determine the affine transformation between each annotation and the canonical location of such points in the reference patch (see Fig. 3).

Using the 496 images (18 sequences) of the annotated set \( T_1 \), we assess the performance of our system on the sets \( T_{2\{A,B\}} \) with 80 annotated images (i.e., 40 annotations for each of the two sequences), and compare the results against state-of-the-art methodologies. Furthermore, we measure how the results produced by our system correlates with inter-user variation on the three sequences \( T_{1\{A,B,C\}} \) containing 52 annotated images by four cardiologists. Therefore, in total we test our system on five sequences, and compute results on 132 images.

**B. Training and Segmentation Procedure Details**

For training the affine classifiers at each scale \( q \in \{1, ..., Q\} \), we produce 100 positive and 500 negative patches per training image to be inserted in the sets \( P \) and \( N \) in (16), respectively (Fig. 6 shows examples of positive and negative patches for one training image). This unbalance in the number of positive and negative samples can be explained by the much larger volume covered by the negative regions [65]. This initial training set is divided into 80% of \( P \) and \( N \) for training and 20% for validation, where this validation set is necessary to determine several parameters, as described below. The multi-scale implementation (15) used in the training and segmentation procedures used three scales \( \sigma_q \in \{16, 8, 4\} \) for \( q \in \{1, 2, 3\} \), where the images \( L(.) \) are down-sampled by a factor of two after each octave. The values for these scales have been determined from the scale set \( \{32, 16, 8, 4, 2\} \) using the validation set, from which we observe that \( \sigma > 16 \) (i.e., coarser scales) prevents the inference procedure to converge, and \( \sigma < 4 \) (i.e., finer scales) does not improve the accuracy of the method. The original patches used for training the affine classifier (see Fig. 6) have size \( 56 \times 56 \) pixels, but the sizes used for scales \( \{16, 8, 4\} \) are \( \{4 \times 4, 7 \times 7, 14 \times 14\} \), respectively. For the uniform distributions in (16), the constant \( v_{U} = \frac{1}{400} \) in (17) has been empirically determined from the set \( \{\frac{1}{100}, \frac{1}{200}, \frac{1}{300}, \frac{1}{400}\} \) based on the segmentation performance on the validation set. For the DNN, the validation set is used to determine the following parameters: a) number of nodes per hidden layer, and b) number of hidden layers. The number of nodes per hidden layer varies from 50 to 500 in intervals of 50. The number of hidden layers varies from 1 to 4 (we did not
TABLE II  
LEARNED CONFIGURATION FOR THE DEEP BELIEF NETWORKS (TABLE FROM [66]).

<table>
<thead>
<tr>
<th>σ</th>
<th>Visible Layer</th>
<th>Hidden Layer 1</th>
<th>Hidden Layer 2</th>
<th>Hidden Layer 3</th>
<th>Hidden Layer 4</th>
<th>Output Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>196 (14 × 14 pix.)</td>
<td>100</td>
<td>100</td>
<td>200</td>
<td>200</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>49 (7 × 7 pix.)</td>
<td>50</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>16 (4 × 4 pix.)</td>
<td>100</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>3</td>
</tr>
</tbody>
</table>

Non-rigid Classifier

<table>
<thead>
<tr>
<th>σ</th>
<th>Visible Layer</th>
<th>Hidden Layer 1</th>
<th>Hidden Layer 2</th>
<th>Hidden Layer 3</th>
<th>Hidden Layer 4</th>
<th>Output Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>41</td>
<td>50</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 8. Performance of the affine classifier trained at σ = 4, showing the mean and standard deviation of \( \sum_k p(k|\theta, I) \) as a function of the variation of each one of the affine transformations (translation, rotation, and scaling) with respect to the manual annotation for all training images (i.e., only one transformation is varied while the others are kept fixed with respect to the manual annotation), where the vertical green dashed lines indicate the upper bound of the parameters used for the positive set and the vertical red dotted lines show the lower bound of the negative parameters (graphs from [66]).

Notice any boost in performance with more than 4 layers). Using all annotated images from set \( T_1 \), we achieved the configurations displayed in Table II. Figure 8 shows the performance of the affine classifier as a function of the affine transformations from the manual annotation. For the transition distribution, the validation set is used to estimate the 2 × 2 table representing \( p(k_t|k_{t-1}) \) in (4), where the following results have been obtained: if \( k_t = k_{t-1} \), then \( p(k_t|k_{t-1}) = 0.8 \), and if \( k_t \neq k_{t-1} \), then \( p(k_t|k_{t-1}) = 0.2 \).

The non-rigid classifier (3) is trained using the method described in Sec. III-A, where \( C = 40 \) in (20), which means that the profiles perpendicular to the LV contour have 41 pixels. In order to increase the robustness of the non-rigid classifier, we use same set \( P \) as the one mentioned before, with 100 positives.
per training image defined in (20). Using 80% of \(P\) for training and 20% for validation, we have achieved the configuration displayed in Table II. Finally, for the PCA model, we cross validated \(E\) (number of eigenvectors) with the validation set, and selected \(E = 10\).

The detection procedure in Alg. 2 uses \(H_{\text{coarse}} = 1000\) (at \(\sigma = 16\), this means that the initial grid has around four points in each of the five dimensions of \(\text{Dist}(\theta; D)\)) and \(H_{\text{fine}} = 10\) based on the trade off between segmentation accuracy and running time (i.e., the goal was to reduce \(H_{\text{coarse}}\) and \(H_{\text{fine}}\) as much as possible without affecting the results on the validation set).

Using the training parameters defined above, the run-time complexity of the different search approaches (full and gradient descent) is presented in terms of the number of calls to the DNN classifiers, which represents the bottleneck of the segmentation algorithm. The full search approach has a search complexity of \(H_{\text{coarse}} + (#\text{scales} - 1) \times H_{\text{fine}} \times 3^S \times H_{\text{fine}} \times N\), where \(H_{\text{coarse}}\) is \(O(10^3)\), \(H_{\text{fine}}\) is \(O(10)\), and for the non-rigid classifier, the detection of each contour point is independent of the detection of other contour points (see Eq. 3). From Table II, we notice that the complexity of the affine classifier at \(\sigma = 16\) is \(O(16 \times 100 \times 50 \times 3) = O(2.4 \times 10^5)\), at \(\sigma = 8\) is \(O(49 \times 50 \times 100 \times 3) = O(7.3 \times 10^5)\), at \(\sigma = 4\) is \(O(196 \times 100 \times 100 \times 200 \times 200 \times 3) = O(2.35 \times 10^{11})\), and the non-rigid classifier is \(O(41 \times 50 \times 50 \times 1) = O(1 \times 10^5)\). This means that the full search method (using 243 samples in fine scale for each of the \(H_{\text{fine}}\) samples) needs roughly the following number of multiplications:

\[
1000 \times 2.4 \times 10^5 + 10 \times 3^5 + 7.3 \times 10^5 + 10 \times 3^5 \times 2.35 \times 10^{11} + 10 \times 21 \times 1 \times 10^5 \approx 5.7 \times 10^{14}.
\]

For the gradient descent search procedure, each iteration above (at \(\sigma_q \in \{8, 4\}\)) represents a computation of the classifier in 10 points of the search space (five parameters times two points) plus the line search computed in 10 points as well. The gradient descent search needs roughly the following number of multiplications:

\[
1000 \times 2.4 \times 10^5 + 10 \times (20, 100) \times 7.3 \times 10^5 + 10 \times (20, 100) \times 2.35 \times 10^{11} + 10 \times 21 \times 1 \times 10^5 \in [4.7 \times 10^{13}, 2.3 \times 10^{14}],
\]

where \((20, 100)\) means that by limiting the number of iterations to be between one and five, the complexity of this step for each hypothesis \(\theta_i\) is between 20 and 100.

### C. Error Measures

In order to evaluate our algorithm, we use the following error measures: Hammoude distance (HMD) (also known as Jaccard distance) [67], average error (AV) [26], mean absolute distance (MAD) [68], and average perpendicular error (AVP) between the estimated and ground truth contours.

Let \(s_1 = [s_1^T(i)]_{i=1}^S\), and \(s_2 = [s_2^T(i)]_{i=1}^S\), with \(s_1(i), s_2(i) \in \mathbb{R}^2\) be two vectors of points representing the automatic and manual LV contours, respectively. The smallest point \(s_1(i)\) to contour \(s_2\) distance is:

\[
d(s_1(i), s_2) = \min_j ||s_2(j) - s_1(i)||_2,
\]

which is the distance to the closest point (DCP). The average error between \(s_1\) and \(s_2\) is:

\[
d_{AV}(s_1, s_2) = \frac{1}{S} \sum_{i=1}^S d(s_1(i), s_2).
\]
The Hammoude distance is defined as follows [67]: 
\[
d_{HMD}(s_1, s_2) = \frac{\#((R_{s_1} \cup R_{s_2}) - (R_{s_1} \cap R_{s_2}))}{\#(R_{s_1} \cup R_{s_2})},
\]
(25)
where \(R_{s_1}\) represents the image region delimited by the contour \(s_1\) (similarly for \(R_{s_2}\)), \(\cup\) is the set union operator, \(\cap\) is the set intersection operator, and \(\#(.)\) denotes the number of pixels within the region described by the expression in parenthesis. The error measure MAD [69] is defined as follows:
\[
d_{MAD}(s_1, s_2) = \frac{1}{S} \sum_{i=1}^{S} \|s_1(i) - s_2(i)\|_2.
\]
(26)
Note that MAD (26) is defined between corresponding points (not DCP).

Finally, the average perpendicular error (AVP) between estimated (say \(s_2\)) and reference (\(s_1\)) contours is the minimum distance between \(s_2(i)\) and \(s_1(i)^*\) using a line perpendicular to the contour at \(s_2(i)\). Let us represent the line tangent to the curve at the point \(s_2(i)\) as \(\mathcal{L} = \{s_2(i - 1) + t(s_2(i + 1) - s_2(i - 1))| t \in \mathbb{R}\} \) with \(a^\top (s_2(i + 1) - s_2(i - 1)) = 0\) and \(b = -a^\top s_2(i - 1)\). Let us also denote the curve sampled at points \(s_1 = [s_1^T(i)]_{i=1}^{S}\) with the following implicit representation: \(h(s_1, \theta_{s_1}) = 0\), where \(\theta_{s_1}\) denotes the parameters of this representation. Hence, we can find the point \(s_1(i)^* = \arg \min_{s(i) \in \mathcal{S}_1} (\|s(i) - (s^*a + s_2(i))\|_2)\), where \(s^* = \arg \min s \) subject to \(h(sa + s_2(i), \theta_{s_1}) = 0\).

The AVP error measure is defined as:
\[
d_{AVP}(s_1, s_2) = \frac{1}{S} \sum_{i=1}^{S} \|s_1(i)^* - s_2(i)\|.
\]
(27)

D. Comparison with the State of the Art

We compare the segmentations produced by two state-of-the-art methods [26,46,68] with those by our method (labeled '496 train img-F'), which has been trained with 496 annotated images from \(T_1\) (Sec IV-A) and uses the full search scheme (Sec III-B) with \(\alpha = 0.5\) (10).

The model proposed by Nascimento et al. [26] (labeled 'MMDA') consists of a deformable template approach that uses multiple dynamic models to deal with the two LV motion regimes (systole and diastole), where the filtering approach is based on probabilistic data association (which deals with measurement uncertainty), and the shape model (that defines the LV shape variation) is based on a hand-built prior. The main differences between our model and MMDA are the following: MMDA is a fundamentally different approach based on deformable template model using an LV shape prior with a simple appearance model that is learned for each new test sequence based on a manual initialization of the LV contour. The model proposed by Comaniciu et al. [46,68] (labeled 'COM') is a supervised learning approach (i.e., it is a DB-guided approach) relying on a large annotated training set (in the order of hundreds of annotated images), using a discriminative classifier based on boosting techniques for the affine detector and a shape inference based on a nearest neighbor classifier for the non-rigid detection, and the motion
model is based on a shape tracking methodology that fuses shape model, system dynamics and the observations using heteroscedastic noise. Compared to our model, COM uses a different type of classifier for the affine and non-rigid classifiers, and a different type of motion model. The methods 'MMDA' and 'COM' have been run on the data set of normal cases $T_{2,\{A,B\}}$ by the original authors of those methods. Moreover, in order to assess the robustness of our method to small training sets, we randomly select a subset of the 496 annotated images from $T_1$ to train our method, where the subset size varies from $\{20, 50, 100, 200\}$ (labeled '20,50,100,200 train img-F'), and compare the error measures obtained with the segmentations from the DNN classifier trained with 496 images (labeled '496 train img-F'). Notice that we re-trained all parameters of the system with these subsets in order to provide a reliable estimate of performance in case only a small training set is available (even the range $r(\Theta)$ is re-defined for the smaller training sets). The only values that are fixed throughout this experiment are: the range of possible number of hidden layers in the training of the DNN, the range of number of nodes per layer in the training of the DNN, and the transition distribution $p(k_t|k_{t-1})$ defined in (4). We also compare the segmentations of the gradient descent search scheme (labeled '496 train img-G') with that of the full search. Furthermore, we study the influence of $\alpha$ in (10), which determines the weight between the transition and observation models for building the proposal distribution using '496 train img-F'. Finally, we include in this comparison the performance of our own method without the use of the dynamical model (i.e., a separate segmentation is performed in each new frame using Alg. 2, without any information from the previous frame or the motion model, and the final segmentation is achieved by computing the Monte-Carlo estimation of the LV contour using the final $H_{\text{fine}}$ hypotheses). This method is labeled as 'STATIC' in the experiments.

E. Comparison with Inter-user Statistics

The assessment of the performance of our method ('496 train img-F') against the inter-user variability follows the methodology proposed by Chalana and Kim [70] (revised by Lopez et al. [71]), using the gold standard LV annotation computed from the manual segmentations [70]. The measures used are the following: modified Williams index, Bland-Altman plot [72], and scatter plot. These comparisons are performed on the diseased sets $T_{1,\{A,B,C\}}$, for which we have four LV manual annotations per image produced by four different Cardiologists (Sec. IV-A). In these sequences, we have an average of 17 images annotated for each sequence, so in total we have 52 images annotated by four experts. In order to have a fair comparison, we train three separate DNN classifiers using the following training sets: 1) $T_1 \setminus T_{1,A}$, 2) $T_1 \setminus T_{1,B}$, and 3) $T_1 \setminus T_{1,C}$, where \ represents the set difference operator. These three classifiers are necessary because when testing any image inside each one of these three sequences, we cannot use any image of that same sequence in the training process.
1) Modified Williams Index: Assume that we have a set \( \{ s_{j,u} \} \), where \( j \in \{1..M\} \) indexes the images in one of the disease sets \( T_{1,{A,B,C}} \), and \( u \in \{0..U\} \) indexes the manual annotations, where the index \( u = 0 \) denotes the computer-generated contour (i.e., each one of the \( M \) images has \( U \) manual annotations). The function \( D_{u,u'} \) measures the disagreement between users \( u \) and \( u' \), which is defined as

\[
D_{u,u'} = \frac{1}{M} \sum_{j=1}^{M} d_{-}(s_{j,u}, s_{j,u'}),
\]

where \( d_{-}(.,.) \) is an error measure between two annotations \( s_{j,u}, s_{j,u'} \), which can be any of the measures defined previously in (24)-(27). The modified Williams index is defined as

\[
I' = \frac{1}{U} \sum_{u=1}^{U} \frac{1}{D_{0,u}}
\]

A confidence interval (CI) is estimated using a jackknife (leave one out) non-parametric sampling technique [70] as follows:

\[
I'_j \pm z_{0.95} \text{se},
\]

where \( z_{0.95} = 1.96 \) represents 95\(^{th}\) percentile of the standard normal distribution, and

\[
\text{se} = \left\{ \frac{1}{M - 1} \sum_{j=1}^{M} [I'_j - I'_j]\right\}
\]

A successful measurement for the Williams index is to have the average and confidence interval (30) close to one.

2) Bland-Altman and Scatter Plots: We also present quantitative results using the Bland-Altman [72] and scatter plots (from which it is possible to compute a linear regression, the correlation coefficient and the p-value). To accomplish this we have: (i) the gold standard LV volume computed via an iterative process using the manual annotations [70]; (ii) the Cardiologists’ LV volumes, and (iii) the computer generated LV volume. To estimate the LV volume from 2-D contour annotation we use the area-length equation [73,74] with \( V = \frac{8A^2}{3\pi L} \), where \( A \) denotes the projected surface area, \( L \) is the distance from upper aortic valve point to apex, and \( V \) is expressed in cubic pixels. The p-values are computed as follows: 1) compute several independent p-values from 3 samples, each taken from separate sequence; and then 2) combine the p-values using the Fisher’s method into a single result by assuming independence among the p-values [75].

V. EXPERIMENTAL RESULTS

Figure 9 shows the error measures (24)-(27) in sequences \( T_{2,{A,B}} \) using box plot graphs labeled as described in Sec. IV-D, where we compare the segmentation results of 'COM' [46,68], 'MMDA' [26],
TABLE III

COMPARISON OF THE COMPUTER GENERATED CURVES TO THE USERS’ CURVES WITH RESPECT TO ALL THE ERROR MEASURES FOR THREE SEQUENCES USING THE AVERAGE AND 95% CONFIDENCE INTERVAL (IN PARENTHESIS) OF THE WILLIAMS INDEX.

<table>
<thead>
<tr>
<th>measure</th>
<th>$d_{\text{HMD}}$</th>
<th>$d_{\text{AV}}$</th>
<th>$d_{\text{MAD}}$</th>
<th>$d_{\text{AVP}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average(CI)</td>
<td>0.83 (0.82, 0.84)</td>
<td>0.91 (0.90, 0.92)</td>
<td>0.94 (0.93, 0.95)</td>
<td>0.83 (0.82, 0.84)</td>
</tr>
</tbody>
</table>

and ‘STATIC’ against those of \{20, 50, 100, 200, 496\} train img-{F,G} with $\alpha = 0.5$, see (10), and those of 496 train img-{F} with varying $\alpha \in \{0, 0.1, 0.25, 0.50, 0.75, 0.9, 1\}$. In order to measure the statistical significance of the results of ‘496 train img-F’ compared to ‘COM’, ‘MMDA’ and ‘STATIC’, we use the t-test, where the null hypothesis is that the difference between two responses has mean value of zero (we used the Welch’s t-test, which assumes normal distributions with different variances). For all tests, a value of $p < 0.05$ was considered statistically significant. In both sequences $T_2,\{A,B\}$, we obtained $p < 0.05$ with respect to ‘MMDA’ and ‘COM’ for all measures. Figure 10 displays a qualitative comparison of the results of ‘496 train img-F’, ‘MMDA’, ‘COM’, and the expert annotation. Compared to ‘STATIC’, we obtained $p < 0.05$ only in sequence $T_2,A$ for all measures. In terms of running time, using a non-optimized Matlab implementation, the full search takes around 20 seconds to run per frame, and the gradient descent search runs in between 5 to 10 seconds on a laptop computer with the following configuration: Intel Centrino Core Duo (32 bits) at 2.5GHz with 4GB.

In terms of inter-user statistics, Table III shows the average and confidence intervals of the Williams index defined in (29)-(30) for all ultrasound sequences considered for the comparison with inter-user statistics. Finally, Fig. 11 shows the scatter and Bland-Altman plots. In the scatter plot, notice that the correlation coefficient between the users and gold standard is 0.99 with p-value = $3.11 \times 10^{-68}$ (see graph Inter-user) and for the gold standard versus computer the correlation is 0.95 with p-value = $1.9 \times 10^{-4}$ (graph Gold vs Computer). In the Bland-Altman plots, the Inter-user plot produced a bias of $4.9 \times 10^4$ with confidence interval of $[-5 \times 10^5, 5 \times 10^5]$, while the Gold vs Computer plot shows a bias of $1.8 \times 10^5$ and confidence interval of $[-4 \times 10^5, 7 \times 10^5]$.

VI. DISCUSSION

The main objective of this work is to propose a new DB-guided methodology for the fully automatic LV segmentation problem, which produces state-of-the-art results that correlates well with inter-user statistics. Our new dynamical model generates a proposal distribution combining the results of an observation model based on a deep neural classifier and a transition model that estimates the current values for the LV contour and cardiac phase using their previous values. The use of deep neural classifier is justified because of its abstraction capabilities that can reduce the need of a large and rich training set. The
efficiency of the observation model is improved by decoupling the affine and non-rigid detections and by using gradient-based search with multiple hypotheses. The results shown in Sec. V support our claims.

For instance, the comparison between our approach and other state-of-the-art methods [26,46,68] on the data set of normal cases shows that our approach trained with 496 images and using the full search scheme (i.e., the ‘496 train img-F’) produces significantly more precise results than ‘MMDA’ and ‘COM’ in the sequences $\mathcal{T}_{2,(A,B)}$ for all error measures. The experiment that studies the value of $\alpha$ in the proposal

<table>
<thead>
<tr>
<th>$\mathcal{T}_{2,A}$</th>
<th>$\mathcal{T}_{2,B}$</th>
<th>Number of Training Images ($\alpha = 0.5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive Rate</td>
<td>True Positive Rate</td>
<td>True Positive Rate</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Fig. 9. Box plot results for all error measures explained in Sec. IV-C (the measures are denoted in the vertical axis of each graph). Using the sequences $\mathcal{T}_{2,A}$ (columns 1 and 3) and $\mathcal{T}_{2,B}$ (columns 2 and 4), we compare the segmentation of our method with varying values for $\alpha$ (columns 1 and 2), and varying values of training images and search approaches (columns 3 and 4) with the segmentation produced by ‘STATIC’ (i.e., our own method without the use of the dynamical model proposed in this paper), ‘MMDA’ [26] and ‘COM’ [46,68].
Fig. 10. Qualitative comparison between the expert annotation (GT in blue with point markers) and the results of '496 train img-F' (yellow with ‘x’ markers), 'MMDA' (cyan with square markers), and 'COM' (purple with 'o' markers).

Fig. 11. Scatter plots with linear regression and Bland-Altman bias plots (V denotes LV volume).
distribution (Fig. 9) shows that the best results are achieved when $\alpha \in [0.25, 0.75]$, which means that the combination of both models is an important aspect of the algorithm. The results in Fig. 9 also show that our method is robust to a severe reduction of the training set size (notice that a training set of 50 images produces competitive results). Another interesting point shown in Fig. 9 is the influence of the observation model in the process, which seems to be highly significant given that for both sequences it produces results that are quite comparable to the proposed approach with the dynamical model, but notice that in one of the sequences, the use of the dynamics improves significantly the accuracy. Finally, the qualitative comparison in Fig. 10 shows that our approach is more precise in the detection of the right border of the LV than ‘MMDA’, which tends to overshoot this border detection; also, the apical border detection (upper part of the LV) produced by our method is consistently more accurate than the result by ‘COM’, which tends to undershoot that border detection. All three approaches seem to be equally precise in the detection of the left border of the LV.

All implementations proposed in this paper enable significant run-time complexity reductions. For instance, a naive search over the $5 + 42$ dimensions of the affine and non-rigid spaces would imply a run-time complexity of at least $O(10^{47} \times 10^{11})$, where $O(10^{11})$ is the complexity of a typical deep DNN classifier (see Sec. IV-B). The separation between affine and non-rigid classifier reduces this figure to $O(10^{42} \times 10^{11})$, and the independence assumption of the contour points, further reduces this complexity to $O(10^{5} \times 10^{11})$. Finally, the coarse-to-fine search used allows for a complexity in the order of $O(10^{14})$, and the gradient based search can reduce the complexity to $O(10^{13})$ without showing any significant deterioration in terms of segmentation accuracy. In practice, we believe that an efficient C++ implementation of our algorithm can reduce the running time of the method to well under one second on a modern desktop computer. Moreover, our derivative-based search process can be easily combined with MSL [48] to improve even more the search efficiency.

Finally, the inter-user statistics on the data set of diseased cases shows that the results produced by our approach are within the variability of the manual annotations of four cardiologists using several error metrics (four error measures) and statistical evaluations (Williams index, Bland-Altman plot and scatter plot). Nevertheless, notice from Fig. 11 that the automated contours vs. the manual gold standard present slightly larger variance and bias than the individual users vs. the gold standard, which means that there is still room for improvement for our algorithm.

A. Limitations of the Method

The main limitations of the proposed approach can be summarized as follows. Even though a small training set can be used to train the DNN classifiers, it is important to have a reasonably rich initial training set (for instance, it is better to have 50 annotated images collected from different sequences than to have 50 images from the same sequence). Another issue with our approach is with the range of
values to search in the first step of the inference procedure (i.e., the range $r(\cdot)$ of the uniform distribution $\mathcal{U}(r(\theta))$ in Alg. 2), which is estimated from the training set, as defined in (16). For small training sets, this range may not cover the location of the LV in the test image, so a solution for this problem (adopted in this work) is to increase this range artificially. This can have undesirable consequences, such as unnecessarily large search spaces that lead not only to inefficient search procedures, but also to a larger number of local minima. Finally, we also observe some instability in the tracking results of some areas of the LV border. What happens is that, due to the clutter and low signal-to-noise ratio of the ultrasound images, the locations of these (noisy) observations in consecutive normal lines often occur at distinct locations. The consequence is that the state estimate (i.e., the cardiac phase and LV contour) is directly influenced by these local perturbations, which produces the visually observed instability. This is a classical behavior of the filtering step in tracking systems based on Kalman and particle filters, for Gaussian and non-Gaussian assumptions.

VII. CONCLUSION AND FUTURE WORK

We presented a new fully automatic methodology for the LV tracking and segmentation using ultrasound data. The novelties of our approach are centered in a new dynamical model based on a SIR formulation, where the main novelties are with respect to the new observation and transition models. We show that the proposed observation model, based on deep neural network, can be learned with training sets of limited size (state-of-the-art results are obtained with training sets of 50 images). Also decoupling the affine and non-rigid detections and using a gradient-based search scheme prove to be simple but effective approaches to reducing the running time complexity. Finally a motion model that does not commit to a specific heart dynamical regime, and that combines the transition and observation model results to build a proposal distribution shows effective tracking accuracy. According to the results, our approach is more accurate than other state-of-the-art DB-guided [46,68] and deformable template [26] methodologies and correlates well with inter-user statistics. In the future, we plan to address the issues mentioned in Sec. VI, with the development of a semi-supervised approach [76] to reduce the dependence on a rich initial training set, and with the implementation of an approach to automatically determine the likely positions, rotation and scales of the LV in the test image. We also plan to work on a shape model that is less dependent on the training set, similarly to the DNN used for the appearance model. Moreover, we plan to apply this approach to other anatomies and other medical imaging techniques.
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