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Abstract

The understanding and effective management of flood and drought issues within catchments, are critical to sustaining such systems and the environments they support. Surface water and groundwater systems within catchments exhibit important feedbacks and therefore must be considered as a single resource. Holistic consideration of these systems in catchment hydrology requires the understanding and quantification of both surface and subsurface flow processes and their interactions. This requires that the physics driving the interactions/processes are well understood. Consequently, a need has arisen for physics-based models that can aid in building intuition about these interactions/processes, and also assist in quantifying these interactions/processes. In the last decade, physics-based fully integrated surface-subsurface flow models have become an important tool in understanding and quantifying flow generation processes and surface-subsurface interactions. However, due to the relatively short history of fully integrated models, the analysis and interpretation of outputs is often incommensurate with the spatiotemporal information within the outputs. A key shortcoming of these models is the inability to use model outputs to properly analyse and interpret flow generation mechanisms and surface water-groundwater interactions with respect to the streamflow hydrograph.

In this research, a new Hydraulic Mixing-Cell (HMC) method for quantifying in-stream and overland flow generation mechanisms within physics-based models of surface-subsurface flow is developed. The HMC method is implemented and tested within the fully integrated surface-subsurface flow model code HydroGeoSphere. The HMC method is used in a series of applications to quantify the contributions to total streamflow of groundwater discharge to the stream and hillslope, and direct rainfall to the stream and hillslope.

Application of the HMC method to a hypothetical catchment is used to investigate the importance of in-stream flow travel time and losses. Results showed that it is necessary to account for in-stream travel time and stream losses in order to accurately quantify the contribution of groundwater to streamflow. The HMC method is then used with another hypothetical catchment model to investigate the potential error in 10 commonly used automated baseflow separation methods.
Simulations with a range of hydrological forcing, soil characteristics and antecedent moisture conditions showed the potential error to be significant for these automated methods; this warrants caution in overvaluing their outputs. Finally, the HMC method is employed in a case study of the Lehstenbach catchment, which included a model of a riparian wetland and catchment. Application of the HMC method in this case study was used to investigate wetland and catchment processes through separation of streamflow hydrographs and spatiotemporal analysis of flow generation mechanisms. This analysis elucidated the dynamics of overland and in-stream flow generation processes. This research has opened up a new way of analysing and interpreting flow generation mechanisms using fully integrated surface-subsurface flow models. The analysis and interpretation techniques implemented in this thesis form the basis for comprehensive analysis of outputs from physics-based modelling of catchment hydrological processes.
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Chapter 1

1 Introduction

The understanding of hydrological processes and their translation to the streamflow hydrograph is critical in the management of floods and water resources, and the environments they support. A key to this is the understanding of the interactions of surface and subsurface water systems within catchments (Winter, 1999; Sophocleous, 2002). The important feedbacks exhibited by these two systems, necessitate their holistic consideration within catchment hydrology. Therefore, improving this understanding requires both the identification and quantification of surface-subsurface water interactions (e.g. losing streams) and flow generation/depletion processes (e.g. rainfall-runoff and dry-period baseflow). This means having a clear understanding of the physics of water movement within catchments. If the physics understanding is clear, and the system is well characterised, then it follows that the integrated catchment response – in the form of the streamflow hydrograph – should be able to be readily decomposed into the constituent flow generation processes, i.e. groundwater discharge and direct rainfall to the stream, and groundwater discharge and direct rainfall to the hillslope (see Figure 1.1).

It was highlighted by Hewlett and Troendle (1975) that accurate prediction of the streamflow hydrograph implies adequate modelling of the sources, flowpaths and residence time of water. This “adequate” modelling suggests the use of spatially and temporally distributed hydrological models, of which many have been developed (see Singh and Woolhiser (2002) for a comprehensive review). It follows from Hewlett and Troendle’s statement that adequate modelling of the sources, flowpaths and residence times requires adequate representation of the physics of water flow, i.e. deterministic-conceptual modelling (see Kampf and Burges, 2007).
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**Figure 1.1:** Streamflow generation at the plot scale by both in-stream (groundwater discharge and rainfall to the stream channel) and overland (groundwater discharge and rainfall to the hillslope) flow generation processes.

Freeze and Harlan (1969) provided a blueprint for what is often considered “adequate” physics-based modelling of water flow within catchments. The inevitably complex models that arise from this blueprint can aid in building intuition about the catchment-scale hydrological processes responsible for streamflow, but subject to the assumptions in the physical equations (e.g. that a representative elementary volume exists in the subsurface).

In the last decade, the blueprint of Freeze and Harlan (1969) has been realised with the advent of physics-based fully Integrated Surface-Subsurface Hydrological Models (ISSHM) (Gaukroger and Werner, 2011). Examples of ISSHMs include InHM (VanderKwaak and Loague, 2001), MODHMS (HydroGeoLogic, 2006), HydroGeoSphere (HGS) (Therrien et al., 2009), and ParFlow (Kollet and Maxwell, 2006). ISSHMs are used within this thesis to describe models which solve simultaneously the surface and subsurface flow equations. Within ISSHMs, 2D surface flow is usually represented using an approximation to the St Venant equations (e.g. diffusion wave), and 3D variably saturated subsurface flow is usually represented using Richard’s equation. ISSHMs can be used to analyse and interpret hydrological processes and in developing conceptual understanding of catchment processes (Ebel and Loague, 2006). A particularly important attribute of these models is that rainfall is partitioned into infiltration, ponding, and overland flow in a realistic manner.
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Therrien et al., 2009) without any a priori assumption of these processes (Mirus et al., 2011a). This partitioning is dependent on the rate of rainfall, antecedent moisture conditions and catchment physical characteristics. However, this means that the hydrological processes (e.g. groundwater discharge to a stream or infiltration excess overland flow) need to be identified and interpreted after simulations.

Studies utilising ISSHMs are becoming increasingly widespread (e.g., Frei et al., 2010; Maxwell and Kollet, 2008; Park et al., 2011; Brunner et al., 2009). These examples focused on processes in small-scale synthetic systems, which enabled insight to be gained into the controls on flow generation (Frei et al., 2010; Maxwell and Kollet, 2008; Park et al., 2011) and depletion (Brunner et al., 2009). In larger-scale (e.g. catchment scale) systems it is difficult to resolve how the hydrological drivers affect the hydrological outputs (e.g. the outlet streamflow hydrograph). This is because hydrological outputs at a given point in space and time are only affected by hydrological drivers that occur at the same location and at the same time (i.e. by ‘active’ processes (Ambroise, 2004)). In larger-scale systems, hydrological drivers that occur at a particular point in time (active processes) do not necessarily end up contributing to the hydrological output at that or a later time. This is because of the influence of travel times, flow impediments (e.g. riparian wetlands or weirs), and losses (e.g. infiltration or evaporation).

Consequently, where such influences are significant, there is a need to distinguish between ‘active’ and ‘contributing’ streamflow generation processes (Ambroise, 2004), where contributing processes are those that contribute to flow at a particular location at a particular time, and potentially include active processes. These influences will be important in catchments that exhibit significant travel times for water and/or where flow depletion processes are significant relative to flow generation processes (e.g. strong losing streams). The differences between active and contributing flow generation processes are driven by active flow depletion mechanisms (surface water losses) and the lag-time between active flow generation mechanisms taking place and the time that the resultant flow reaches the point of interest (e.g. the point where the streamflow hydrograph is measured).

A key shortcoming of ISSHMs is in linking the distributed hydrologic response to the point response (e.g. where the streamflow hydrograph is measured), i.e.
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capturing the contributing processes. Active processes are readily obtained from ISSHMs that output the nodal fluid mass balance components, i.e. surface-subsurface exchange fluxes, rainfall input, evaporation output, surface inflows and outflow and changes in storage. However, attaining the contributing processes requires the ability to use these outputs of active processes to properly analyse and interpret streamflow generation mechanisms with respect to the streamflow hydrograph.

The advent of ISSHMs has been critical in being able to improve our conceptual understanding of hydrological processes, but the benefits of analysing internal processes and meaningfully separating flow hydrographs are still to be realised. This is a major shortcoming as it prevents development in building the intuition of hydrologic response to various hydrological drivers (i.e. rainfall and evapotranspiration). A clear need has arisen for research into the identification and quantification of contributing in-stream and overland flow generation mechanisms at larger (e.g. catchment) scales, particularly given that there are still difficulties in the ability to conduct or scale up the measurements that are required in order to gain this understanding at/to the catchment scale (Fleckenstein et al., 2010).

1.1. Research Objectives

This research aims to improve the understanding of streamflow generation and surface water-groundwater interaction through quantifying in-stream and overland flow generation mechanisms within physics-based models of surface-subsurface flow. In such models, this requires the development of a new method for interpreting in-stream and overland flow generation mechanisms. This development will provide a platform for investigation into hydrological systems that exhibit complex spatiotemporal patterns of in-stream and overland flow generation mechanisms. To achieve the overall aims of this research, four main research objectives are developed with three sub-objectives, which are listed below. The linking of each of these objectives is shown in Figure 1.2.

**Objective 1:** To develop a method to quantify the contribution of flow generation mechanisms to streamflow, allowing separation of the streamflow hydrograph into its constituent flow generation components (i.e. groundwater discharge and direct
rainfall to the stream, and groundwater discharge and direct rainfall to overland areas).

**Objective 1.1**: To improve model based investigation into groundwater discharge to total streamflow within streams exhibiting complex stream-aquifer interactions.

**Objective 1.2**: To improve model-based investigation into the contribution to total streamflow of rainfall and groundwater discharge from overland areas.

**Objective 2**: To develop a benchmark against which baseflow separation methods can be tested against.

**Objective 2.1**: To determine the potential error in commonly used automated methods for estimation of in-stream groundwater contributions to streamflow.

**Objective 3**: To investigate the spatiotemporal variability in both overland and in-stream flow generation mechanisms within a modelling framework.

**Objective 4**: To investigate the dichotomy that exists between ‘active’ and ‘contributing’ streamflow generation mechanisms within a modelling framework.

**Objective 5**: To incorporate the method developed in Objective 1 into an ISSHM code to provide a platform for other researchers to utilise the method developed within this research.
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Figure 1.2: Research objectives and their hierarchy. Objectives are denoted by the superscript numbers in each of the flowchart boxes.

1.2. Thesis Overview

This thesis is organised into five chapters. The main body of this thesis consists of Chapters 2 to 4, which correspond to three journal papers (Partington et al., 2011; Partington et al., 2012a; Partington et al., 2012b). In Chapter 2 (Partington et al., 2011) a new method is developed for accurately quantifying groundwater contributions to streamflow (Objective 1) with respect to the streamflow hydrograph, and this method is used to investigate the complexity of groundwater contributions to streamflow (Objective 1.1). In Chapter 3 (Partington et al., 2012a) the work in Chapter 2 is extended, and a baseflow model benchmark is developed (Objective 2) against which potential error is investigated in commonly used automated methods for the separation of baseflow from streamflow hydrographs (Objective 2.1). In Chapter 4 (Partington et al., 2012b) the work of Chapter 2 is extended to investigate overland flow generation mechanisms (Objective 1.2), and the new method is applied to a case study of a real catchment. Within the case study, all surface flow generation mechanisms are quantified (Objective 1.2), spatiotemporal variability in flow generation mechanisms is analysed (Objective 3), and the difference between active and
contributing processes is analysed (Objective 4). The linking of each of the papers to the objectives is depicted below in Figure 1.3. Although the manuscript has been reformatted in accordance with University guidelines, and sections renumbered for inclusion within this thesis, the material within this paper is otherwise presented herein as published. Copies of the publications “as published” are provided in the Appendix A and B.

**Figure 1.3: Linkage of research objectives and publications.**

Conclusions of the research within this thesis are provided in Chapter 5, which summarises: 1) the research contributions, 2) limitations and 3) future directions for further research.
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Abstract

The complexity of available hydrological models continues to increase, with fully integrated surface water-groundwater flow and transport models now available. Nevertheless, an accurate quantification of streamflow generation mechanisms within these models is not yet possible. For example, such models do not report the groundwater component of streamflow at a particular point along the stream. Instead, the groundwater component of streamflow is approximated either from tracer transport simulations or by the sum of exchange fluxes between the surface and the subsurface along the river. In this study, a hydraulic mixing-cell (HMC) method is developed and tested that allows to accurately determine the groundwater component of streamflow by using only the flow solution from fully integrated surface water - groundwater flow models. By using the HMC method, the groundwater component of streamflow can be extracted accurately at any point along a stream provided the subsurface/surface exchanges along the stream are calculated by the model. A key advantage of the HMC method is that only hydraulic information is used, thus the simulation of tracer transport is not required. Two numerical experiments are presented, the first to test the HMC method and the second to demonstrate that it quantifies the groundwater component of streamflow accurately.

2.1. Introduction

A quantitative understanding of stream flow hydrographs is an important precondition to the understanding and effective management of any catchment (Vanderkwaak and Loague, 2001; Jones et al., 2006; Mirus et al., 2009). The streamflow hydrograph is generated by different mechanisms such as groundwater discharge to the stream, discharge from the unsaturated zone, overland flow, preferential flow through macropores and/or fractures, and direct precipitation to the stream. These streamflow generation components can exhibit complex spatial and temporal behaviour. This complexity makes it difficult to easily decompose stream flow hydrographs in terms of stream flow generation mechanisms if one or several components of the hydrograph are unknown. Groundwater discharge is a critical streamflow generation component that is difficult to quantify. The quantitative assessment of the groundwater component of streamflow (which
represents the quantity of streamflow at a given point in space and time consisting of groundwater discharging directly to the stream) is of great importance in understanding catchment hydrology and informing water resources management, as highlighted by Sophocleous (2002) and Winter (1999). Accurate simulation of the groundwater component of streamflow is therefore important in hydrological modelling exercises (e.g. Gilfedder et al., 2009; Croton and Barry, 2001; Facchi et al., 2004) in order to inform water resources management.

The groundwater component of streamflow cannot be measured easily in the field (Hatterman et al., 2004) and therefore is usually quantified using indirect methods. Indirect methods can involve the use of environmental and conservative tracers for separation of the hydrograph (McGlynn and McDonnell, 2003; McGuire and McDonnell, 2006), and recession analysis based on conceptual storage-discharge relationships for the catchment (Chapman, 2003; Eckhardt, 2008). However, as pointed out by Hewlett and Troendle (1975), ‘the accurate prediction of the hydrograph implies adequate modelling of the sources, flowpaths and residence time of water’. In particular, capturing the flowpaths requires a spatially distributed model. Unless the assumptions of the indirect methods can be resolved or justified, the adequate modelling of sources and flowpaths of water would be insufficient. If the modelling is insufficient, then it follows that the separation of the hydrograph may be meaningless. Given the difficulty faced in accurately measuring sources and flowpaths within hillslopes, let alone entire catchments, some benefit can be found in examining hypotheses which can be adequately ‘measured’ in the ‘virtual laboratory’ (Weiler and McDonnell, 2006).

One could expect that the tools for quantifying the groundwater component of streamflow are now readily available in the latest generation of fully integrated spatially distributed models such as InHM (VanderKwaak and Loague, 2001), MODHMS (HydroGeoLogic, 2006), HydroGeoSphere (HGS) (Therrien et al., 2009), Wash123D (Cheng et al., 2005) and ParFlow (Kollet and Maxwell, 2006). However, this is not the case. Even within spatially distributed numerical models quantifying source components remains a challenge (Sayama and McDonnell, 2009). The same applies to the ultimate delivery mechanisms as defined in Sklash and Farvolden (1979). Because the currently available numerical models do not
report the groundwater component of streamflow at a given location, it is often approximated by introducing tracers or by setting it equal to the summed exfiltration along a section or entire length of the stream. The summed exfiltration is defined in this paper as the sum of all fluxes from the subsurface to the stream at a specific point in time upstream of the point at which the hydrograph is measured.

However, these approaches are problematic. For example, the summed exfiltration during a simulation is not equal to the groundwater component of streamflow at the same simulation time. This can be attributed to the fact that portions of the summed exfiltration exhibit a time lag from the point of entering the stream to the point of streamflow measurement, as a result of potentially significant transit times within stream networks (McGuire and McDonnell, 2006). This time lag cannot be captured if the groundwater component of streamflow is approximated by the summed exfiltration. Furthermore, if the stream loses water to the subsurface between a point of groundwater discharging into the stream and the point where the hydrograph is measured, only a portion of the groundwater entering the stream will contribute to the groundwater component of streamflow at the point of hydrograph measurement. In that case, the summed exfiltration will overestimate the groundwater component of streamflow at the point of hydrograph measurement.

In this study, a mixing-cell method for quantifying the groundwater component of streamflow in fully integrated spatially distributed models is described. Mixing-cell models have often been used in hydrogeology to model solute transport (Adar et al., 1988; Campana and Simpson, 1984). Mixing-cell models rely only on conservation of mass. The hydraulic mixing-cell (HMC) method described in this study relies on hydraulic information only (i.e. fluxes). Moreover, the method allows tracking streamflow generation mechanisms at every cell or element within the stream of the model domain. Therefore, complex spatial and temporal effects are captured and can be accounted for. The method is developed and tested using a particular numerical model (HydroGeoShpere, Therrien et al., 2009), but it can be implemented to any code that reports the exchange between the subsurface and surface in a spatially distributed manner. The paper also aims to explore the
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suitability of traditional methods (e.g. equilibrating the groundwater component of streamflow to the summed exfiltration) for quantifying the groundwater component of streamflow within numerical models.

2.2. Existing methods for extracting streamflow generation components

The hypothetical catchment shown in Figure 2.1 is used to illustrate the challenges of extracting the groundwater component of streamflow from numerical models using existing methods. In the catchment shown, the stream, which is flowing from A to B to C, is gaining in sections A and C, but losing in section B.

Figure 2.1: Conceptual diagram of a surface water-groundwater catchment (left hand side) featuring different flow regimes (as illustrated in the right part of the figure). The white sections of the catchment adjacent to the stream represent the groundwater discharge upslope of the stream (return flow). The dashed lines on the right part of the figure represent the water table. The flow direction is towards the reader.

2.2.1. Summed exfiltration along the length of the stream

For each of cross sections A, B and C of the hypothetical catchment shown in Figure 2.1, the expected streamflow hydrograph is shown in Figure 2.2, along with the groundwater component of streamflow and the summed exfiltration. The streamflow in Figure 2.2 A, B and C refers to the point measurement at each of cross sections A, B and C. Although the results shown in Figure 2.2 are hypothetical, they illustrate the following two problems that arise by
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approximating the groundwater component of the streamflow using the summed exfiltration:

1) the summed exfiltration does not account for the time lag between the upstream points of groundwater discharging from the aquifer to the stream and the point where the hydrograph is measured, as illustrated by the time lag between the summed exfiltration and the groundwater component of streamflow curves. The streamflow travel times for the summed exfiltration upstream of cross sections A, B and C actually correspond to the time lag between the peaks of the summed exfiltration and the streamflow hydrograph in Figure 2.2.

2) changing flow regimes cannot be considered correctly. When a part of the stream is losing and other parts are gaining, the summed exfiltration is not equal to the groundwater component of streamflow at a particular location, even if the aforementioned time lag is negligible.

The effect of ignoring time lags and discounting losses along the stream becomes clear when moving downstream from cross sections A to B to C. For example, the course of the groundwater component of streamflow at cross section A features a flatter and broader distribution through time compared to the summed exfiltration upstream of A. When considering the streamflow hydrograph at cross section C in Figure 2.2, the significance of time lags, particularly from the most upstream sub-catchments, becomes apparent.

Figure 2.2: Hydrograph at cross sections A, B and C of the catchment shown in Figure 2.1. The streamflow and corresponding component of groundwater flowing through cross sections A, B and C are shown. Also, the summed exfiltration upstream of cross sections A, B and C, respectively, are shown.

2.2.2. Tracer based hydrograph separation

The use of conservative tracers within models provides temporal information on the original source of water (i.e. groundwater, soil water, rainfall). Whilst the
2. A hydraulic mixing-cell method to quantify the groundwater component of streamflow within spatially distributed fully integrated surface water-groundwater flow models. (Paper 1)

Application of solutes is extremely useful in identifying the source of streamflow, it gives no real indication of the mechanism of streamflow generation (McGuire and McDonnell, 2006). Even with temporal information on the source of water, the parameters associated with tracer transport (i.e. diffusion, tortuosity and dispersivity) often affect the interpretation of the source as demonstrated in Jones et al. (2006). Jones et al. (2006) found that the value of dispersivity used in simulating the transport of tracers could lead to large overestimation of the pre-event water’s contribution to streamflow. In their model using InHM of the Borden rainfall-runoff experiment, the pre-event contributions to streamflow using longitudinal dispersion $\alpha_L = 0.5 \text{ m}$ and $0.005 \text{ m}$ were found to be 41.6% and 33.9%, respectively, with the hydraulically based subsurface contribution close to 0%. These results would suggest that in the streamflow hydrograph in Figure 2.1 at cross section C of the catchment, the groundwater component of streamflow could be easily overestimated using tracers as illustrated in Figure 2.3.

![Figure 2.3: The theoretical hydrograph at cross section C of the catchment shown in Figure 2.1. The streamflow, groundwater discharge component and tracer based separation (for dispersivity values of $\alpha_{L,1}$ and $\alpha_{L,2}$) are shown.](image)

Given such large variation in the tracer based interpretations of groundwater contributions to streamflow, it seems quite clear that inherent accuracy relies on reliability and certainty of the transport parameters. Any uncertainty in the dispersivity directly relates to uncertainty in quantifying the groundwater component of streamflow. Therefore quantifying the groundwater component of the streamflow hydrograph within models using tracers may be undermined by large uncertainty.
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2.3. A hydraulic balance using a hydraulic mixing-cell method

The hydraulic mixing-cell (HMC) method introduced in this paper allows the streamflow generation mechanisms to be deconvoluted from the streamflow hydrograph at any point along the stream. The method relies on standard hydraulic output from numerical models only. It is based on the modified mixing cell of Campana and Simpson (1984). Furthermore, it is assumed for the simplicity of coding that the width of the stream does not change during the simulation and additionally that the flow direction in the stream does not change. This mass balance of the HMC method is verified by application to two numerical test cases using HydroGeoSphere. The method can be generalised to any spatially distributed surface water-groundwater code, as mentioned previously.

2.3.1. Theory

The numerical modelling of streamflow requires discretisation over space and time of the relevant governing flow equation using a finite difference (FD), finite volume (FV) or finite element (FE) scheme. The method developed herein is designed to fit in accordingly with existing numerical models.

Consider the continuity of flow for a stream cell $i$ of arbitrary shape. This can be expressed in terms of the streamflow generation/depletion as:

$$\begin{align*}
\frac{dV}{dt} = Q_{Up} + Q_{GW} + Q_{OF} + Q_{UF} + Q_{PF} + Q_{Rain} - Q_{Down} - Q_{Evap} 
\end{align*}$$

(2.1)

Where $Q_{Up}$ [L$^3$/T] is the upstream flow (generated from groundwater, overland flow, unsaturated flow and rainfall) into the stream cell; $Q_{GW}$, $Q_{OF}$, $Q_{UF}$ and $Q_{PF}$ [L$^3$/T] are the groundwater, overland flow, unsaturated flow and preferential flow, respectively, flowing into or out of the cell; $Q_{Rain}$ [L$^3$/T] is the rainfall contribution to the stream cell, $Q_{Down}$ is the flow downstream (generated from groundwater, overland flow, unsaturated flow and rainfall) flowing out of the cell [L$^3$/T]; $Q_{Evap}$ [L$^3$/T] is the loss of water from storage (composed of groundwater, overland flow, unsaturated flow and rainfall) due to evaporation; $dV/dt$ [L$^3$/T] is the rate of change of storage within the cell.
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More concisely the fluid mass balance for a particular cell \( i \) with neighbouring cells \( j \) in the surface domain can be written as:

\[
\sum_{j=1}^{n} Q_{ji} - \sum_{j=1}^{m} Q_{ij} = \frac{dV_i}{dt} \tag{2.2}
\]

Where \( Q_{ji} \) [L^3/T] is the \( j^{th} \) flux into the cell \( i \); \( Q_{ij} \) [L^3/T] is the \( j^{th} \) flux out of the cell \( i \); \( V_i \) [L^3] is the volume in cell \( i \); \( t \) [T] is time; and \( n \) and \( m \) denote \( n \) sources and \( m \) sinks.

By multiplying Eq. 2.2 by \( dt \) and integrating both sides over the interval \( t_1 \) to \( t_2 \), \((t_2 > t_1)\) we obtain the following:

\[
V_{t_2} - V_{t_1} = \int_{t_1}^{t_2} \sum_{j=1}^{n} Q_{ji} dt - \int_{t_1}^{t_2} \sum_{j=1}^{m} Q_{ij} dt \tag{2.3}
\]

\[
V_{t_2} = V_{t_1} + \sum_{j=1}^{n} V_{ji} \bigg|_{t_1}^{t_2} - \sum_{j=1}^{m} V_{ij} \bigg|_{t_1}^{t_2} \tag{2.4}
\]

For each cell the discrete volumetric balance over each time step \( dt \) can be written:

\[
V_i^N = \sum_{k=1}^{K} V_{i(k)}^N \tag{2.5}
\]

for \( K \) streamflow components, where \( V_i^N \) [L^3] is the total volume of water in cell \( i \) at time \( N \); \( V_{i(k)}^N \) [L^3] are the volumes of groundwater flow, unsaturated flow, overland flow, preferential flow and direct rainfall water, respectively, in cell \( i \) at time \( N \). These constituent balances are defined as:

\[
V_{i(k)}^N = V_{i(k)}^{N-1} + \sum_{j=1}^{n} V_{j(k)} \bigg|_{N-1}^{N} - \sum_{j=1}^{m} V_{j(k)} \bigg|_{N-1}^{N} \tag{2.6}
\]

Where \( V_{j(k)} \) and \( V_{i(k)} \) [L^3] are the volumes of the \( k^{th} \) component of streamflow generation into and out of cell \( i \) from neighbouring cell \( j \), from time \( N-1 \) to \( N \) respectively.
2. A hydraulic mixing-cell method to quantify the groundwater component of streamflow within spatially distributed fully integrated surface water-groundwater flow models. (Paper 1)

In order to calculate the volumetric balance, initial conditions of each streamflow component of the stream water must be known in each cell. The components of flow are defined as a fraction of the total volume ($V_i$) such that:

$$\sum_{k=1}^{K} f_{i(k)}^N = \frac{\sum_{k=1}^{K} V_{i(k)}^N}{V_i^N} = 1 \quad (2.7)$$

Where $f_{i(k)}^N \left[ \text{L}^3/\text{L}^3 \right]$ is defined as the $k^{th}$ fraction of each streamflow component.

If the form of the function of fluxes can be reconstructed from the flow solution then, using the modified mixing cell approach of Campana and Simpson (1984), each component of streamflow can be determined by substituting Eq. 2.6 into Eq. 2.7 and rearranging giving:

$$\sum_{k=1}^{K} f_{i(k)}^N = \frac{\sum_{k=1}^{K} \left( V_{i(k)}^{N-1} + \sum_{j=1}^{n} N_{j(k)}^N - \sum_{j=1}^{m} N_{j(k)}^{N-1} \right)}{V_i^N} \quad (2.8)$$

Considering only the $k^{th}$ fraction and expanding out the volumetric terms to explicitly represent the fractions, then rearranging yields:

$$f_{i(k)}^N = \left( V_i^{N-1} - \frac{\sum_{j=1}^{m} \left( N_{j(k)}^{N-1} \right)}{V_i^N} \right) f_{i(k)}^{N-1} + \frac{\sum_{j=1}^{n} \left( N_{j(k)}^N \right)}{V_i^N} \quad (2.9)$$

Where there are $n$ sources and $m$ sinks for cell $i$; $f_{j(k)}^{N-1}$ denotes fraction $k$ at time $N-1$ in neighbouring cell $j$. The terms on the right hand side of Eq. 2.9 relate to the stability of this approach. They can be considered from left to right as a.) the ratio of storage in the previous timestep to the current storage less the ratio of outflow volume to storage and b.) the ratio of inflow volume to storage. The stability of this method requires that the volume of water entering or leaving the stream cell over a time step is not greater than the storage at the end of the time step. This is fairly intuitive as it is not possible to remove more mass than existed at the start of the timestep ($N-1$) or insert more mass than exists at the end of the timestep ($N$).
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For each component of streamflow the fraction is determined using the modified mixing cell which approaches a perfectly mixed cell as the time step approaches zero. A perfectly mixed cell will completely mix all contents across the entire cell instantaneously and takes the form:

\[
f_{ij}^{N} = \frac{V_{i}^{N-1}}{V_{i}^{N}} \left( \sum_{j=1}^{n} V_{j}^{N-1} \left( f_{ij}^{N-1} + \sum_{j=1}^{n} V_{j}^{N-1} f_{ij}^{N-1} \right) \right) + \frac{V_{i}^{N}}{V_{i}^{N}} \sum_{j=1}^{n} V_{j}^{N} f_{ij}^{N-1} \]  

(2.10)

It can be readily seen that Eq. 2.9 approaches Eq. 2.10 as the time step approaches zero, as only the first term on the right hand side in both equations will remain.

In applying this method, volumes in and out need to be determined at the start and end of each timestep. This requires reconstruction of the functions describing flux in and out of each cell. The approach used in calculating volumes needs to be consistent with the manner in which the fluid mass balance is calculated in the particular model used. In this study, the HydroGeoSphere (HGS) (Therrien et al., 2009) code is used in which the flux \( Q \) between two adjacent nodes is back calculated at the end of the time step, giving rise to the following equation for evaluating the volume in or out over each time step:

\[
V_{ij}^{N} = Q_{ij}^{N} \times \Delta t^{N} \quad \text{where} \quad \Delta t^{N} = (t^{N} - t^{N-1})
\]

(2.11)

Where \( Q_{ij}^{N} \) denotes the calculated flux from HGS from node \( i \) to \( j \) over \( \Delta t \).

The form of Eq. 2.11 will vary from code to code depending on how the fluid mass balance is calculated. Furthermore, the choice of numerical approach, be it finite difference, finite volume or finite element, is irrelevant as long as the volumetric balance for each cell is formulated correctly and is mass conservative.

The latter requirement is due to the error in the mass balance at each time step being cumulative in the HMC method. Stability of the HMC method is not guaranteed for any flow solution as highlighted above. The use of suitable convergence criteria within the flow solution is imperative in successful application of the HMC method. A strict convergence criterion that is applied at
the nodal level is required. The nodal flow check tolerance in HGS, which is derived in McLaren et al. (2000), was utilised to ensure the nodal volumetric balances calculated in the HMC method were sufficient in preventing large cumulative errors. The choice of timestep and cell size also plays an important role in the stability of the HMC method because the volumetric balance at each HMC cell over each timestep is directly related to timestep and cell size. The proportion of volumes of water entering or leaving each cell over each time step compared to the storage volume in the cell has a direct impact on the HMC method’s stability. The use of small HMC cells and large timesteps can lead to the volume entering or leaving a cell being greater than the storage and as such the method will become unstable causing spurious oscillations. Hence it is necessary to use suitable time steps for a fixed grid (i.e. fixed cell size) to ensure stability.

2.3.2. Implementation of the HMC method in HydroGeoSphere

The testing of the HMC method outlined in this paper was carried out by considering two conceptual test cases using the HGS model. HGS solves the diffusion wave approximation to the 2D St Venant equations in the surface domain and solves a modified form of the 3D Richards equation for variably saturated flow in the subsurface domain using a control volume finite element approach (details of the model can be found in Therrien et al. (2009)). The surface and subsurface are coupled using either continuity of head or (as in this study) a conductance concept, with exchanges between the two domains given by:

\[ q_{exch} = \frac{k_r K_z}{l_{exch}} (h_o - h_{pm}) \]  

(2.12)

Where \( q_{exch} \) [L/T] is the exchange flux between the surface and subsurface domain; \( k_r \) [dimensionless] is the relative permeability; \( K_z \) [L/T] is the saturated hydraulic conductivity of the porous medium; \( l_{exch} \) [L] is the coupling length, \( h_o \) [L] and \( h_{pm} \) [L] are the heads of the surface and subsurface, respectively. HGS has been verified for both gaining (Therrien et al., 2009) and losing streams (Brunner et al., 2009a, 2009b). The model solves the governing flow equations using the finite element (FE) method, finite volume (FV) method or, alternatively, the finite difference (FD) method applied on a node centred grid (Therrien et al., 2009).
Application of the HMC method requires specific HGS model outputs in order to accurately construct the volumetric balances in each HMC cell. As HGS utilises a node centred approach, the following HGS outputs are required for the volumetric balance at any given node:

1.) Computed surface water depth at the node – for the storage at each time step.

2.) Contributing area, $CA \ [L^2]$ for the node determined from finite element basis functions (1/4 of the area of each element adjacent to the node for both FD and FE on a structured rectangular grid) – for the Storage ($=\text{depth} \times CA$) $[L^3]$ at each time step.

3.) Exchange flux between the subsurface and surface node – for the volume (Eq. 2.11) exchanged between the subsurface and surface over each time step.

4.) Flux from upstream contributing nodes – for the upstream volume (Eq. 2.11).

5.) Flux to downstream nodes – for the downstream volume (Eq. 2.11).

1.) and 2.) are used to calculate $V_i$, 3.) used to calculate $V_{ji}$ for the exchange, 4.) used to calculate $V_{ji}$ for upstream flow, 5.) used to calculate $V_{ij}$ for downstream flow. The initial values for the fractions of stream flow are subjective and so a dummy (or undefined) fraction can be used until the streamwater is turned over at which point the dummy fraction will be zero.

This output data provides all the information required to apply the HMC method and determine the groundwater component of streamflow at each time step in each cell of the stream. The partitioning of groundwater, overland flow and rainfall entering the HMC cell is calculated from the upstream cell in the previous time step. The fractions of streamflow components leaving a given cell over a given time step are given by the cells’ fractions at the previous time step. In doing so, water entering over a given time step remains in the given cell until the next time step. The HMC method was coded in Visual Basic for Excel and is used as a post processing tool on HGS outputs.
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2.3.3. Verification of mass conservation in the HMC method

2.3.3.1. Test case 1

This test case is used to check that the flow components can be tracked accurately and to explore the significance of grid discretisation. The surface domain of the model is subjected to groundwater discharge (gaining conditions) across half of the model surface. This groundwater discharge in the gaining region is equal to the summed exfiltration obtained from the overall water balance, providing a benchmark against which the method can be tested.

The model domain is 2 m x 1 m x 1 m, split into two evenly sized rectangular cells (Figure 2.4). Two regions are highlighted in Figure 2.4, a gaining region in one half and a non-gaining region in the other. The non-gaining region has negligible interaction with the subsurface. With the soil fully saturated and an initial surface water depth of 0.01 m across the surface domain, a square pulse of groundwater (1.0 m³/day for 0.1 days) is injected into the subsurface cell underlying the gaining region. No-flow boundaries are applied to all edges of the model domain allowing the groundwater (GW) pulse to be the only forcing function within the model. This simulation is run over a period of half a day with the groundwater pulse applied at 0.1 days. The grid spacing is 1 m along the x, y and z axes. For this HGS simulation, a control volume finite difference formulation is used to solve the coupled surface and subsurface flow equations. The nodal properties give rise to three ‘cells’ for the HMC method (see Figure 2.4). Note that rather than considering six nodes individually, the HMC ‘cells’ each consist of 2 adjacent nodes perpendicular to the flow direction. The HMC cells are given the initial conditions of containing ‘surface water’ (SW) only and hence \( f_{SW} = 1 \) and \( f_{GW} = 0 \) for all HMC cells at \( t = 0 \).

In the surface domain, a high value of Manning’s \( n \) (1.5 x 10⁻⁵ day/m¹/³) is used in order to make the transient part of the simulation apparent. The aquifer parameters are defined such that surface/subsurface interactions other than the groundwater pulse are negligible. The porosity is 0.45 and a low value of hydraulic conductivity (1 x 10⁻⁴ m/day) is used to effectively render the subsurface inactive with regard to infiltration.
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Figure 2.4: Test case 1: “two-region” model grid, and HMC cells for HGS nodes in “two-region” model grid. In the right part of the figure the two nodes at y = 0 belong to HMC cell 1, the two nodes at y = 1 belong to HMC cell 2 and the nodes at y = 3 belong to HMC cell 3.

As the subsurface is fully saturated, infiltration is negligible, and the groundwater injected to the system will directly result in a fluid flux from the subsurface to the surface domain. The coupling length chosen (1 x 10^{-5} m) is sufficiently small to achieve continuity of head between the surface and subsurface. A maximum timestep of 1 x 10^{-3} days was used for the first simulations. As the diffusion wave approximation to the Saint Venant Equations is used in HGS, inertial effects are ignored and therefore water entering the gaining region will move to the non-gaining region and not flow back as it would if inertial effects were included.

Figure 2.5 shows the volumetric balances of surface water and groundwater calculated for each of the three HMC cells in the model, highlighting the subtle complexities that can easily be overlooked when considering the dynamics of such a system. It can be seen in cell 1 of Figure 2.5 that whilst the groundwater pulse is applied to the subsurface, groundwater is entering the gaining region, causing an increase in volume (and hence head) and a resultant flux from the gaining to the non-gaining region. Moreover, the volume of surface water in the gaining region decreases as the groundwater enters, which is due to the water in the gaining region flowing to the non-gaining region. The volumes of groundwater and surface water in cell 2 are collectively larger than those in cells 1 or 3 because the contributing area of cell 2 is twice that of cells 1 and 3 (see Figure 2.4). The small lag between the surface water and groundwater curves in the volumetric balance for cell 3 (Figure 2.5) indicates that surface water initially
contributes more to the flow from the gaining region to the non-gaining region, as the surface water is displaced by the groundwater. The SW and GW balances for each of the HMC cells in the top panel of Figure 2.5 are also shown with the total cell volume. Clearly, the SW and GW balances sum to the total volume, indicating that that the HMC method conserves mass. The SW and GW fractions for each of the HMC cells in the bottom panel of Figure 2.5 are seen from the average of the two fractions to be inversely proportional to each other, as expected. As the balances are calculated independently, this further highlights the accuracy within the HMC method.

The relative error ($\varepsilon$) in the balances is based on Eq. 2.7 and is determined using the following equation:

$$
\varepsilon = \left|1 - \sum_{j=1}^{k} f_{i(t)}^{X_j}\right| \quad (2.13)
$$

The relative error relates to the accuracy of the numerical methods for solving the flow equations, which is determined by the convergence criteria used in the numerical scheme. This error grows slightly due to round-off errors and imperfect balances in the numerical scheme used to solve the flow equations (finite difference in this case). Such imperfect balances will always exist due to error in the numerical scheme adopted, however they can be minimised by use of a small value for the convergence criterion. In this test case the maximum relative error in the HMC method was $1.5 \times 10^{-3}\%$ in cell 1.

To investigate the effect of discretisation, the grid spacing $dy$ in the flow direction (y axis) is reduced in HGS from 1 m to 10 cm. As a result, the number of corresponding cells in the HMC method increases to 21 (see Figure 2.6). Three different simulations are then run to test the impact of time discretisation, with constant time steps equal to $10^{-2}$, $10^{-3}$ and $10^{-4}$ days, respectively.
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Figure 2.5: HMC cell, SW and GW balances (top panel) and fractions (bottom panel) for test case 1. The volumetric balance in the top row shows the HMC calculated balances for SW and GW in the HMC cells as well as the total volume in the cell which is calculated directly from the model outputs. The HMC cell SW and GW fractions in the bottom panel are calculated independently of each other.

The effects of temporal discretisation on the SW and GW fractions for the case of $dy = 10$ cm are shown in Figure 2.7. In Figure 2.7, only the two end cells (1 and 21) and the middle cell (11) are shown. It can be seen that the finer timesteps make little difference to the SW and GW fractions in cells 1 and 11, but that a distinctly different solution of the SW and GW fractions arises in cell 21 for the three timesteps used, with convergence at $t = 10^{-3}$ and $10^{-4}$ days. It follows that it is important to note that the timestep used in the model will dictate the SW and GW fraction profiles in the HMC method. As highlighted in the theory, as $dt$ approaches zero, a perfectly mixed cell solution is approached. Variation in grid size changes the representative area of the HMC cells. For example, halving the grid size would result in the HMC cell area for the larger grid size being represented by two HMC cells for the halved grid size. As the HMC cells are representative of an area and not a point, results based on different grid discretisations are not directly comparable. However, finer grids will give greater spatial resolution of the SW and GW fractions along the surface. It follows that
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smaller cell sizes in the model grid and hence in the HMC method, result in greater spatial clarity of the solution, converging towards a point solution as $dy$ approaches zero. As $dy$ approaches zero, the area of the cell approaches zero and hence the volume in the cell approaches zero. Given that stability requires that the volume in or out of the cell cannot be greater than the storage, the time step $dt$ will also have to decrease as $dy$ decreases to ensure numerical stability.

Figure 2.6: The 21 HMC cells for the "two-region" model with $dy = 10$ cm.

Figure 2.7: Effect of temporal discretisation on the SW and GW fractions in HMC cells 1, 11 and 21.

A second approach to testing the accuracy of the HMC method is to compare the total volumes of surface water and groundwater resulting from summing these components in each HMC cell at the end of the simulation with the overall water balance in the model. By summing the final volumes of groundwater in each HMC cell, and comparing these to the total volume that was exchanged from the subsurface to the surface domain during the simulation, a global volume error ($GVE$) can be defined as follows:
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\[ GVE(\%) = 100 \left( 1 - \frac{\sum_{i=1}^{n} f_{r(GWF)} V_i^N}{\sum_{i=1}^{n} Q_{SE}^N \Delta t^N} \right) \tag{2.14} \]

Where \( Q_{SE}^N \) [L^3/T] is the summed exfiltration (SE) across the model domain at time \( N \) from the overall water balance of HGS.

This measure gives the error of the HMC method relative to the summed exfiltration from the overall water balance. The cumulative error of the HMC method (as opposed to the instantaneous nodal fluid mass balance error in HGS) will grow according to the convergence criteria, number of time steps and number of stream cells. As the GVE is based on the summed exfiltration from the overall water balance, it can only be used along completely gaining sections. It also requires that all water is retained in the model domain (i.e. no losses). The maximum relative error and GVE are given in Table 2.1 for the different spatial and temporal discretisation tested, highlighting both the reduced maximum relative error and GVE as the spatial and temporal resolution is increased.

<table>
<thead>
<tr>
<th>( dy ) = 1m, ( t = 0.001 ) days</th>
<th>HMC max. relative error</th>
<th>GVE</th>
<th>Timesteps</th>
</tr>
</thead>
<tbody>
<tr>
<td>( dy = 10cm, t = 0.01 ) days</td>
<td>1.5 \times 10^{-3}%</td>
<td>1.97 \times 10^{-4}%</td>
<td>500</td>
</tr>
<tr>
<td>( dy = 10cm, t = 0.001 ) days</td>
<td>3.6 \times 10^{-3}%</td>
<td>1.17 \times 10^{-10}%</td>
<td>500</td>
</tr>
<tr>
<td>( dy = 10cm, t = 0.0001 ) days</td>
<td>3.9 \times 10^{-7}%</td>
<td>2.81 \times 10^{-11}%</td>
<td>5000</td>
</tr>
</tbody>
</table>

In the HMC cells of Test case 1, the relative and absolute errors are relatively small and consequently the HMC method can be used in larger and more complex model scenarios provided that fluid mass conservation is fulfilled.

2.3.3.2. Test case 2

The model setup for Test case 2 mirrors the physical processes of the catchment shown in Figure 2.1. This test case is used to test not only the theoretical effects of time lags (seen in the hydrographs of Figure 2.2) and accurate attribution and tracking of streamflow generation mechanisms, but also to test the HMC method.
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in a highly transient model scenario whilst comparing the HMC method’s groundwater component of streamflow with the summed exfiltration from the overall water balance of the model.

Test case 2 is loosely based on the tilted V-catchment by Panday and Huyakorn (2004), which has been used in verification of surface/subsurface interaction in fully integrated models such as MOD-HMS and HGS. A number of modifications are carried out to the V-catchment to mirror the spatial and temporal distribution of the catchment shown in Figure 2.1. In order to distribute the subsurface to surface exchange to the stream over its entire length, the slopes are reduced, resulting in a significantly flatter catchment. The model domain shown in Figure 2.8 is 1000 m along the y axis by 810 m along the x axis (catchment area of 810,000 m²), with a homogeneous soil layer thickness of 20 m at (x = 800 – 810 m, y = 0 m) increasing in thickness with a gentle surface slope of 5 x 10⁻⁴ m/m along the y axis (from y = 0 m to y = 1000 m) and 0.02 m/m along the x axis (from x = 800 m to x = 0 m). With the use of the gentle slopes, the head gradient required in order to produce an exchange from the subsurface to the surface along the entire stream is achieved by raising the adjacent plane 2 m over a 5 m length above the streambed as shown in the cross section of Figure 2.9.

Figure 2.8: Test case 2 catchment model (modified version of the V-catchment in Panday and Huyakorn (2004)). The contours correspond to the elevation.
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Figure 2.9: Part cross section of hypothetical catchment highlighting the raised plane which is used to create a greater hydraulic gradient next to the stream leading to constant subsurface to surface exchange along the entire length (from \(x = 790 - 810\) m, at \(y = 0\) m and \(z = -4\) to \(2\) m). The plane (left), bank (middle) and streambed (right) are seen in the division of top cells.

Grid spacing along the \(x\) axis is 50 m from \(x = 0 - 750\) m, 25 m from \(x = 750 - 775\) m, 15 m from \(x = 775 - 790\) m, 5 m from \(x = 790 - 800\) and 10 m from \(x = 800 - 810\) m. The grid spacing is 50 m along the \(y\) axis and 1 m along the \(z\) axis for the first 10 m below the surface with a thickness of 10 m to 26.5 m, varying with the slopes of the catchment for the bottom layer. Streamflow at the downstream boundary is governed by a critical depth boundary condition at the end of the stream, which acts at nodes (800,0,0) and (810,0,0). The critical depth boundary in HGS specifies the surface head to be at critical depth at the nodes which are set with this boundary condition.

Saturation-relative permeability and saturation-pressure relationships are described by the van Genuchten (1980) equations. The soil is a homogeneous sand with the soil parameters derived from Carsel and Parrish (1988). The surface friction is described using Manning’s \(n\), with a value representing a straight uniform channel (Chow, 1959), and a rill storage height and obstruction height (as defined in Panday and Huyakorn (2004)) of 1 mm and 0 mm, respectively. The rill storage height provides a threshold to surface flow whilst the obstruction height provides retardation to flow. The surface and subsurface parameters are detailed in Table 2.2. The coupling length (Eq. 2.12) is chosen such that continuity of pressure at the surface/subsurface interface is maintained, without jeopardising the accuracy of the flow solution. The solution of continuous
pressure at the surface/subsurface interface leads to much larger run times for the simulations in this study (see Ebel et al., 2009), however for small coupling lengths, the solution approaches that of continuous pressure at the surface/subsurface interface.

Table 2.2: Surface and subsurface parameters for test case 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Surface</strong></td>
<td></td>
</tr>
<tr>
<td>Manning’s roughness</td>
<td>0.015 s/m^{1/3}</td>
</tr>
<tr>
<td>Rill storage height</td>
<td>0.001 m</td>
</tr>
<tr>
<td>Obstruction storage height</td>
<td>0.0 m</td>
</tr>
<tr>
<td><strong>Subsurface</strong></td>
<td></td>
</tr>
<tr>
<td>Porosity</td>
<td>0.1</td>
</tr>
<tr>
<td>Saturated hydraulic conductivity</td>
<td>$8.25 \times 10^{-5}$ m/s</td>
</tr>
<tr>
<td>Van Genuchten $\alpha$</td>
<td>14.5 m^{-1}</td>
</tr>
<tr>
<td>Van Genuchten $\beta$</td>
<td>2.68</td>
</tr>
<tr>
<td>Residual saturation $r_0$</td>
<td>0.045</td>
</tr>
<tr>
<td><strong>Surface/Subsurface coupling</strong></td>
<td></td>
</tr>
<tr>
<td>Coupling length</td>
<td>0.5 m</td>
</tr>
</tbody>
</table>

The simulations for the hypothetical catchment are carried out in two phases:

1. Firstly, initial conditions are generated by running the model with a fully saturated subsurface with only the critical depth forcing function in the surface domain for approximately 40 days. This first simulation provides quasi steady-state initial conditions for phase 2.

2. Based on these initial conditions the model is run for another 40 days with 3 rainfall events and constant groundwater pumping throughout the entire simulation. The drawdown around the pump results in a losing section along a part of the stream. Rainfall is applied across the entire catchment, starting at time $t = 0$ seconds at a rate of $5.88 \times 10^{-7}$ m/s (2.12 mm/hr) for a day at a time with three recovery periods after each rainfall period of 10, 5 and 22 days, respectively for each rainfall event. Pumping is applied at node (750,500,0) at a rate of -0.02 m$^3$/s throughout the simulation time. This extraction rate is sufficient to produce losses over part of the stream. Over the length of the simulation there is a rainfall input of $1.75 \times 10^5$ m$^3$ and a loss through pumping of $6.84 \times 10^4$ m$^3$. The maximum time
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The rainfall events in the simulations provide recharge to the groundwater system, sustaining flow to the stream. However, the gentle rainfall events and gentle slopes in the catchment result in pure recharge with no overland flow on the planes and hence no direct overland flow to the stream itself. Figure 2.10 highlights the changes in the subsurface to surface exchange, as well as the depth and velocity along the stream at time $t = 1$ second, 12 days and 40 days. At $t = 1$ second in Figure 2.10, the initial stream is gaining along its entire length, before groundwater abstraction has taken effect. At $t = 12$ days, there is an increased discharge of groundwater at the top and bottom areas of the stream, which can be attributed to the recharge resulting from rainfall as well as stream losses in the middle section due to near stream groundwater extraction. The proportion of the stream that is gaining and losing is varying throughout the entire simulation.

At $t = 40$ days, the subsurface to surface exchange to the stream has decreased along the length of the stream due to the last rainfall event finishing 20 days earlier. It also shows an increased loss from the stream over the middle losing section due to reduced recharge in response to the groundwater extraction. This loss rate from the stream in the middle causes the stream depth to drop over the losing region, however streamflow is maintained through the entire simulation. This qualitative analysis provides a reasonable understanding of the governing processes in the system. For quantifying the groundwater component of streamflow, the HMC method is required.
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Figure 2.10: Evolution of the losing section of the stream in the hypothetical catchment. A positive exchange in the top panel of plots denotes subsurface to the surface exchange and vice versa for a negative exchange. The depth and velocity profile along the stream are shown below. At $t = 1$ second, the stream is gaining along the full length. At b.) $t = 12$ days, the pumping has reduced the positive exchange section of the stream adjacent to the pumping location. At c.) $t = 40$ days, the stream is partially losing along a small section whilst maintaining flow along the losing section.
2. A hydraulic mixing-cell method to quantify the groundwater component of streamflow within spatially distributed fully integrated surface water-groundwater flow models. (Paper 1)

The HMC method is applied to each pair of adjacent nodes that are located at $x = 800$ m and $x = 810$ m and that lie in the stream perpendicular to the direction of flow. HMC cells are numbered from upstream ($y = 1000$ m) to downstream ($y = 0$ m) and correspond perfectly to the HGS cells. This gives rise to 21 HMC cells, with 20 surface cells ($x = 800 - 810$ m and $y = 0 - 1000$ m) defined as the stream. As a node based approach is used, the contributing area of nodes lying along $x = 800$ m takes into account the surface cells lying between $x = 795 - 800$ m. The HMC maximum relative error in the simulation was $8.7 \times 10^{-3}$% in HMC cell 13 at around $t = 12$ days.

The use of the HMC method allows the quantification of the groundwater component of streamflow at any cell along the stream. Since the simulation setup does not produce overland flow, the streamflow in each HMC cell consists of the groundwater component and the direct rainfall component of streamflow. The resultant groundwater component and direct rainfall fractions before and after the first rainfall event for the HMC cells located at $y = 0$, 600 and 1000 m are shown in Figure 2.11. In Figure 2.11, the rise and fall of the direct rainfall fraction is sharp and fast in cell 1 and slower and longer in cells 13 and 21. This can be attributed to the time lags of upstream flow that are evident at the downstream cells and to the streamflow velocity in each cell. In Figure 2.10, the streamflow velocity is seen to increase from the top of the stream ($y = 1000$ m) to the bottom of the stream ($y = 0$ m) as water keeps entering the stream, although this is only seen in the gaining regions. At $t = 12$ and 40 days, the stream is losing over the middle section which is clearly evident in Figure 2.10 at around $y = 400$ m where the velocity drops off only to start increasing again at $y = 500$ m. As surface flow velocity is faster at the bottom sections of the catchment, storage effects alone can be ruled out as causing the slower recession of the rainfall fraction in cells 13 and 21. The rainfall fraction after the first rainfall event ($t = 1$ day) in cells 13 and 21 must be due to rainfall from upstream cells in which there is a significant time lag of approximately 0.2 days. It is also apparent that the rainfall fraction in cell 13 is greater than the fraction in cell 21, which can be attributed to the increase in the groundwater entering when moving downstream of cell 13. As there are only two streamflow generation mechanisms in this simulation, the same explanation leads to the groundwater component of streamflow results shown in Figure 2.11.
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Figure 2.11: HMC direct rainfall (RF) and groundwater (GW) component fractions before and after the first rainfall event for cells 1, 13, and 21. Note the time lags of rainfall in the downstream cells 13 and 21 (~3.5hrs).

The resulting partition of the groundwater component of streamflow is shown in Figure 2.12. The HMC groundwater component of streamflow and direct rainfall to the stream are calculated using the HMC fractions in HMC cell 21. It is highlighted that the summed exfiltration from the overall water balance cannot be used as a measure of the groundwater component of streamflow as it clearly leads to an overestimation as the summed exfiltration is greater than the streamflow. This is due to the losses occurring in the middle section of the stream, which is not captured by the summed exfiltration upstream of this section where flows are partially lost through the losing section of the stream. The infiltration in the overall water balance cannot be utilised to account for the net change either, due to the very large amount of infiltration over the planes resulting from the rainfall events. Whilst the error in the groundwater component of streamflow as estimated using the summed exfiltration along the stream may appear small, the volumetric differences found by integrating the summed exfiltration and HMC groundwater component of streamflow over the recession periods \( t = 1 - 11 \) days, \( t = 12 - 17 \) days and \( t = 18 - 40 \) days were found to be 1,620 m\(^3\) (1.62 Ml), 858 m\(^3\) (0.85 Ml) and 5,420 m\(^3\) (5.42 Ml), respectively. This is a total of 7,340 m\(^3\) (7.34 Ml) during the recession periods, a significant difference in response to a single hydrograph event in a small catchment. Given the area of this catchment (0.81 km\(^2\)), the impacts on the difference/error that would be seen in a larger catchment are significantly greater. However, it is not only the area of the catchment that will
make use of the HMC method critical in determining the groundwater component of streamflow generation. The travel time within the streams also undermines the application of the summed exfiltration as seen in Figure 2.11. As the streams become longer, the streamflow travel time from upstream to downstream increases, and as such the summed exfiltration can be much sharper and completely out of phase with the total streamflow as hypothesised in Figure 2.2. The proportion and distribution of both gaining and losing sections also have a clear effect of leading to overestimation of the groundwater component of streamflow at the outlet.

![Figure 2.12: Hyetograph for catchment and Hydrograph at the catchment outlet, showing separation of direct rainfall and groundwater components of streamflow, as well as the summed exfiltration from the overall water balance. The summed exfiltration (SE) from the water balance is clearly seen to exceed the outflow in this hypothetical catchment. The HMC direct rainfall and groundwater components of streamflow are calculated using the HMC fractions in HMC cell 21.](image)

### 2.4. Discussion and Conclusions

The hydraulic mixing-cell (HMC) method developed in this paper overcomes many of the limitations that exist in current methods of quantifying streamflow generation mechanisms based on fully integrated spatially distributed SW-GW
interaction models. The HMC method accurately extracts streamflow generation mechanisms using only hydraulic information. Streamflow generation mechanisms at every HMC defined cell along the stream are extracted by post-processing of the flow solution obtained from the numerical flow model. Because the HMC method tracks the streamflow generation mechanisms along the stream, temporal and spatial components that affect these mechanisms can be accounted for. The HMC method correctly handles changing flow regimes (e.g. if a stream changes from gaining to losing within the catchment), accounts for storage effects within the channel and the time lags that occur within a catchment. These attributes give the HMC method the ability to deal with the dynamic nature of varying flow regimes in large and complex systems, such as the catchment described in Figure 2.1. The only data requirements for the HMC method are the fluxes at each cell and surface water depths, which are part of the flow solution. By using this method, one does not have to make the commonly made assumptions of negligible time lags in streamflow and exchanges being always positive to the stream, in order to determine the streamflow generation mechanisms.

In the current formulation, the HMC method is based on the modified mixing cell (Campana and Simpson, 1984). Unless the mixing processes in the river are explicitly simulated, the modified mixing rule has to be used. As highlighted in the theory section, the HMC method is stable as long as the ratio of the volume of water entering or leaving a HMC cell to the storage volume of the HMC cell is less than unity. The assumption of constant river width and flow direction are used in the coding of the HMC algorithm in this study. The initial formulation of the HMC method presented here is based on the assumption of a constant river width. In models such as HGS, the width of the stream can change in response to a changing flowrate. In order to capture a changing river, the definition of the river in the HMC algorithm must match the changes in the river. Further development of the method is required to quantify streamflow generation mechanisms in such systems. The HMC method presented is applicable (in principle) to any spatially distributed flow modelling code, however the coding requires generalisation to time varying river widths and lengths. The HMC
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method should be routinely employed as either a subroutine within the model code or a standard post processing tool in the new versions of the available codes.
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Abstract

Baseflow is often considered to be the groundwater discharge component of streamflow. It is commonly estimated using conceptual models, recursive filters or a combination of the two. However, it is difficult to validate these methods due to the current challenges of measuring baseflow in the field. In this study, simulation of a synthetic catchment’s response to rainfall is carried out using a fully integrated surface water-groundwater flow model. A series of rainfall events with differing recovery periods and varied antecedent moisture conditions is considered to span a range of different streamflow generation dynamics. Baseflow is estimated for the outlet hydrograph of the synthetic catchment using a selection of commonly used automated baseflow separation methods. These estimates are compared to the baseflow signal obtained from the numerical model, which serves as the control experiment. Results from these comparisons show that depending on the method used, automated baseflow separation underestimates the simulated baseflow by as much as 28%, or overestimates it by up to 74%, during rainfall events. No separation method is found to be clearly superior to the others, as the performance of the various methods varies with different soil types, antecedent moisture conditions and rainfall events. The differences between the various approaches clearly demonstrate that the baseflow separation methods investigated are not universally applicable.

3.1. Introduction

Quantifying baseflow contributions to streamflow is of great interest in the understanding, identification and quantification of streamflow generation processes, in particular where baseflow supports important ecosystems and/or provides critical dry season water supply (e.g. Smakhtin, 2001; Werner et al., 2006). The term baseflow is often referred to as the groundwater contribution to streamflow (e.g. Freeze, 1972; Brutsaert and Nieber, 1977; Eckhardt, 2005), although it is also referred to as the release from both groundwater and other natural storages of water that sustain streamflow between rainfall events (e.g. Hall, 1968; Smakhtin, 2001; Piggott et al., 2005). In this paper, the term baseflow is used to describe groundwater discharge that reaches the stream, not including interflow through the vadose zone.
Baseflow can be inferred through field measurements of temperature, artificial and natural tracer concentrations, and flow in seepage meters installed in stream beds (Becker et al., 2004; Cook et al., 2003; Cook et al., 2008). However, for practical reasons, it is very difficult to apply these techniques over an entire catchment. Furthermore, the required end members in chemical mass balance approaches are difficult to characterise (McCallum et al., 2010), which complicates baseflow estimates using measurement of tracers. Consequently, the available field methods do not currently allow accurate determination of spatially and temporally distributed baseflow. In the absence of detailed field data, but where a streamflow hydrograph is available, baseflow is therefore often estimated using simple baseflow separation methods.

Since the early twentieth century, a variety of methods has been developed to estimate baseflow. The earliest methods and some of the more recent ones are based on a linear storage-discharge relationship between aquifer and stream (e.g. Maillet, 1905; Barnes, 1939; Hall, 1968; Boughton, 1993). More recently, non-linear storage-discharge relationships have also been applied to baseflow separation (e.g. Wittenberg, 1994; Wittenberg and Sivapalan, 1999; Wittenberg, 2003) following theoretical studies suggesting that non-linear recessions are appropriate for some catchments. Also, other methods that use some form of hydrological reasoning have been developed without a physically based mathematical framework. Currently, the separation of baseflow from the streamflow hydrograph can be carried out utilising methods that can be grouped into the following four categories: 1) graphical separation (Sloto and Crouse, 1996), 2) recession analysis (Tallaksen, 1995), 3) conceptual models (Barnes, 1939; Singh and Stall, 1971; Furey and Gupta, 2001; Eckhardt, 2005; Hayck et al., 2005) and 4) recursive digital filters (Nathan and McMahon, 1990; Arnold and Allen, 1999).

The different categories of separation approaches as noted above have been compared and reviewed in several previous studies (Hall, 1968; Nathan and McMahon, 1990; Arnold et al., 1995; Chapman, 1999; Smakhtin, 2001; Schwartz, 2007; Eckhardt, 2008). The reviews of Hall (1968), Smakhtin (2001) and Schwartz (2007) provide a history of methods for baseflow separation, and discuss
the problems related to the definition of baseflow, as well as the underlying assumptions of the different separation methods. In the context of identifying groundwater recharge from streamflow records, the underlying assumptions that underpin many methods were examined by Halford and Mayer (2000). They concluded that identifying the groundwater contribution from streamflow records can be ambiguous due to drainage exponentially decreasing from other sources, such as bank storage, wetlands and the unsaturated zone. Furthermore, they noted that simple automated methods are highly subjective with respect to their algorithmic structure, and affected by the same underlying assumptions as other more complex methods.

The analyses used in comparative studies to evaluate baseflow separation methods (e.g. Nathan and McMahon, 1990; Arnold et al., 1995; Mau and Winter, 1997; Chapman, 1999; Halford and Mayer, 2000; Schwartz, 2007; Eckhardt, 2008) are often based on subjective measures, such as the plausibility of hydrological behaviour, rather than a quantitative comparison to a known and well-quantified baseflow hydrograph. This point was emphasised by Mau and Winter (1997) who highlighted the need to validate baseflow estimates to avoid issues related to subjective measures and other shortcomings of simplified methods. Unfortunately, to date, no measured baseflow hydrograph at the catchment scale is available. Until comprehensive data and better observation techniques come into existence, numerical models, although theoretical, provide the best independent conceptualisation of baseflow dynamics in catchments under different forcing functions and hydrological conditions.

Some studies (e.g. Szilagyi, 2004; Fenicia et al., 2006; Ferket et al., 2010) have compared baseflow estimated by separation methods with simulated baseflow from lumped and semi-distributed catchment models. However, a critical analysis of separation methods is inhibited by the lack of a reliable estimate of baseflow, as well as some simplifications in the lumped and semi-distributed models, such as the aquifer storage-discharge relationship (linear reservoir in Fenicia et al. (2006), the sum of multiple linear reservoirs in Szilagyi (2004), and the Boussinesq-equation in Ferket et al. (2010)).
More recently, physically based separation methods have been developed based on process-based formulations of fluid mass balance equations of an aquifer (e.g. Furey and Gupta, 2001; Furey and Gupta, 2003; Huyck et al., 2005). They constitute an important step in overcoming the subjective elements of earlier simpler methods, and attempt to alleviate some of their simplifying assumptions. As well as the development of two physically based baseflow separation methods, Furey and Gupta (2003) evaluated their methods against a complex physically based numerical model of a hill-slope. Their study appears to be the first to critically compare baseflow separation methods with a physically based numerical model. However, by considering only the discharge from a single 2D synthetic hill-slope (rather than a catchment), Furey and Gupta (2003) neglected important catchment-scale processes, such as channel routing (e.g. streamflow attenuation and translation) and channel losses (through losing sections, abstraction and evaporation).

Fully integrated surface and subsurface flow models, some examples of which are HydroGeoSphere (HGS) (Therrien et al., 2009), MODHMS (Hydrogeologic Inc., 2006) and Parflow (Kollet and Maxwell, 2006), are useful for evaluating simpler models because they do not need to assume a functional relationship between baseflow and streamflow, or simple empirical relations. These models typically represent 3D variably saturated subsurface flow with Richard’s equation, and 1D and 2D surface flow with the diffusion wave approximation to the St. Venant equations. A unique feature of fully integrated models is that water that is derived from rainfall is allowed to partition into overland flow, streamflow, evaporation, infiltration and recharge, whilst subsurface discharge to surface water features, such as lakes and streams, occurs in a physically based fashion (Therrien et al., 2009). Therefore, physically based numerical models provide an excellent means for comparison of baseflow separation methods if the modelled baseflow component of streamflow can be extracted.

Using physically based numerical models of 3D systems to evaluate baseflow separation methods is difficult because the baseflow component of streamflow is not a standard output. For a 2D hill-slope model, the baseflow component of outflow is simply groundwater discharge. However, in the extension beyond 2D
hill-slopes, the baseflow component of simulated streamflow must be calculated in some other way. As highlighted by Partington et al. (2011), the available integrated models do not explicitly report the groundwater contribution to streamflow. This problem is of particular importance for catchments where the flow regime between surface water and groundwater is changing (e.g. gaining to losing sections of a stream and vice versa). To overcome these difficulties, Partington et al. (2011) developed a hydraulic mixing-cell (HMC) approach that allows extraction of the groundwater contribution to streamflow within integrated surface and subsurface flow models. Combining the HMC approach with the HydroGeoSphere model, they demonstrated that spatiotemporal fluxes into and out of a stream can be translated to a point along the stream allowing for meaningful hydrograph separation. The HMC method allows for theoretical examination of baseflow dynamics within a 3D catchment model, thus providing a platform for comparison to automated baseflow separation methods.

In the current study, the HMC method is used in conjunction with HGS in order to compare the outputs from a series of commonly used automated baseflow separation methods. A numerical control experiment is developed using the integrated model to simulate hydrological processes within a synthetic catchment. Multiple simulations are carried out using differing initial, hydrologic and forcing conditions in order to generate a series of outflow and baseflow hydrographs. Baseflow separation methods are then applied to the outflow hydrographs from the simulations. This allows comparison of the baseflow obtained from the separation methods to the simulated baseflow. The commonly used separation methods are based on graphical, conceptual and digital filter methods. The analysis is limited to automated methods that are readily available and that only rely on streamflow discharge data and catchment area. This analysis does not include an assessment of more complex physically based methods. However, it is noteworthy that this approach could also be used to test physically based methods, e.g. those developed by Furey and Gupta (2001).

3.2. Methodology

The HydroGeoSphere (HGS) model used here is a fully integrated, physically based model that simultaneously simulates 3D variably saturated subsurface flow
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and 2D surface flow (Therrien et al., 2009). Water is exchanged between the surface and subsurface domains through a first-order leakage relation based on the head difference between the domains. The model also accounts for evapotranspiration as a function of the leaf area index, soil moisture and root depth. For further details on the numerical formulation and a review of the code, the reader is referred to Park et al. (2009), Therrien et al. (2009) and Brunner and Simmons (2011).

3.2.1. The synthetic catchment

The geometry of the catchment is loosely based on the tilted V-catchment employed by Panday and Huyakorn (2004). As in Panday and Huyakorn (2004), the catchment is symmetrical and therefore only half of the catchment is modelled (shown in Figure 3.1). This particular geometry is an ideal synthetic framework for generating hydrographs, because a range of hydrological processes control the catchment’s behaviour. These processes include 3D saturated/unsaturated groundwater flow, infiltration/exfiltration, overland flow and streamflow. An analysis of the Panday and Huyakorn (2004) synthetic catchment highlighting some of the issues associated with their model setup was undertaken by Gaukroger and Werner (2011), and in response to these, several modifications to the original setup are adopted here. The steep slopes and initially horizontal water table in the Panday and Huyakorn (2004) case cause all groundwater discharge to be concentrated around the outlet. Reducing the slope of the catchment (particularly along the stream) creates a greater spatial distribution of the surface-subsurface exchanges throughout the catchment. Therefore, the slopes perpendicular and parallel to the stream are decreased from 0.05 m/m and 0.02 m/m to 0.002 m/m and 0.0005 m/m, respectively. Furthermore, the horizontal water table represents an unrealistic (overly dry) initial condition. To start the model from more realistic initial conditions, the catchment is saturated and allowed to drain for between 7 and 9 months without any precipitation events. The original roughness coefficients used for the hill-slope and stream domains cause overland flow to be dominant parallel and adjacent to the stream, rather than in the stream (Gaukroger and Werner, 2011). In order to allow overland flow to discharge into the stream as it reaches the banks (rather than flowing alongside the
stream), the same roughness \((0.015 \text{ s/m}^{1/3})\) is used in both the overland flow and stream domains. Also, the plane adjacent to the stream is raised by 0.6 m over a 5 m length to promote direct discharge of groundwater to the stream as opposed to upslope exfiltration or return flow. Finally, the areal extent of the catchment is increased from 810,000 m\(^2\) to 3,220,000 m\(^2\) by doubling the original length and width of the catchment (keeping the stream width at 10 m). This reduces boundary effects and increases aquifer storage capacity, which promotes sustained baseflow contributions to the stream. Given the modifications outlined above, a wide range of hydrographs can be generated by changing the forcing functions (e.g. rainfall, groundwater pumping and evapotranspiration).

**Figure 3.1:** Modified tilted V-catchment used for simulation of the synthetic catchment’s rainfall response. Points 1 and 2 denote locations of groundwater pumps. Note that due to the symmetry of the catchment, only half of it is shown.

The bottom elevation of the model domain is set at -20 m relative to the 0 m elevation of the streambed at the outlet. The aquifer properties are homogeneous and isotropic. In separate model scenarios, two different sets of properties of the aquifer material are considered (Table 3.1). Properties for evaporation and transpiration are also included in Table 3.1.

The spatial discretisation in the catchment model is as follows: grid spacing along the \(x\) axis is 50 m from \(x = 0 - 1550\) m, 25 m from \(x = 1550 - 1575\) m, 15 m from \(x = 1575 - 1590\) m, 5 m from \(x = 1590 - 1600\) m and 10 m from \(x = 1600 - 1610\) m. The grid spacing along the \(y\) axis is 50 m. The vertical grid discretisation
Table 3.1: Surface and subsurface parameters for the synthetic catchment model. For a detailed description of these model parameters see Therrien et al. (2009).

NOTE:
This figure/table/image has been removed to comply with copyright regulations. It is included in the print copy of the thesis held by the University of Adelaide Library.
increases in thickness according to the slopes perpendicular and parallel to the stream. Vertical discretisation along the z axis ranges from 0.25 m to 1 m for the first 10 m below the surface. The time steps used in the model vary in accordance with an adaptive time-stepping approach with a maximum step of 1000 seconds. A no flow boundary is applied at the bottom and sides of the model domain. A critical depth boundary is used at \((x, y, z) = (1600 \text{ m}, 0 \text{ m}, 0 \text{ m})\) and \((1610 \text{ m}, 0 \text{ m}, 0 \text{ m})\) to control the outflow at the stream outlet.

### 3.2.2. Baseflow calculation using the HMC method

The tracking of the streamflow generation mechanisms within a model simulation requires the tracking of the spatiotemporal fluxes into, out of, and along the stream. Parcels of groundwater discharging directly to the stream are “tracked” using the HMC method (Partington et al., 2011) to allow determination of when (and if) groundwater contributes to streamflow, as measured at the outlet (or at any other location along the stream). The HMC method accounts for the travel time along the stream and the spatiotemporal variation in the surface-subsurface exchange fluxes, thereby separating the simulated streamflow hydrograph into baseflow, overland flow and direct rainfall to the stream. A version of HGS that has the HMC method incorporated into it is used to simulate the outlet hydrograph of the synthetic catchment in response to a series of rainfall events, and considering groundwater pumping and evapotranspiration. The calculated HMC baseflow is used as the control experiment with which baseflow separations of the simulated hydrograph are compared.

### 3.2.3. Baseflow separation using automated methods

The automated methods for baseflow separation used in this study are implemented using the programs HYSEP (Sloto and Crouse, 1996), PART (Rutledge, 1998) and BFLOW (Arnold and Allen, 1999). The Eckhardt filter (Eckhardt, 2005) is also used. All of these approaches are well established methods, are readily available, and were previously compared in the study of Eckhardt (2008). However, they were judged subjectively based on hydrological plausibility. Detailed descriptions of all approaches can be found in the above
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cited literature, hence only a very brief overview of these methods is provided below.

The HYSEP program allows the use of three curve fitting methods of hydrograph separation; sliding interval (HYSEP1), fixed interval (HYSEP2) and local minimum (HYSEP 3), as detailed in Pettyjohn and Henning (1979). For these three methods, an empirical relationship is used, which relates the catchment area to the number of days until baseflow makes up all streamflow, after a streamflow peak.

PART uses a form of streamflow partitioning based on antecedent streamflow recession (similar to the local minimum method of HYSEP), details of which are given in Rutledge (1998). The determination of the antecedent recession requirement in PART is done in three ways (see Rutledge, 1998) and thereby provides three baseflow estimates: PART1, PART2 and PART3.

The BFLOW program uses the Lyne and Hollick (1979) filter, which is a low-pass filter. This separation method uses signal processing theory, and is based on the hydrological reasoning that baseflow is the low frequency component of streamflow. The filter equation for baseflow is expressed as (Eckhardt, 2005):

$$ b_t = ab_{t-1} + \frac{1-\alpha}{2} (Q_t + Q_{t-1}) \text{ subject to } b_t \leq Q_t $$

(3.1)

Where $b_t$ [L$^3$/T] is the baseflow at time step $t$ [T], $\alpha$ [dimensionless] is the filter parameter and $Q_t$ [L$^3$/T] is the streamflow at time step $t$. It is worth noting the constraint $b_t \leq Q_t$, which is required in applying (1) to avoid predictions of baseflow greater than streamflow (Chapman, 1991; Eckhardt, 2005). This constraint is discussed further in Section 3.4.3. The BFLOW program carries out three passes of the filter: forwards (BFLOW1), backwards (BFLOW2) and forwards again (BFLOW3) and uses a filter parameter $\alpha = 0.925$ as suggested by Nathan and McMahon (1990). Each pass of the filter acts to attenuate the baseflow signal. Despite having no physical basis, the baseflow separation of BFLOW has been found to agree well with manual separation techniques (Arnold and Allen, 1999).
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The Eckhardt filter is a two-parameter filter based on the assumption that aquifer outflow is linearly proportional to storage. This filter limits the maximum ratio of baseflow to streamflow. Eckhardt (2005) describes this as potentially beneficial following the demonstration of Spongberg (2000) that runoff has a non-negligible low-frequency component. The equation for this filter is given by (Eckhardt, 2005):

$$b_t = \frac{(1 - BFI_{\text{max}})ab_{t-1} + (1-a)BFI_{\text{max}}Q_t}{1-aBFI_{\text{max}}} \text{ subject to } b_t \leq Q_t \quad (3.2)$$

Where $a$ [dimensionless] is the baseflow recession constant and $BFI_{\text{max}}$ [dimensionless] is the maximum value of the baseflow index.

As the $BFI_{\text{max}}$ cannot be identified prior to separation, Eckhardt (2005) suggests using a value of 0.80 for perennial streams with porous aquifers, 0.50 for ephemeral streams with porous aquifers, and 0.25 for perennial streams with hard rock aquifers. The use of $BFI_{\text{max}} = 0.50$ yields an equivalent filter to that proposed by Chapman (1991). In the formulation of Chapman (1991), a filter is developed to overcome baseflow being constant in the absence of direct runoff (similar to the Lyne and Hollick (1979) filter; Nathan and McMahon (1990)). This gives the filter parameter physical meaning in the form of the baseflow recession constant $a$. The recession constant for the Eckhardt (2005) filter is determined using the method outlined in Eckhardt (2008). This method involves plotting the flow $Q_t$ against $Q_{t-1}$ for periods where streamflow is decreasing for five consecutive days. A linear regression that passes through the origin is then calculated for these data points. The slope of this regression gives the recession constant $a$.

All streamflow data generated from the numerical model are translated to daily time-steps before being processed by HYSEP, PART, BFLOW and the Eckhardt filter. This translation is done in order to be compatible with the automated methods. The translation is carried out by calculating the average flow for each day. The influence of this constraint is discussed in Section 3.5.
3.3. Model Simulations

To provide varied catchment responses and streamflow regimes, the synthetic catchment is subjected to varied rainfall and antecedent moisture conditions. These different conditions are used to examine the extent to which the HYSEP, BFLOW, PART and the Eckhardt separation methods reproduce and capture the HMC calculated baseflow signal. Two of the simulations are also subject to near-stream groundwater pumping. The simulations with groundwater pumping allow investigation into the common scenario of a modified catchment. Although some separation methods are specified for use in undisturbed catchments, they are still applied in this study to simulations with pumping. However, for this reason, the simulations with pumping are considered separately from the simulations without pumping. The baseflow separation methods are evaluated quantitatively and qualitatively against the simulated baseflow using measures that account for total baseflow volume, as well as baseflow dynamics.

Initially, eight model scenarios are simulated (Table 3.2). The first three scenarios (1, 2 and 3) consider the influence of pumping for the sandy catchment. Scenarios 4 and 5 consider different initial conditions as the starting points for scenarios 4 and 5, respectively. Scenarios 6, 7 and 8 consider a change in soil properties of the sand to loamy sand. As well as providing the controlled baseflow signal for evaluation of baseflow separation methods, the variation of aquifer properties provides insight into their influence on streamflow generation mechanisms.

Table 3.2: Scenarios for simulating catchment response. Scenarios with an asterisk denote scenarios where groundwater pumping is applied in the catchment.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Soil</th>
<th>Initial Water table</th>
<th>Pumping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sand</td>
<td>WT3</td>
<td>-</td>
</tr>
<tr>
<td>2*</td>
<td>Sand</td>
<td>WT3</td>
<td>pump 1</td>
</tr>
<tr>
<td>3*</td>
<td>Sand</td>
<td>WT3</td>
<td>pump 1 and 2</td>
</tr>
<tr>
<td>4</td>
<td>Sand</td>
<td>WT2</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>Sand</td>
<td>WT1</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Loamy sand</td>
<td>WT3</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Loamy sand</td>
<td>WT2</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Loamy sand</td>
<td>WT1</td>
<td>-</td>
</tr>
</tbody>
</table>
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The initial hydraulic heads and water table elevations are obtained by draining the fully saturated catchment for a period of 7, 8 and 9 months without applying any rainfall forcing or subsurface boundary recharge. The initial conditions used are: water table 1 (WT1) = 7 months drainage, water table 2 (WT2) = 8 months drainage and water table 3 (WT3) = 9 months drainage. For each of these initial conditions the stream is still flowing at the end of the drainage period, whilst providing significantly different initial conditions.

The catchment’s response is controlled by modifying the forcing functions (e.g. rainfall, pumping and ET) to scenarios with a series of different initial conditions. The rainfall varies in intensity and duration over three rain events throughout each of the simulations. The same rainfall boundary is applied in each of the eight scenarios as follows:

1) 10 days without rainfall, then rainfall at a rate of 2 mm/h for 24 h followed by 10 days without rainfall; and

2) rainfall at a rate of 4 mm/h for 48 h followed by 5 days without rainfall; and

3) rainfall at a rate of 40 mm/h for 3 h followed by 30 days without rainfall (58 days and 3 h total)

The idealised rainfall events are uniform and constant with sufficiently large recovery periods such that the streamflow generation processes resulting from individual events can be clearly identified. The rainfall rates and durations are chosen to represent a range of streamflow generation mechanisms.

Pumping is applied in scenarios 2 and 3 at two locations (shown in Figure 3.1): Pump 1 located at \((x, y, z) = (1550 \text{ m}, 500 \text{ m}, 0 \text{ m})\), and pump 2 located at \((x, y, z) = (1550 \text{ m}, 1500 \text{ m}, 0 \text{ m})\). The pumping rate is increased linearly from 0.00 to 0.01 m³/s for pump 1 over the first day of simulation in scenario 2, with pump 2 inactive. In scenario 3, the pumping rate is increased linearly from 0.00 to 0.015 m³/s for both pumps 1 and 2 over the first day of simulation. For scenarios 2 and 3, pumping is applied over the entire simulation. This pumping rate induces losing conditions locally along the stream near the pumping location. Pumping therefore
allows the effect of varied flow regimes (i.e. gaining and losing sections) on streamflow generation to be explored with respect to baseflow.

Based on the initial simulations, evapotranspiration (ET) is applied to 5 additional scenarios (denoted as 9, 10, 11, 12 and 13; not listed in Table 3.2). The setup and forcing functions of scenarios 9, 10, 11, 12 are the same as for scenario 1, except that constant specified evaporation rates of 2, 5, 10 and 26 mm/day are applied, respectively. Some high evaporation rates (10 and 26 mm/day) are chosen to explore the influence that high ET in the catchment has on the baseflow separation methods. ET is also applied to scenario 13 with the same setup and forcing functions as for scenario 6, but with a constant specified evaporation rate of 5 mm/day. The simulations with ET are performed in order to examine the influence of ET on baseflow dynamics, baseflow recession and performance of separation methods against the simulated baseflow.

3.4. Results

3.4.1. Fully integrated model simulations

The simulated streamflow hydrograph at the outlet and the corresponding streamflow generation components (calculated from the HMC method) are shown for scenarios 1 (Figure 3.2) and 2 (Figure 3.3). The streamflow generation mechanisms varied in response to different rainfall events. In all scenarios that were based on sandy material properties, streamflow was dominated by baseflow because the high infiltration capacity of the sand allowed for quick recharge. Consequently, there was only a small overland flow component due to saturation excess runoff. The almost horizontal slope of the catchment limited the vertical extent of the unsaturated zone to less than 1 m, resulting in a short delay between infiltration and recharge. As the timing between infiltration and recharge was short, there was a rapid response in the baseflow component of streamflow. As illustrated in Figure 3.2, after a short and rapid initial increase, baseflow did not change significantly during the first two rainfall events and reached an apparent steady-state. As opposed to baseflow, streamflow changed during this apparent steady-state. Therefore, the ratio of streamflow to baseflow changes as a function of time, but not consistently across events.
The apparent steady-state baseflow was only observed during the first two events. However, in the third event no apparent steady-state was reached. In this event, an initial rapid increase in head in the subsurface quickly increased the hydraulic gradient from the aquifer to the stream. During this rainfall event, the time delay from rainfall starting to the onset of overland flow is much slower than the time delay to the increase in groundwater discharge caused by the rapid aquifer response. After 1 hour, the overland flow and accumulating direct rainfall to the stream increased the stream stage, thus reducing the hydraulic gradient between the aquifer and stream. This is a clear demonstration of the forcing functions controlling the baseflow dynamics.

The baseflow response from all three rainfall events did not follow the typical pattern of baseflow response as presented in standard textbooks, e.g. McCuen (2005) and Linsley et al. (1958). This is an important observation because these patterns are the basis for graphical approaches of baseflow separation. The pattern of baseflow during rainfall events obtained from the HGS model demonstrated a fast and transient response in stream-aquifer interaction. This was apparent at the beginning and cessation of the rainfall events, where an abrupt change in baseflow occurs, rather than a smooth and delayed response. The high transience of the stream aquifer interaction was also apparent in scenarios 2 and 3. The drawdown around the pump induced a loss in the adjacent stream, creating a variable flow regime with dynamic losing and gaining sections. The drawdown also increased the time between infiltration and recharge, further affecting the system dynamics.

The effect of ET (at a rate of 5 mm/day) is shown in Figure 3.4 for the example of scenario 10. In comparison to scenario 1, the inclusion of ET in scenarios 9, 10, 11 and 12 slightly reduced event peaks and the baseflow component. These changes are due to the reduction in storage through losses from ET. However, it can be seen by comparison of Figure 3.2 and Figure 3.4, that the baseflow dynamics were very similar; the reduced overland flow component lead to a slightly higher proportion of baseflow with respect to streamflow.
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Figure 3.2: Streamflow hydrograph at the outlet and HMC flow components for scenario 1 (without pumping), with highlighted events. An apparent steady-state baseflow rate was observed in the first event (10.5-11 days) and second event (21.4-23 days).

Figure 3.3: Streamflow hydrograph at the outlet and HMC flow components for scenario 2 (with pumping), with highlighted events. An apparent steady-state baseflow rate was observed in the first two rainfall events.
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Figure 3.4: Streamflow hydrograph at the outlet and HMC flow components for modified scenario 1 (with 5mm/day ET), with highlighted events. An apparent steady-state baseflow rate was still observed in the first event (10.5-11 days) and second event (21.4-23 days).

3.4.2. Recession analysis

Following the approach of Eckhardt (2008), the recession periods were identified as periods in which streamflow was decreasing for 5 consecutive days. These periods were used to calculate the recession constant $a$ (as defined in section 3.2.3). The slope for each linear regression of $Q_{t+1}$ vs. $Q_t$ passing through the origin was used as the recession constant $a$, which was then applied using the Eckhardt separation method. Figure 3.5 shows the resulting recession constant $a$, and $R^2$ value obtained from the linear regression for each scenario. It can be seen in Figure 3.5 that the $R^2$ for each regression was very close to 1. For all scenarios, this high $R^2$ value supports the assumption of a linear reservoir during recession periods, which is inherent in the Eckhardt method.
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Figure 3.5: Values of recession constant $a$ and $R^2$ value for the linear regression of $Q_t$ vs $Q_{t+1}$, for sand and initial conditions WT1, WT2, WT3 and without/with pumps 1 and 2 active. The high value of $R^2$ suggests a linear storage-discharge relationship at the outlet during recession periods.

Adding ET in scenarios 9 to 13 reduced slightly the recession constant $a$, by less than 2% and it also slightly reduced the linearity of the storage-discharge relationship ($R^2 > 0.96$) of the catchment during recession periods. The linearity assumption for the storage-discharge relationship for this synthetic catchment was therefore still deemed reasonable.

3.4.3. Comparison of baseflow separation methods

All of the automated separation methods used are subject to the condition that baseflow cannot exceed streamflow. This is imposed because without this constraint, all of these methods can yield baseflow estimates above streamflow. By contrast, Furey and Gupta (2001) suggested that such a condition should not be imposed on physically-based methods. This way it is possible to identify time periods where estimated baseflow exceeds streamflow and diagnose these estimation errors. Steps can then be taken to modify the method while honouring physical processes so that these errors are reduced or fully removed. This constraint has repercussions for our analysis. In recession periods, the baseflow calculated from the automated separation methods is perfectly matched to the HMC calculated baseflow, because streamflow is entirely composed of baseflow. Therefore, an assessment of the differences between the simulated and approximated baseflow hydrographs is only meaningful during rainfall events. Consequently, this comparison is carried out during the rainfall events (i.e. 10-13
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days, 21-25 days and 28-30 days) with the commonly used ratio of baseflow to streamflow, and two statistical measures, as follows:

a) the baseflow index (BFI), which is the ratio of the total baseflow volume to the total streamflow volume over a given period:

\[ BFI = \frac{V_{\text{baseflow}}}{V_{\text{streamflow}}} \]  

Where \( V_{\text{baseflow}} [L^3] \) and \( V_{\text{streamflow}} [L^3] \) are the total volume of baseflow and streamflow, respectively, over the simulation period.

b) the Nash-Sutcliffe model efficiency (NSE) coefficient:

\[ NSE = 1 - \frac{\sum_{t=1}^{T} (b_o^t - b_m^t)^2}{\sum_{t=1}^{T} (b_o^t - \bar{b}_o)^2} \]  

Where \( b_o^t [L^3/T] \) is the HMC calculated baseflow at time step \( t [T] \), \( b_m^t [L^3/T] \) is the baseflow from automated separation at time step \( t [T] \), and \( \bar{b}_o [L^3/T] \) is the mean HMC calculated baseflow. The NSE provides a measure with values ranging from \(-\infty\) to 1 (where 1 indicates a perfect match), of how well the separation methods compare to the HMC calculated baseflow. Moriasi et al. (2007) suggest that a NSE > 0.5 is satisfactory.

And c) the percent bias (PBIAS) (Gupta et al., 1999):

\[ PBIAS = \frac{\sum_{t=1}^{T} (b_o^t - b_m^t) \times 100}{\sum_{t=1}^{T} (b_o^t)} \]  

The PBIAS provides a measure of over or underestimation for each event, with an optimal value of 0%. Positive values of PBIAS indicate an underestimation, whereas negative values indicate overestimation of baseflow. Moriasi et al. (2007) suggest that a PBIAS of up to \( \pm 25\% \) for streamflow is satisfactory, and this is used to guide acceptable PBIAS results in this study.
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The baseflow index ($BFI$), Nash-Sutcliffe efficiency ($NSE$) and percent bias ($PBIAS$) are given for each of the three rainfall events in Table 3.3, Table 3.4, and Table 3.5, respectively, for scenarios 1-8. The values for $NSE < 0.5$ and $|PBIAS| > 25\%$ are highlighted. The $BFI$s calculated across the entire simulation for each scenario are ranked for each separation method in Figure 3.6. Ranking is in order of best to worst $BFI$ relative to the $BFI$ observed from the HGS model (based on the HMC calculated baseflow). The results for the testing of the inclusion of ET for scenario 1 are shown in Table 3.6.

For event 1, the $NSE$s were satisfactory over all scenarios for HYSEP2, PART1, PART2, PART3, BFLOW1, BFLOW2 and the Eckhardt separation methods. However, in scenario 3, HYSEP1, HYSEP3 and BFLOW3 had a $NSE$ less than 0.5, with BFLOW3 showing a very unsatisfactory performance indicated by a negative $NSE$. The BFLOW1 separation had a single instance of $NSE$ less than 0.5 and the Eckhardt separation had two instances of $NSE$ less than 0.5. However, these were only slightly below this value, indicating that the performance of these methods was almost satisfactory. The $PBIAS$ was at a maximum of 33.8\% for event 1 of scenario 3 for the BFLOW3 separation method, showing a large underestimation of the HMC calculated baseflow. All separation methods for event 1 tended to underestimate baseflow. Only BFLOW1 overestimated baseflow, which occurred for the sandy loam in scenarios 6-8.

For event 2, the $NSE$s were below 0.5 for each separation method in at least one of the eight scenarios. The BFLOW3 separation showed very poor performance with negative $NSE$s in scenarios 2-5. In each of these scenarios, BFLOW3 had a $PBIAS$ showing underestimation of baseflow by more than 25\%. The HYSEP1, HYSEP2, BFLOW1 and Eckhardt methods showed poor performance for sandy loam (scenarios 6-8) with negative $NSE$s in each scenario. The $PBIAS$ for HYSEP1 and BFLOW1 separation showed overestimation of baseflow ranging from 40\%-73\% in the sandy loam scenarios. It is interesting to note that the scenarios in which HYSEP1, HYSEP2 and BFLOW1 performed well, HYSEP3, PART1, PART2, PART3, BFLOW2 and BFLOW3 performed poorly and vice versa.
Table 3.3: BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 1 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight │PBIAS│ > 25%. Scenarios with an asterisk denote where groundwater pumping is applied in the catchment.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Simulated</th>
<th>HYSEP1</th>
<th>HYSEP2</th>
<th>HYSEP3</th>
<th>PART1</th>
<th>PART2</th>
<th>PART3</th>
<th>BFLOW1</th>
<th>BFLOW2</th>
<th>BFLOW3</th>
<th>ECKHARDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BFI</td>
<td>0.789</td>
<td>0.659</td>
<td>0.691</td>
<td>0.643</td>
<td>0.772</td>
<td>0.694</td>
<td>0.673</td>
<td>0.692</td>
<td>0.675</td>
<td>0.640</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.607</td>
<td>0.698</td>
<td>0.591</td>
<td>0.872</td>
<td>0.742</td>
<td>0.692</td>
<td>0.751</td>
<td>0.722</td>
<td>0.577</td>
<td>0.567</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>16.47%</td>
<td>12.40%</td>
<td>18.48%</td>
<td>2.12%</td>
<td>11.96%</td>
<td>14.66%</td>
<td>12.20%</td>
<td>14.36%</td>
<td>18.90%</td>
<td>20.15%</td>
</tr>
<tr>
<td>2*</td>
<td>BFI</td>
<td>0.815</td>
<td>0.666</td>
<td>0.706</td>
<td>0.646</td>
<td>0.798</td>
<td>0.711</td>
<td>0.683</td>
<td>0.693</td>
<td>0.679</td>
<td>0.623</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.547</td>
<td>0.677</td>
<td>0.519</td>
<td>0.878</td>
<td>0.724</td>
<td>0.655</td>
<td>0.693</td>
<td>0.660</td>
<td>0.423</td>
<td>0.584</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>18.30%</td>
<td>13.35%</td>
<td>20.68%</td>
<td>2.00%</td>
<td>12.74%</td>
<td>16.15%</td>
<td>14.93%</td>
<td>16.71%</td>
<td>23.52%</td>
<td>19.89%</td>
</tr>
<tr>
<td>3*</td>
<td>BFI</td>
<td>0.832</td>
<td>0.651</td>
<td>0.705</td>
<td>0.627</td>
<td>0.811</td>
<td>0.713</td>
<td>0.674</td>
<td>0.676</td>
<td>0.659</td>
<td>0.551</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.426</td>
<td>0.635</td>
<td>0.372</td>
<td>0.890</td>
<td>0.686</td>
<td>0.574</td>
<td>0.591</td>
<td>0.537</td>
<td>-0.014</td>
<td>0.604</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>21.73%</td>
<td>15.25%</td>
<td>24.62%</td>
<td>2.54%</td>
<td>14.25%</td>
<td>19.01%</td>
<td>18.73%</td>
<td>20.73%</td>
<td>33.81%</td>
<td>19.84%</td>
</tr>
<tr>
<td>4</td>
<td>BFI</td>
<td>0.878</td>
<td>0.717</td>
<td>0.763</td>
<td>0.699</td>
<td>0.850</td>
<td>0.770</td>
<td>0.737</td>
<td>0.735</td>
<td>0.731</td>
<td>0.694</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.561</td>
<td>0.701</td>
<td>0.538</td>
<td>0.899</td>
<td>0.748</td>
<td>0.669</td>
<td>0.668</td>
<td>0.660</td>
<td>0.513</td>
<td>0.461</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>18.34%</td>
<td>13.07%</td>
<td>20.32%</td>
<td>3.17%</td>
<td>12.23%</td>
<td>16.06%</td>
<td>16.26%</td>
<td>16.75%</td>
<td>21.00%</td>
<td>23.14%</td>
</tr>
<tr>
<td>5</td>
<td>BFI</td>
<td>0.929</td>
<td>0.753</td>
<td>0.803</td>
<td>0.735</td>
<td>0.902</td>
<td>0.814</td>
<td>0.772</td>
<td>0.762</td>
<td>0.762</td>
<td>0.727</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.546</td>
<td>0.735</td>
<td>0.526</td>
<td>0.947</td>
<td>0.761</td>
<td>0.660</td>
<td>0.629</td>
<td>0.629</td>
<td>0.491</td>
<td>0.414</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>18.87%</td>
<td>13.54%</td>
<td>20.82%</td>
<td>2.86%</td>
<td>12.40%</td>
<td>16.83%</td>
<td>17.91%</td>
<td>17.91%</td>
<td>21.71%</td>
<td>24.32%</td>
</tr>
<tr>
<td>6</td>
<td>BFI</td>
<td>0.286</td>
<td>0.255</td>
<td>0.265</td>
<td>0.250</td>
<td>0.267</td>
<td>0.267</td>
<td>0.260</td>
<td>0.333</td>
<td>0.270</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.817</td>
<td>0.871</td>
<td>0.804</td>
<td>0.903</td>
<td>0.903</td>
<td>0.873</td>
<td>0.335</td>
<td>0.963</td>
<td>0.802</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>10.86%</td>
<td>7.13%</td>
<td>12.63%</td>
<td>6.76%</td>
<td>6.76%</td>
<td>9.21%</td>
<td>-16.42%</td>
<td>5.42%</td>
<td>12.70%</td>
<td>-0.09%</td>
</tr>
<tr>
<td>7</td>
<td>BFI</td>
<td>0.310</td>
<td>0.272</td>
<td>0.283</td>
<td>0.266</td>
<td>0.285</td>
<td>0.285</td>
<td>0.277</td>
<td>0.348</td>
<td>0.288</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.765</td>
<td>0.829</td>
<td>0.753</td>
<td>0.864</td>
<td>0.864</td>
<td>0.829</td>
<td>0.561</td>
<td>0.933</td>
<td>0.752</td>
<td>0.977</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>12.35%</td>
<td>8.60%</td>
<td>14.14%</td>
<td>8.23%</td>
<td>8.23%</td>
<td>10.70%</td>
<td>-12.25%</td>
<td>7.11%</td>
<td>14.16%</td>
<td>2.60%</td>
</tr>
<tr>
<td>8</td>
<td>BFI</td>
<td>0.341</td>
<td>0.295</td>
<td>0.308</td>
<td>0.289</td>
<td>0.310</td>
<td>0.310</td>
<td>0.301</td>
<td>0.369</td>
<td>0.312</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.732</td>
<td>0.803</td>
<td>0.720</td>
<td>0.839</td>
<td>0.839</td>
<td>0.800</td>
<td>0.721</td>
<td>0.906</td>
<td>0.716</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>13.32%</td>
<td>9.53%</td>
<td>15.08%</td>
<td>9.11%</td>
<td>9.11%</td>
<td>11.64%</td>
<td>-8.37%</td>
<td>8.47%</td>
<td>15.23%</td>
<td>4.90%</td>
</tr>
</tbody>
</table>
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Table 3.4: BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 2 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight │PBIAS│ > 25%. Scenarios with an asterisk denote where groundwater pumping is applied in the catchment.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Simulated</th>
<th>HYSEP1</th>
<th>HYSEP2</th>
<th>HYSEP3</th>
<th>PART1</th>
<th>PART2</th>
<th>PART3</th>
<th>BFLOW1</th>
<th>BFLOW2</th>
<th>BFLOW3</th>
<th>ECKHARDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.486</td>
<td>0.531</td>
<td>0.453</td>
<td>0.394</td>
<td>0.415</td>
<td>0.415</td>
<td>0.404</td>
<td>0.470</td>
<td>0.418</td>
<td>0.379</td>
<td>0.409</td>
</tr>
<tr>
<td></td>
<td>0.741</td>
<td>0.707</td>
<td>0.337</td>
<td>0.501</td>
<td>0.501</td>
<td>0.422</td>
<td>0.693</td>
<td>0.616</td>
<td>0.177</td>
<td>0.504</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-9.45%</td>
<td>6.64%</td>
<td>18.83%</td>
<td>14.51%</td>
<td>14.51%</td>
<td>16.82%</td>
<td>3.09%</td>
<td>13.93%</td>
<td>21.93%</td>
<td>15.85%</td>
<td></td>
</tr>
<tr>
<td>2*</td>
<td>0.499</td>
<td>0.549</td>
<td>0.459</td>
<td>0.386</td>
<td>0.415</td>
<td>0.415</td>
<td>0.398</td>
<td>0.463</td>
<td>0.410</td>
<td>0.365</td>
<td>0.434</td>
</tr>
<tr>
<td></td>
<td>0.702</td>
<td>0.696</td>
<td>0.140</td>
<td>0.399</td>
<td>0.399</td>
<td>0.268</td>
<td>0.677</td>
<td>0.461</td>
<td>-0.106</td>
<td>0.635</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-10.07%</td>
<td>8.03%</td>
<td>22.68%</td>
<td>16.75%</td>
<td>16.75%</td>
<td>20.12%</td>
<td>7.13%</td>
<td>17.71%</td>
<td>26.89%</td>
<td>12.94%</td>
<td></td>
</tr>
<tr>
<td>3*</td>
<td>0.527</td>
<td>0.588</td>
<td>0.474</td>
<td>0.373</td>
<td>0.419</td>
<td>0.419</td>
<td>0.393</td>
<td>0.452</td>
<td>0.400</td>
<td>0.336</td>
<td>0.474</td>
</tr>
<tr>
<td></td>
<td>0.621</td>
<td>0.683</td>
<td>-0.186</td>
<td>0.244</td>
<td>0.244</td>
<td>0.035</td>
<td>0.532</td>
<td>0.202</td>
<td>-0.645</td>
<td>0.764</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-11.62%</td>
<td>9.97%</td>
<td>29.22%</td>
<td>20.52%</td>
<td>20.52%</td>
<td>25.36%</td>
<td>14.20%</td>
<td>23.97%</td>
<td>36.16%</td>
<td>9.98%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.559</td>
<td>0.586</td>
<td>0.506</td>
<td>0.442</td>
<td>0.467</td>
<td>0.467</td>
<td>0.454</td>
<td>0.510</td>
<td>0.467</td>
<td>0.419</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td>0.877</td>
<td>0.692</td>
<td>0.222</td>
<td>0.402</td>
<td>0.402</td>
<td>0.314</td>
<td>0.622</td>
<td>0.488</td>
<td>-0.002</td>
<td>0.228</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-4.86%</td>
<td>9.38%</td>
<td>20.88%</td>
<td>16.33%</td>
<td>16.33%</td>
<td>18.80%</td>
<td>8.76%</td>
<td>16.37%</td>
<td>25.03%</td>
<td>21.77%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.635</td>
<td>0.650</td>
<td>0.566</td>
<td>0.492</td>
<td>0.524</td>
<td>0.524</td>
<td>0.507</td>
<td>0.552</td>
<td>0.519</td>
<td>0.458</td>
<td>0.461</td>
</tr>
<tr>
<td></td>
<td>0.907</td>
<td>0.687</td>
<td>0.137</td>
<td>0.342</td>
<td>0.342</td>
<td>0.246</td>
<td>0.508</td>
<td>0.397</td>
<td>-0.162</td>
<td>-0.077</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-2.40%</td>
<td>10.94%</td>
<td>22.54%</td>
<td>17.54%</td>
<td>17.54%</td>
<td>20.15%</td>
<td>13.14%</td>
<td>18.23%</td>
<td>27.84%</td>
<td>27.45%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.163</td>
<td>0.282</td>
<td>0.197</td>
<td>0.148</td>
<td>0.155</td>
<td>0.155</td>
<td>0.152</td>
<td>0.248</td>
<td>0.170</td>
<td>0.144</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>12.697</td>
<td>-3.793</td>
<td>0.835</td>
<td>0.922</td>
<td>0.922</td>
<td>0.890</td>
<td>-7.843</td>
<td>0.916</td>
<td>0.767</td>
<td>-0.718</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-73.36%</td>
<td>-21.35%</td>
<td>8.99%</td>
<td>4.59%</td>
<td>4.59%</td>
<td>6.81%</td>
<td>-52.42%</td>
<td>-4.42%</td>
<td>11.23%</td>
<td>-23.21%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.174</td>
<td>0.285</td>
<td>0.203</td>
<td>0.155</td>
<td>0.163</td>
<td>0.163</td>
<td>0.159</td>
<td>0.253</td>
<td>0.177</td>
<td>0.151</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>-9.248</td>
<td>-2.999</td>
<td>0.763</td>
<td>0.868</td>
<td>0.868</td>
<td>0.826</td>
<td>-5.774</td>
<td>0.973</td>
<td>0.678</td>
<td>-0.315</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-64.03%</td>
<td>-17.11%</td>
<td>10.77%</td>
<td>6.27%</td>
<td>6.27%</td>
<td>8.56%</td>
<td>-45.59%</td>
<td>-2.02%</td>
<td>13.16%</td>
<td>-19.75%</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.186</td>
<td>0.289</td>
<td>0.211</td>
<td>0.163</td>
<td>0.171</td>
<td>0.171</td>
<td>0.167</td>
<td>0.259</td>
<td>0.186</td>
<td>0.158</td>
<td>0.217</td>
</tr>
<tr>
<td></td>
<td>-6.686</td>
<td>-1.690</td>
<td>0.700</td>
<td>0.820</td>
<td>0.820</td>
<td>0.770</td>
<td>-4.173</td>
<td>0.994</td>
<td>0.605</td>
<td>-0.012</td>
<td></td>
</tr>
<tr>
<td>PBIAS</td>
<td>-55.91%</td>
<td>-13.52%</td>
<td>12.14%</td>
<td>7.57%</td>
<td>7.57%</td>
<td>9.92%</td>
<td>-39.58%</td>
<td>-0.04%</td>
<td>14.60%</td>
<td>-16.77%</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 3 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight │PBIAS│ > 25%. Scenarios with an asterisk denote where groundwater pumping is applied in the catchment.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Simulated</th>
<th>HYSEP1</th>
<th>HYSEP2</th>
<th>HYSEP3</th>
<th>PART1</th>
<th>PART2</th>
<th>PART3</th>
<th>BFLOW1</th>
<th>BFLOW2</th>
<th>BFLOW3</th>
<th>ECKHARDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BFI</td>
<td>0.567</td>
<td>0.530</td>
<td>0.537</td>
<td>0.530</td>
<td>0.548</td>
<td>0.537</td>
<td>0.533</td>
<td>0.559</td>
<td>0.519</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.972</td>
<td>0.976</td>
<td>0.972</td>
<td>0.987</td>
<td>0.979</td>
<td>0.975</td>
<td>0.998</td>
<td>0.959</td>
<td>0.920</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>6.46%</td>
<td>5.24%</td>
<td>6.46%</td>
<td>3.35%</td>
<td>5.25%</td>
<td>5.96%</td>
<td>1.37%</td>
<td>8.53%</td>
<td>13.24%</td>
<td>1.80%</td>
</tr>
<tr>
<td>2*</td>
<td>BFI</td>
<td>0.581</td>
<td>0.530</td>
<td>0.539</td>
<td>0.530</td>
<td>0.556</td>
<td>0.539</td>
<td>0.534</td>
<td>0.565</td>
<td>0.513</td>
<td>0.481</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.949</td>
<td>0.957</td>
<td>0.949</td>
<td>0.977</td>
<td>0.962</td>
<td>0.954</td>
<td>0.990</td>
<td>0.925</td>
<td>0.863</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>8.81%</td>
<td>7.27%</td>
<td>8.81%</td>
<td>4.42%</td>
<td>7.28%</td>
<td>8.24%</td>
<td>2.89%</td>
<td>11.70%</td>
<td>17.31%</td>
<td>1.69%</td>
</tr>
<tr>
<td>3*</td>
<td>BFI</td>
<td>0.596</td>
<td>0.527</td>
<td>0.539</td>
<td>0.527</td>
<td>0.561</td>
<td>0.539</td>
<td>0.531</td>
<td>0.567</td>
<td>0.492</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.912</td>
<td>0.926</td>
<td>0.912</td>
<td>0.960</td>
<td>0.934</td>
<td>0.920</td>
<td>0.971</td>
<td>0.844</td>
<td>0.721</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>11.68%</td>
<td>9.64%</td>
<td>11.68%</td>
<td>5.90%</td>
<td>9.68%</td>
<td>11.02%</td>
<td>5.02%</td>
<td>17.53%</td>
<td>25.24%</td>
<td>0.70%</td>
</tr>
<tr>
<td>4</td>
<td>BFI</td>
<td>0.620</td>
<td>0.577</td>
<td>0.584</td>
<td>0.577</td>
<td>0.596</td>
<td>0.584</td>
<td>0.580</td>
<td>0.605</td>
<td>0.562</td>
<td>0.524</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.967</td>
<td>0.971</td>
<td>0.967</td>
<td>0.982</td>
<td>0.974</td>
<td>0.970</td>
<td>0.993</td>
<td>0.950</td>
<td>0.892</td>
<td>0.970</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>6.87%</td>
<td>5.78%</td>
<td>6.87%</td>
<td>3.85%</td>
<td>5.79%</td>
<td>6.44%</td>
<td>2.40%</td>
<td>9.42%</td>
<td>15.51%</td>
<td>7.93%</td>
</tr>
<tr>
<td>5</td>
<td>BFI</td>
<td>0.684</td>
<td>0.636</td>
<td>0.644</td>
<td>0.636</td>
<td>0.657</td>
<td>0.644</td>
<td>0.639</td>
<td>0.663</td>
<td>0.612</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.966</td>
<td>0.970</td>
<td>0.966</td>
<td>0.981</td>
<td>0.973</td>
<td>0.969</td>
<td>0.989</td>
<td>0.942</td>
<td>0.863</td>
<td>0.907</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>6.98%</td>
<td>5.85%</td>
<td>6.98%</td>
<td>3.97%</td>
<td>5.86%</td>
<td>6.50%</td>
<td>2.99%</td>
<td>10.42%</td>
<td>17.72%</td>
<td>14.73%</td>
</tr>
<tr>
<td>6</td>
<td>BFI</td>
<td>0.257</td>
<td>0.251</td>
<td>0.254</td>
<td>0.251</td>
<td>0.258</td>
<td>0.254</td>
<td>0.252</td>
<td>0.283</td>
<td>0.247</td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.996</td>
<td>0.999</td>
<td>0.996</td>
<td>1.000</td>
<td>0.999</td>
<td>0.998</td>
<td>0.877</td>
<td>0.989</td>
<td>0.974</td>
<td>0.941</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>2.32%</td>
<td>1.05%</td>
<td>2.32%</td>
<td>-0.51%</td>
<td>1.07%</td>
<td>1.71%</td>
<td>-10.46%</td>
<td>3.78%</td>
<td>7.82%</td>
<td>-7.39%</td>
</tr>
<tr>
<td>7</td>
<td>BFI</td>
<td>0.267</td>
<td>0.259</td>
<td>0.262</td>
<td>0.259</td>
<td>0.267</td>
<td>0.262</td>
<td>0.260</td>
<td>0.292</td>
<td>0.255</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.994</td>
<td>0.997</td>
<td>0.994</td>
<td>1.000</td>
<td>0.998</td>
<td>0.996</td>
<td>0.904</td>
<td>0.987</td>
<td>0.967</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>3.08%</td>
<td>1.76%</td>
<td>3.08%</td>
<td>0.12%</td>
<td>1.77%</td>
<td>2.43%</td>
<td>-9.27%</td>
<td>4.44%</td>
<td>8.82%</td>
<td>-6.49%</td>
</tr>
<tr>
<td>8</td>
<td>BFI</td>
<td>0.278</td>
<td>0.267</td>
<td>0.271</td>
<td>0.267</td>
<td>0.276</td>
<td>0.271</td>
<td>0.269</td>
<td>0.300</td>
<td>0.264</td>
<td>0.251</td>
</tr>
<tr>
<td></td>
<td>NSE</td>
<td>0.991</td>
<td>0.995</td>
<td>0.991</td>
<td>0.999</td>
<td>0.996</td>
<td>0.994</td>
<td>0.925</td>
<td>0.984</td>
<td>0.960</td>
<td>0.964</td>
</tr>
<tr>
<td></td>
<td>PBIAS</td>
<td>3.77%</td>
<td>2.41%</td>
<td>3.77%</td>
<td>0.65%</td>
<td>2.42%</td>
<td>3.10%</td>
<td>8.16%</td>
<td>5.02%</td>
<td>9.65%</td>
<td>-5.70%</td>
</tr>
</tbody>
</table>
Table 3.6: Comparison of BFI, NSE and PBIAS for (scenario 1 with and without ET) simulated baseflow and estimated baseflow during event 2 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight \( |PBIAS| > 25\%\).

<table>
<thead>
<tr>
<th>ET (mm/day)</th>
<th>Simulated</th>
<th>HYSEP1</th>
<th>HYSEP2</th>
<th>HYSEP3</th>
<th>PART1</th>
<th>PART2</th>
<th>PART3</th>
<th>BFLOW1</th>
<th>BFLOW2</th>
<th>BFLOW3</th>
<th>ECKHARDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>BFI 0.486</td>
<td>0.531</td>
<td>0.453</td>
<td>0.394</td>
<td>0.415</td>
<td>0.415</td>
<td>0.404</td>
<td>0.470</td>
<td>0.418</td>
<td>0.379</td>
<td>0.373</td>
</tr>
<tr>
<td></td>
<td>N-S 0.741</td>
<td>0.707</td>
<td>0.337</td>
<td>0.501</td>
<td>0.501</td>
<td>0.422</td>
<td>0.693</td>
<td>0.616</td>
<td>0.177</td>
<td>0.130</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PBIAS -9.45%</td>
<td>6.64%</td>
<td>18.83%</td>
<td>14.51%</td>
<td>14.51%</td>
<td>16.82%</td>
<td>3.09%</td>
<td>13.93%</td>
<td>21.93%</td>
<td>23.19%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>BFI 0.513</td>
<td>0.539</td>
<td>0.465</td>
<td>0.408</td>
<td>0.428</td>
<td>0.428</td>
<td>0.417</td>
<td>0.482</td>
<td>0.429</td>
<td>0.393</td>
<td>0.436</td>
</tr>
<tr>
<td></td>
<td>N-S 0.868</td>
<td>0.673</td>
<td>0.235</td>
<td>0.390</td>
<td>0.390</td>
<td>0.313</td>
<td>0.629</td>
<td>0.494</td>
<td>0.094</td>
<td>0.509</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PBIAS -5.13%</td>
<td>9.40%</td>
<td>20.49%</td>
<td>16.48%</td>
<td>16.48%</td>
<td>18.67%</td>
<td>6.04%</td>
<td>16.28%</td>
<td>23.28%</td>
<td>14.94%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BFI 0.553</td>
<td>0.568</td>
<td>0.490</td>
<td>0.430</td>
<td>0.453</td>
<td>0.453</td>
<td>0.440</td>
<td>0.500</td>
<td>0.448</td>
<td>0.414</td>
<td>0.458</td>
</tr>
<tr>
<td></td>
<td>N-S 0.896</td>
<td>0.642</td>
<td>0.144</td>
<td>0.305</td>
<td>0.305</td>
<td>0.224</td>
<td>0.560</td>
<td>0.366</td>
<td>-0.007</td>
<td>0.404</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PBIAS -2.79%</td>
<td>11.24%</td>
<td>22.18%</td>
<td>18.07%</td>
<td>18.07%</td>
<td>20.31%</td>
<td>9.53%</td>
<td>18.85%</td>
<td>25.11%</td>
<td>17.19%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>BFI 0.703</td>
<td>0.699</td>
<td>0.606</td>
<td>0.508</td>
<td>0.562</td>
<td>0.562</td>
<td>0.533</td>
<td>0.575</td>
<td>0.523</td>
<td>0.491</td>
<td>0.529</td>
</tr>
<tr>
<td></td>
<td>N-S 0.817</td>
<td>0.722</td>
<td>-0.117</td>
<td>0.225</td>
<td>0.225</td>
<td>0.061</td>
<td>0.315</td>
<td>0.050</td>
<td>-0.253</td>
<td>0.133</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PBIAS 0.52%</td>
<td>13.74%</td>
<td>27.68%</td>
<td>20.02%</td>
<td>20.02%</td>
<td>24.19%</td>
<td>18.08%</td>
<td>25.54%</td>
<td>30.08%</td>
<td>24.67%</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>BFI 0.852</td>
<td>0.790</td>
<td>0.696</td>
<td>0.591</td>
<td>0.654</td>
<td>0.654</td>
<td>0.618</td>
<td>0.633</td>
<td>0.597</td>
<td>0.563</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td>N-S 0.705</td>
<td>0.602</td>
<td>-0.202</td>
<td>0.113</td>
<td>0.113</td>
<td>-0.054</td>
<td>0.035</td>
<td>-0.117</td>
<td>-0.387</td>
<td>-0.088</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PBIAS 7.34%</td>
<td>18.27%</td>
<td>30.60%</td>
<td>23.28%</td>
<td>23.28%</td>
<td>27.54%</td>
<td>25.75%</td>
<td>29.91%</td>
<td>33.97%</td>
<td>29.96%</td>
<td></td>
</tr>
</tbody>
</table>
More interestingly, where the HYSEP1, HYSEP2 and BFLOW1 methods performed poorly, these methods largely overestimated baseflow whereas where the HYSEP3, PART1, PART2, PART3, BFLOW2 and BFLOW3 methods performed poorly, these particular methods largely underestimated baseflow.

For event 3, the $NSE$ was greater than 0.5 for every method in each scenario, with values close to 1. The largest $PBIAS$ was for BFLOW3 in scenario 3, showing underestimation of baseflow by just over 25%.

The inclusion of ET in scenarios 9-13 showed that as the ET rate was increased, the $BFI$ increased. ET also lead to a reduction in performance (both $NSE$ and $PBIAS$) for every separation method, except HYSEP1.

The rankings of separation methods (shown in Figure 3.6) based on $BFI$ over the entire simulation provide a summary of the performance of each of the separation methods. The best replication of $BFI$ resulted from the HYSEP1 method in scenarios 1-5, from PART1 in scenario 6, and from HYSEP2 in scenarios 7-8. The BFLOW3 method was worst in scenarios 1-3 and 8. The Eckhardt method performed worst in scenarios 4 and 5.

The baseflow separations from the streamflow hydrograph in scenario 1 obtained using HYSEP, PART, BFLOW and the Eckhardt separation methods are shown in Figure 3.7. Visual inspection of baseflow curves in Figure 3.7 shows that the ability of these separation methods to match the simulated baseflow was poor in
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almost all cases, despite the fact that they had satisfactory $NSE$ and $PBIAS$ values. It is clear that despite reasonable estimates of the $BFI$ for each scenario, the dynamics of baseflow during rainfall were missed.

![Figure 3.7: Comparison of simulated daily baseflow and baseflow estimated using HYSEP, PART, BFLOW and the Eckhardt separation methods for scenario 1.](image)

3.5. Discussion

The baseflow hydrographs obtained using HGS (with the HMC method) were used as a control experiment to test the performance of a series of automated baseflow separation methods. The initial conditions (antecedent moisture), forcing functions (rainfall patterns, pumping and ET) as well as the physical properties (soil properties) of the catchment were varied across simulation scenarios. The varied conditions across the different model scenarios allowed the generation of unique baseflow behaviour, controlled by a range of hydrological processes. The application of the HMC method allowed quantification of the relative importance of hydrological processes to the streamflow hydrograph. While the structure and geology of the synthetic model used in this study were simple, the hydrological processes considered were simulated in a physically based way. Despite the simplified nature of the catchment, the baseflow separation methods consistently
failed to perform satisfactorily. This is easily attributed the variability of the baseflow dynamics as observed across all simulation scenarios. Increasing the complexity of the catchment (e.g. heterogeneous geology, more realistic topography and rainfall patterns), is likely to lead to an even more complex baseflow response. With increased complexity, it is expected that the variability seen in baseflow dynamics will remain and hence that the simple automated baseflow separation methods examined will not perform any better in estimating baseflow.

An initial analysis of the hydrographs revealed that the behaviour of baseflow was fundamentally different between rainfall events. For the first two events, baseflow remained constant and reached an apparent steady-state despite the changing forcing functions. In contrast, baseflow dynamics during the third event were highly transient. This illustrates that the controlling processes of baseflow are not always static, but instead change in response to different forcing functions. It also challenges the common assumption (based on hydrological reasoning) of the simple automated baseflow separation methods, that a simple fixed relation between baseflow and streamflow exists, for all rainfall events and antecedent moisture conditions. It is observed that this is not necessarily the case.

In the synthetic catchment used in this study, an apparent steady-state of baseflow discharge was reached for certain rain events. Once this apparent steady-state was reached, streamflow only increased with increasing overland flow. This led to a baseflow response that is dependent upon the rate and duration of rainfall. For all three events, the relationship between baseflow and streamflow was not consistent, as assumed by the BFLOW1, BFLOW2, BFLOW3 and Eckhardt separation methods. The variation of the ratio of baseflow to streamflow was observed in response to different rainfall events, as well as for the different initial antecedent moisture conditions. The variation observed in these simulations highlights an inability to accurately capture the average baseflow with the various baseflow separation methods examined. Moreover, it demonstrates the often acknowledged, but seldom addressed ambiguity of the separation methods used. The results from this numerical experiment suggest that quantifying baseflow in catchments with non-stationary processes, such as varied climatic conditions that
are outside of seasonality, will alter the streamflow generation mechanisms and hence the $BFI$.

The $NSE$s for rainfall events 1 and 3 for each of the scenarios indicated satisfactory results for the baseflow separations. The agreement between the simulated baseflow method and separation methods for event 3 was significantly better than for the other two events. For rainfall event 2, the $NSE$s showed a poor match between the automated separation methods and HMC calculated baseflow for different methods in each scenario, with both large overestimation and underestimation of the HMC calculated baseflow in some cases. This variability in each of the methods’ ability to match the HMC calculated baseflow across scenarios and corresponding rainfall events highlights that no single separation method performed consistently well in the control experiment. The $BFI$ based rankings of the separation methods show that, on average, PART1 and HYSEP2 performed best overall in capturing the baseflow volume across the eight scenarios.

One of the limitations found in the use of the automated separation methods was the constraint of using daily streamflow data. It can be seen from the results in Figure 3.2 and Figure 3.3 that the behaviour of the baseflow varied on at least an hourly time scale, much smaller than could be captured in a daily time step. However, this is only a limitation when it is essential to accurately capture baseflow behaviour at finer timescales (e.g. flood modelling). In the context of low flow hydrology, where estimates of annual baseflow contributions are required, the nuances seen in the baseflow behaviour during rainfall events is not important as long as the average baseflow is captured. However, it is possible that the nuances seen in the hourly time step of this catchment present themselves in a larger catchment at the daily time step, in which case use of these filters would be problematic and would fail to capture even the average behaviour.

The automated separation methods result in the largest difference during rainfall events in which recharge is also occurring. This means that any perennial streams that are subject to significant and extended rainfall periods will be the most difficult to accurately determine the $BFI$ for. This is because the proportion of
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Time that streamflow is not driven purely by baseflow affects the relative magnitude of the potential baseflow error.

3.6. Conclusions

Whilst commonly used automated baseflow separation methods are known to be somewhat ambiguous and arbitrary, the potential errors have not been quantified previously using a 3D fully integrated physically based flow model. The numerical experiments in this study strongly suggested that baseflow dynamics are complex, even in a simple catchment. The complexity of baseflow dynamics was seen to affect the performance of the simple automated separation methods. The frequently used automated baseflow separation methods could not perform satisfactorily across all events and scenarios considered. This suggests that caution should be used when applying these methods, depending on the flow dynamics of the catchment being studied. Unfortunately, there are no clear indicators as to which separation methods are most and least appropriate under particular conditions, which is not surprising given the absence of a true physical basis in the simple methods examined. This is cause for concern because baseflow separation is an important tool influencing decisions and outcomes of the various applications it is used for, such as the analysis of event runoff; recharge estimation; low flow forecasting; hydrogeologic parameter estimation; hydrologic model calibration; and the identification of source areas; and dominant processes producing runoff (Schwartz (2007)). Large errors will undermine the many applications baseflow separation is used for.

Further work is required to understand the appropriate use of baseflow separation methods. More complex baseflow separation methods than those considered in this study should be tested in future studies. Physically based filters (e.g. Furey and Gupta, 2001, 2003; Huyck et al., 2005) could prove to be more robust. This is because they provide a physically based relation of rainfall and ET (and other physical parameters) to baseflow. However, such methods clearly require more data (e.g. rainfall time series) which may not be readily available. It is perhaps the case that the uncertainty associated with simple automated methods precludes their use for providing anything more than very rough estimates of baseflow.
An improved understanding of baseflow dynamics is required for a broader range of catchments. With respect to baseflow dynamics, future studies should aim to elucidate: (a) scale dependence of baseflow generation to test if the baseflow response seen in the hourly time step of this small synthetic catchment occurs at the daily time step for larger catchments (e.g. > 20 km$^2$); (b) testing how the BFI varies as a result of non-stationary processes; (c) testing of the impact of variations in geology, topography and vegetation, by incrementally adding layers of complexity to similar models in order to try and understand baseflow dynamics. Further investigation within numerical models should play a role in establishing physically based recommendations as to the appropriateness of commonly used automated baseflow separation methods in different catchment types and settings. Given the reality of the physical interpretations and subsequent calculations that such simple automated separation methods are used to support, there is a need to establish either stricter guidelines for such methods, develop improved methods (e.g. physically based methods) or at least provide error bounds on such estimates.
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Abstract

The understanding of streamflow generation processes is vitally important in the management of water resources. In the absence of the data required to achieve this, Integrated Surface-Subsurface Hydrological Models (ISSHM) can be used to assist with the development of this understanding. However, the standard outputs from these models only enable elicitation of information about hydrological drivers and hydrological responses that occur at the same time. This generally limits the applicability of ISSHMs for the purposes of obtaining an improved understanding of streamflow generation processes to catchment areas that do not exhibit significant storage, travel times or flow depletion mechanisms. In order to overcome this limitation, a previously published Hydraulic Mixing-Cell (HMC) method is improved so that it can be used to follow surface water derived from direct rainfall and groundwater discharge to the stream and adjacent overland flow areas. The developed approach was applied to virtual experiments (based on the Lehstenbach catchment in south-eastern Germany), which are composed of two ISSHMs of contrasting scales: (1) a riparian wetland of area 210 m², and (2) a catchment of area 4.2 km². For the two models, analysis of modelling results for a large storm event showed complex spatiotemporal variability in streamflow generation and surface water-groundwater interaction. Further analysis with the HMC method elucidated in-stream and overland flow generation mechanisms. This study showed within a modelling framework, that identification and quantification of in-stream and overland flow generation better informed understanding of catchment functioning through decomposition of streamflow hydrographs, and analysis of spatiotemporal variability of flow generation mechanisms.

4.1. Introduction

Understanding streamflow generation and surface water-groundwater interaction is of great importance for the management of water resources, as highlighted in reviews by Winter (1999), Sophocleous (2002), and more recently Fleckenstein et al. (2010). In the absence of relevant data, distributed physics-based Integrated Surface-Subsurface Hydrological Models (ISSHM) (see Gaukroger and Werner, 2011; Sebben et al., 2012) represent a useful alternative for providing insight into
4. Interpreting streamflow generation mechanisms from integrated surface-subsurface flow models of a riparian wetland and catchment. (Paper 3)

hydrological processes at detailed spatiotemporal resolutions (e.g. Mirus et al., 2011b). This is because ISSHMs are capable of simulating feedbacks between the surface and subsurface, including all forms of overland flow generation and re-infiltration (Kampf and Burges, 2007). In addition, ISSHMs can assist with analysing and interpreting hydrological processes and in developing conceptual understanding of catchment processes (Ebel and Loague, 2006). ISSHM examples include HydroGeoSphere (Therrien et al., 2009), InHM (Vanderkwaak, 1999), ParFLOW (Kollet and Maxwell, 2006), CATHY (Camporese et al., 2010) and MODHMS (HydroGeoLogic Inc., 2006). In recent years, studies related to understanding streamflow generation and surface water-groundwater interaction using numerical models have become increasingly widespread (e.g., Brunner et al., 2009; Frei et al., 2010; Maxwell and Kollet, 2008; Park et al., 2011).

The aforementioned studies focused on processes in small-scale synthetic systems, enabling insight to be gained into the controls on flow generation (Frei et al., 2010; Maxwell and Kollet, 2008; Park et al., 2011) and depletion (Brunner et al., 2009). However, difficulties arise when attempting to gain the same level of insight for larger, catchment-scale systems. This is because in small-scale systems, hydrological outputs at a particular place and time are generally only affected by hydrological drivers that occur at the same location and at the same time (i.e. by ‘active’ processes (Ambroise, 2004)). However, this is not the case for larger-scale systems, where local hydrologic response is not only affected by local processes but largely by processes taking place in other locations and at other times. This is a result of the influence of surface and groundwater flow travel times, flow impediments (e.g. riparian wetlands or weirs), and losses (e.g. infiltration or evaporation). Consequently, hydrological drivers that occur at a particular point in time (active processes) do not necessarily end up contributing to the hydrological output at that or a later time. As a result, when considering streamflow generation processes at the catchment scale, there is a need to distinguish between ‘active’ and ‘contributing’ processes (Ambroise, 2004), where contributing processes are those that contribute to flow at a particular location at a particular time, and necessarily include active processes upstream of the point of interest. It follows therefore, that all contributing processes are derived from active processes, occurring both upstream and at the point of interest; however,
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not all active processes will become contributing processes downstream of where they occur, due to flow depletion processes such as evapotranspiration, and infiltration to the subsurface. This distinction is particularly important in catchments with relatively long travel times for water and/or where flow depletion processes are significant.

While information on active processes is provided as standard output from ISSHMs, the same is not the case for information on contributing processes. For example, the lag-times between individual recharge events and resulting streamflow increases are not reported. As a result, previous studies that have used ISSHMs at the catchment scale (e.g. Goderniaux et al., 2009; Goderniaux et al., 2011; Loague and Vanderkwaak, 2002; Ebel et al., 2008; Li et al., 2008; Shen and Phanikumar, 2010; Mirus et al., 2011a; Camporese et al., 2010) have been unable to identify and quantify the individual contributions of various catchment processes to streamflow generation processes. Although Vivoni et al. (2007) quantified the contributing processes of streamflow generation at the catchment scale, their model was based on a number of simplifying assumptions that did not necessitate the distinction between active and contributing processes. In particular, they assumed that surface water flows to the catchment outlet without loss or impediment once it enters the surface domain (see Ivanov et al., 2004). This assumption is problematic in more complex systems where significant fractions of overland and in-stream flows are depleted (e.g. due to reinfiltration of overland flow on the hillslope, or losing sections along a stream) or retained in particular parts of the catchment (e.g. due to wetlands, weirs or other flow impediments and water storages).

In order to enable ISSHMs to be used for the identification of both active and contributing streamflow generating processes, it is necessary to first classify water as it enters the surface by the active flow generation mechanism, and then track that water on its journey through the catchment, to the point at which the hydrograph is being measured. Partington et al. (2011, 2012) and Li et al. (2013) achieved this by developing and applying a Hydraulic Mixing-Cell (HMC) method in order to identify the groundwater discharge components of hydrographs for a relatively flat synthetic catchment that exhibited dynamic gaining and losing reaches along the stream, and furthermore displayed clear time lags for flow from
upstream areas. However, this approach has not yet been applied to larger-scale catchments, or for the identification of overland flow generation mechanisms.

In this paper, the HMC method introduced by Partington et al. (2011) is modified to enable information about active and contributing processes to be obtained as outputs from ISSHMs. This enables the identification and quantification of contributing in-stream and overland flow generation mechanisms at larger (e.g. catchment) scales which informs the understanding of catchment functioning. This is particularly important as there are still difficulties in the capability to conduct or scale up the measurements of active processes that are required in order to gain an understanding of surface water-groundwater interactions and streamflow generation at the catchment scale (Fleckenstein et al., 2010). The Lehstenbach catchment is used as the basis for virtual experiments with the modified HMC method. Two models of contrasting scales are used to investigate both in-stream and overland flow generation mechanisms within the catchment. In-stream flow generation mechanisms are defined as those occurring on the boundaries of the stream, i.e. direct precipitation to the stream, direct groundwater discharge to the stream and overland flow into the stream. Overland flow generation is distinguished by rainfall runoff from the hillslope (without distinguishing infiltration-excess and saturation-excess) and groundwater discharge on the hillslope adjacent to the stream. Using the HMC method, this paper aims to demonstrate the value of quantifying in-stream and overland flow generation mechanisms to better understand processes at the catchment scale within the virtual experiments by:

1. Separating flow hydrographs into the constituent in-stream and overland flow generation mechanisms at the outlet and other select points;

2. Quantifying the spatial and temporal variability for in-stream and overland flow generation mechanisms at contrasting spatial (wetland 210 m² and catchment 4.2 km²) and temporal (days vs. year) scales; and

3. Quantifying the differences between active and contributing processes within the catchment.
4.2. Case study: Lehstenbach catchment

The Lehstenbach catchment, (4.2 km²) located in South-eastern Germany (50°8'35" N, 11°52'8" E, see Figure 4.1), has been the subject of a number of previous studies (Lischeid et al., 2002; Lischeid et al., 2007; Frei et al., 2010). Elevations within the catchment vary between 877 m above sea level in upslope areas and 690 m above sea level at the catchment’s outlet. Average annual precipitation amounts to about 1150 mm/yr, the average annual evapotranspiration is approximately 600 mm/yr, and average annual runoff from the catchment is approximately 550 mm/yr (Gerstberger, 2001). The annual mean air temperature is approximately 5°C (Gerstberger, 2001).

The main regional aquifer in the Lehstenbach catchment is made of regolith material (around 40 m thick) originating from the weathering of the granitic bedrock (Lischeid et al., 2002). Nearly one-third of the catchment’s total area can be classified as riparian wetlands, adjacent to the major streams. These wetlands are preferentially located in the centre of the bowl-shaped catchment, where subsurface flows converge. Within the wetland areas, groundwater levels typically fluctuate within the uppermost 0.5 m of the organic peat soil. In the upslope areas, which are mainly forested (Picea abies), groundwater levels are generally between 5 m and 10 m below the surface. Locally, the hydraulic connectivity between the groundwater in the riparian wetlands and the deeper regolith aquifer is restricted by an up to 2 m thick basal clay layer.

![Figure 4.1: Location of the Lehstenbach catchment, after Frei et al. (2010).](image-url)
Previous studies of the Lehstenbach catchment indicated that the dominant runoff generation processes (e.g. saturated overland flow and shallow subsurface flow) during rainfall events take place within the wetland areas (Lischeid et al., 2007; Frei et al., 2010). Large areas of these wetlands, predominantly located near the catchment’s outlet, are characterised by a pronounced micro-topography, consisting of sequences of hollows and hummocks formed by the wetland’s vegetation (Knorr et al. 2008). A conceptual hillslope plot depicting the in-stream and overland flow generation mechanisms in the Lehstenbach catchment is shown in Figure 4.2.

![Conceptual diagram of in-stream and overland flow generation mechanisms typical of the Lehstenbach catchment during intense storm events. The in-stream and overland flow generation mechanisms shown are groundwater discharge to the channel (GW-CH) and wetland surfaces (GW-WL), direct rainfall to the channel (RF-CH) and wetland surfaces (RF-WL), and runoff from the forest.](image)

Previous modelling by Frei et al. (2010, 2012) has been carried out for a synthetic riparian wetland typical of those within the Lehstenbach catchment. Frei et al. (2010) demonstrated a hysteretic relationship between wetland water storage and channel discharge. They concluded that enhanced mixing between surface and subsurface water had potential implications for the water quality within the catchment. However, Frei et al. (2010) did not explore mixing of rainfall and discharged groundwater at the wetland’s surface, which necessitates quantifying the different overland surface flow and ponding generation mechanisms. These complex processes in the wetland suggest an analysis of only the active
mechanisms is insufficient to quantify the contributing overland flow generation mechanisms. In the present study, application of the HMC method to the wetland model expands on the work of Frei et al. (2010), and is used to quantify the fractions of overland flow that are generated from either rainfall running off the wetland or groundwater discharging to the wetland. However, their wetland model does not include the surrounding influences of adjacent wetlands, upslope forested areas and groundwater flows from upslope and deeper aquifers within the catchment. To investigate the catchment-scale processes, a model of the entire Lehstenbach catchment is developed, allowing analysis of in-stream and overland flow generation across the entire stream network and catchment, as well as accounting for contributions to the wetlands from deeper groundwater that originated from upslope areas.

4.3. Methodology

The modelling investigation within the study area is carried out at two different scales, as mentioned previously. Firstly, the model of a synthetic wetland typical of those in the Lehstenbach catchment is revisited, following Frei et al. (2010) (Section 4.3.2.1). Secondly, a model of the entire Lehstenbach catchment is developed (Section 4.3.2.2). In-stream and overland flow generation is analysed using an improved HMC method detailed in Section 4.3.3.

4.3.1. The fully integrated modelling platform

Numerical modelling in this study uses the ISSHM HydroGeoSphere (HGS). HGS is a fully integrated surface-subsurface flow model that incorporates 3D variably saturated subsurface flow using a modified form of the Richard’s equation and 2D surface flow using the diffusion wave approximation to the St Venant equations. Further details of the numerical formulation of HGS can be found in Therrien et al. (2009) and Brunner and Simmons (2012). The surface and subsurface are coupled using a first-order exchange coefficient (Liggett et al., 2012). An important characteristic of fully integrated models such as HGS is that there is no requirement for a priori assumptions of specific streamflow generation mechanisms (Mirus et al., 2011a). Consequently, it is necessary to interrogate the model outputs to characterise the streamflow generation processes that are predicted by the model.
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4.3.2. Development of case study models

4.3.2.1. Wetland model setup

The wetland model setup is described by Frei et al. (2010), and so only a brief description is presented here. The wetland model (Figure 4.3) is at the plot scale (21 m x 10 m), representing a relatively flat hillslope (average slope of 0.03 m/m) made up of a sequence of hummocks and hollows. The spatial structure of the micro-topography is represented using geostatistical indicator simulations based on a Markov Chain model of transitional probabilities (Carle and Fogg, 1996). The model domain is made up of 10 layers, with a total of 410,832 elements and 210,000 nodes, providing a fine discretisation of 0.1 m in the X, Y and Z directions. The organic peat is represented as homogeneous and isotropic with a saturated hydraulic conductivity of 0.2 m/d, a value that is based on a previous

Figure 4.3: Geometry of the wetland segment: a) planar reference model showing the main drainage direction and channel location; b) smoothed realisation of the wetlands’ hummocky micro-topography, with simulation results of developed overland flow in the wetland (after Frei et al. (2010)); c) cross section (Y = 5 m) of the micro-topography model (after Frei et al. (2010)). The division of overland flow into two distinct flow networks (denoted as FN1 and FN2) is shown by the surface flow lines. The model observation points for flow in this study are denoted by the red arrows, which correspond to surface water discharge from the wetlands to the channel from FN1 and FN2, and channel discharge at the outlet of the model.
modelling study from the field site (Hauck, 1999) and which is in line with values reported for similar wetlands (Kruse et al., 2008; Schlotzauer and Price, 1999). Constitutive relationships for unsaturated flow are assumed to follow the van Genuchten model of the soil-water retention and relative permeability functions (van Genuchten, 1980). The parameterisation of the van Genuchten model is based on field measurements from similar wetlands located in Alberta, Canada (Price et al., 2010). Frei et al. (2010) showed that the pronounced microtopography resulted in distinct flow networks in the wetland model as shown in Figure 3b. The division of two flow networks (denoted as FN1 and FN2) and their discharge points to the channel are shown in Figure 4.3b.

The simulation period in this study focuses on a large storm event (13th - 21st July, 2001) from the 2000-2001 hydrological year (1/11/2000 – 31/10/2001). The simulation starts with a recession period (i.e. no rain) lasting 14 days. After day 14, an extended rainfall event occurs. The rainfall event persists for 8 days leading to the depressions on the slope filling until they spill to the adjacent down-slope depressions. Details of this ‘fill and spill’ mechanism (after Tromp van-Meerveld and McDonnell, 2006) and its influence on overland flow are described in Frei et al. (2010).

4.3.2.2. Catchment model setup

A digital elevation model (DEM) with a spatial resolution of 5 m x 5 m is used to represent the bowl-shaped topography of the catchment. Vertically, the model is discretised into two main geological units of variable thickness to represent the major soil types and subsurface geology of the Lehstenbach catchment. Within the wetland areas, the upper surface unit (1 m thick) represents the organic peat soils. This upper unit is represented in the grid by 10 sub-layers of uniform vertical thickness equal to 0.1 m (see Table 4.1).

For the ten sub-layers, the saturated hydraulic conductivity (K_{sat}) decays exponentially with depth to account for effects related to the transmissivity feedback mechanism, which has been described for peat forming wetlands [Bishop et al., 2004; Jacks and Norrström, 2004]. Values for K_{sat} for the different sub-layers ranged between 20 m/d for the uppermost layer (representing fresh and less compacted organic material) and 8.6x10^{-3} m/d for the basal clay layer, which
separates the wetlands from the deeper aquifer (Table 4.1). The values for $K_{\text{sat}}$ for the wetland areas are within the range reported by Jacks and Norrstöm (2001) who performed slug tests for similar wetlands located in the Luntoma catchment in South-western Sweden. The lower model unit (20–40 m thick) is represented in the grid by 10 sub-layers and is used to represent the main regolith aquifer. Similar to the wetland model, parameters for the soil-water retention functions are applied uniformly to the upper wetland layers based on field measurements from similar wetlands in Alberta, Canada (Price et al., 2010). Uniform parameters for the van Genuchten model as well as for $K_{\text{sat}}$ (0.24 m/d) of the main regolith aquifer are obtained from a previous calibration of the model to field observations of aquifer heads and stream discharge at the catchment outlet for the 2000-2001 hydrological year (1/11/2000 – 31/10/2001) (see Werb, 2009).

Horizontally, the model uses a triangular mesh with variable node spacing (Figure 4.4). Nodal spacing in the mesh varies between 10 m in the direct vicinity of the streams, 30 m within riparian wetlands and 100 m for upslope areas. Within HGS, the locations of streams develop from flow between the surface and subsurface and tend to occur at topographical lows. However, the DEM used is too coarse to resolve differences in elevation between stream channels and the surrounding areas. Therefore, the elevations of surface nodes which coincide with stream locations are manually lowered by 1 m to correct for the smoothing of topography in the coarse DEM. For the subsurface flow domain, the bottom and lateral model boundaries are set to no flow to represent the contact with the low-permeability granitic bedrock and because it can be assumed that there is no exchange of groundwater with areas located outside of the Lehstenbach catchment. For the surface flow domain, a combination of variable rainfall, interception and evapotranspiration is applied over the catchment. Interception and evapotranspiration (Panday and Huyakon, 2004), within HGS, are simulated as mechanistic processes governed by plant and climatic conditions, as described by Kristensen and Jensen (1975) and Wigmosta et al. (1994). At the edges of the surface flow domain, a critical depth boundary is used to simulate surface water outflow from the model. Manning’s roughness coefficient for the forested upslope areas are assigned uniformly to 1.9x10^-6 d/m^{1/3}, representing areas of minor
ground vegetation \((\text{Shen and Julien}, 1993)\). Friction slope for the wetlands are set to \(8.1 \times 10^{-5} \text{ d/m}^{1/3}\), typical for high grass \((\text{Shen and Julien}, 1993)\).

Topography and land use for the Lehstenbach catchment are shown in Figure 4.4. The elemental type distribution shown in Figure 4.4 is used to delineate the stream, wetlands and forest areas. The detailed micro-topography of the wetland model cannot be included explicitly at the catchment scale due to computational constraints. Instead, the rill storage concept is used (see \text{Therrien et al.}, 2009), whereby a ponding depth is specified at surface nodes which must be reached before surface flow is induced. Spatially distributed rill storage height zones are used to represent the micro-topographically induced threshold-type behaviour of runoff generation from the wetlands. These storage zones mimic the depression-storage characteristics and the typical fill and spill mechanisms of the wetlands’ micro-topography. However, the behaviour of the wetlands in the catchment-scale model (as opposed to the wetland model) is influenced additionally by variable groundwater heads at the upslope boundaries, which are driven largely by recharge originating from infiltration in the upslope forested areas. The simulation period is the hydrological year 2000 (11/1/2000 - 10/31/2001), although a focus is placed on the large July storm (13th - 21st July, 2001) simulated in the wetland.

![Figure 4.4: Model spatial discretisation of the Lehstenbach catchment and distribution of the stream, wetland and forest areas (the z-axis is exaggerated by a factor of 5). Model observation points are at locations 1 to 6 and the outlet.](image-url)
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Table 4.1: Surface and subsurface parameters used in the Lehstenbach catchment model. For a detailed description of all model parameters used in HGS, see Therrien et al. (2009).

NOTE:
This figure/table/image has been removed to comply with copyright regulations. It is included in the print copy of the thesis held by the University of Adelaide Library.
model. Note that because the whole year is simulated in the catchment model, day 0 in the wetland model is the same as day 200 in the catchment model. Evaluation of simulated stream discharge to the observed discharge for the 2001-2005 hydrologic years yields a Nash-Sutcliffe efficiency of 0.51, which is deemed reasonable for this study.

4.3.3. HMC method

The HMC method developed by Partington et al. (2011) allows separation of the streamflow hydrograph by the in-stream flow generation mechanisms (i.e. groundwater discharge to the stream, direct rainfall to the stream, and overland flow to the stream). The HMC method works by utilising the spatiotemporal information of active in-stream flow generation mechanisms to obtain the contributing flow generation mechanisms. The HMC method treats each stream node in the surface domain of the model as a mixing cell. The method utilises the nodal fluid mass balance from the ISSHM at each model time-step, to calculate the fraction of water in each cell that derives from different in-stream flow generation mechanisms. For example, if a cell has a water volume of 0 units at the start of the time step and 2 units at the end of the time step, and during that time-step 1 unit of groundwater discharged into the cell and 1 unit of rainfall fell on the cell, then the fraction of groundwater discharge and direct rainfall in the cell would be 0.5. This becomes more complex if there is also outflow from the cell, because a mixing rule must be chosen for the mixing-cells, which dictates how the fractions are calculated at the end of each time step. The HMC method uses the “modified mixing rule”, which simulates a mixing regime between perfect mixing and piston-flow (see Campana and Simpson, 1984).

Each in-stream flow generation mechanism is assigned a unique fraction $f$. Over each time-step of the model simulation, inflowing water into a cell from either the subsurface (e.g. groundwater discharge) or surface boundary conditions (e.g. rainfall) is classified by the corresponding unique fraction. The sum of all fractions in each cell, for an error-free fluid mass balance, is equal to 1. Inflow from adjacent cells is assigned the fractions from the upstream cell. Partington et al. (2011) derived an equation for the fraction $f$ for each in-stream flow generation mechanism $k$ at time $N$ in cell $i$ as:
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\[
f^N_{(k)} = \left( \frac{V_{i}^{N-1}}{V_{i}^{N}} - \sum_{j=1}^{N} \frac{V_{j}^{N}}{V_{i}^{N}} f_{(k)}^{N-1} \right) + \sum_{j=1}^{N} \frac{V_{j}^{N}}{V_{i}^{N}} f_{(k)}^{N-1} \tag{4.1}
\]

Where there are \( n \) sources and \( m \) sinks for cell \( i \); \( f_{(k)}^{N-1} \) denotes fraction \( k \) at time \( N-1 \) in the neighbouring cell \( j \), \( V \) denotes the volume with the superscript denoting time state and subscript \( i \) denoting the cell, \( ij \) denoting volume into cell \( j \) from cell \( i \) over the time-step from \( N-1 \) to \( N \), and \( ji \) denoting volume from neighbour \( j \) into \( i \).

To achieve the aims of the current study, some limitations from previous implementations of the HMC method must be addressed. Firstly, Partington et al. (2011, 2012) does consider the contributing mechanisms for overland flow, as groundwater discharge adjacent to the stream was negligible. Secondly, Partington et al. (2011) notes that the HMC method was only numerically stable if the ratio of outflow to storage was less than 1, and the fluid mass balance convergence criterion was very small (<10^{-10} m^3/s). These stability conditions require very low convergence criterion (<10^{-10} m^3/s) for the solution of the fluid mass balance equation, and very small time-steps (<100 s), thus increasing simulation time significantly. Use of the HMC method in this study expands on previous implementations by: (1) accounting for overland flow generation mechanisms in the HMC method, (2) modifying the HMC scheme to allow operation at sub-time-steps of the ISSHM flow solution time-step, and (3) developing stability handling criteria for HMCs to prevent instabilities from occurring. Addressing these limitations enables the quantification of contributing in-stream and overland flow generation mechanisms for the more complex virtual experiment considered in this current study.

4.3.3.1. Capturing in-stream and overland flow generation mechanisms

Overland flow generation mechanisms are considered by using additional HMC fractions to those used in Partington et al. (2011, 2012). All in-stream and overland flow generation mechanisms are delineated by surface node definition: e.g. ‘stream’ or ‘overland’. Surface nodes may also be defined as ‘other’ nodes, which could be lakes, reservoirs, upstream inflow boundaries or areas for which internal flow generation may not be of interest or are not known. In this study, forested areas are treated as ‘other’ nodes. With respect to groundwater discharge
and rainfall, flow generation at ‘other’ nodes is not captured explicitly. Instead, any water flowing from ‘other’ nodes to a stream or overland node is assigned an ‘other’ fraction of 1 (i.e. \( f_{\text{other}} = 1 \)), i.e. without delineation of this water into components of groundwater discharge and rainfall. Unless water in the surface domain at the start of a simulation is assigned stream, overland or ‘other’ fractions from a previous simulation, then it is not possible to know which flow generation processes were responsible for initial surface water. Therefore, an “initial” fraction is also included; initial conditions for existing surface water in each cell default to the “initial” fraction (i.e. \( f_{\text{initial}} = 1 \), and all other fractions are set to zero) unless predefined otherwise.

### 4.3.3.2. Sub-timed HMC algorithm to ensure stability

The stability of Eq. 4.1 in the HMC method is dependent on the ratio of outflow to storage (Partington et al., 2011). Stability requires that the volume of water leaving a cell over a given time step is less than the volume in storage. The volume leaving a cell is calculated using the fluid mass balance, accounting for small errors in the water balance (i.e. \( \sum f_{(k)} \neq 1 \)) within each cell (for outflow and storage). Absolute error (\( \epsilon \)) within cells is calculated as \( \epsilon = |1 - \sum f_{(k)}| \). The HMC ratio for each cell \( i \) is defined as:

\[
\text{HMC ratio}(i) = \frac{\sum_{j \in \text{neighbors}} V_j \sum_{i \neq (k)} f_{(k)}^{N-1}}{\sum_{i \neq (k)} f_{(k)}^{N-1}}
\]  

(4.2)

Instability in the HMC method results when the cell ratio is greater than 1 in any HMC. For small HMCs, the storage volume may be quite small relative to the outflow. Maintaining the HMC ratio below 1 can necessitate very small time-steps when the cell’s storage is small relative to the flow. This is problematic for long term transient simulations requiring large time-steps in the flow solution. As part of the improved HMC method, a sub-timed HMC method is implemented to prevent relatively small time-steps. This implementation removes the stability restriction (i.e. Eq. 4.2) imposed by the HMC method on the maximum time-step for the HGS flow solution. The sub-timed HMC method is applied when the maximum HMC ratio at any of the cells is greater than 1. It works by subdividing the fluxes and storage changes within a time-step. This subdivision between time-
steps \( N-1 \) and \( N \), and calculation of fractions at each sub-time step \( n \) is done in the following way:

1. Calculate the number of sub-time steps (\( s \)) required to ensure stability based on maximum HMC ratio:

\[
s = \lceil \text{max. HMC ratio} \rceil + 1 \quad (4.3)
\]

Where \( \text{max. HMC ratio} \) is the maximum HMC ratio.

2. Calculate the sub-timed-ratios (\( t_{\text{sub}} \)) for adjusting inflows, outflows and storage changes at each \( n \):

\[
t_{\text{sub}} = \begin{cases} 
1/(s-1) & ; 1 \leq n < s \\
1-t_{\text{sub}}*(s-1) & ; n = s 
\end{cases} \quad (4.4)
\]

3. Calculate the changes in storage for the cells over the whole time-step:

\[
dS_i = V_i^N - V_i^{N-1} \quad (4.5)
\]

4. Calculate the sub-timed HMC fractions, updating for all cells \( i \) at each sub-step \( n \) as follows:

\[
f_{n(i)}^n = \left( \frac{V_i^{n-1}}{V_i^n} \right) \frac{\sum_{j=k}^{N} V_i^N * t_{\text{sub}}}{\sum_{j=k}^{N} V_i^N * t_{\text{sub}}} + \frac{\sum_{j=k}^{N} V_j^N * f_{j(k)}^{n-1} * t_{\text{sub}}}{\sum_{j=k}^{N} V_j^N} , n = 1, \ldots, s \quad (4.6)
\]

Subject to

\[
V_i^0 = V_i^{N-1} \quad \text{and} \quad f_{a(k)}^0 = f_{a(k)}^{N-1} , a = i, j \quad (4.7)
\]

\[
V_i^n = V_i^{N-1} + n * t_{\text{sub}} * dS_i \quad \text{for} \; 1 \leq n < s \quad (4.8)
\]

\[
V_i^s = V_i^N \quad (4.9)
\]
4.3.3.3. Stability constraints for efficient execution of the HMC method

The sub-timed HMC scheme allows time-steps in the flow solution to be as large as convergence criteria allow. However, a very large HMC ratio (> 10000), results in a large number of sub-time steps. In terms of computational efficiency, a very large HMC ratio is not desirable, particularly for cells that only have very small volumes of water storage. In near dry cells, large HMC ratios will often arise at the onset of rainfall, groundwater discharge or overland flow, as the outflow can be significantly larger than storage. The large HMC ratio problem tends to occur in simulating ephemeral reaches of streams whereby particular stream cells become dry. Similarly, this problem occurs in simulating overland flow whereby the overland cells are often dry (due to overland flow only normally occurring in rainfall events). In these cases of a large HMC ratio, particular cells can become numerically unstable due to propagation of errors from the fluid mass balance. Fortunately, this occurs at cells that are of little interest in a physical sense (i.e. where active processes take place but with relatively insignificant volumes of water).

To address these problems and ensure stability and computational efficiency, criteria are added to the method and used to determine if each cell should be evaluated. If any of the above criteria are met, then the cell being evaluated is reset, which means that all fractions \( f \) in the reset cell are set equal to zero, and that the cell is assigned the reset fraction \( f_{\text{Reset}} = 1 \). The criteria (a-e) for a reset cell are checked at each time-step allowing it to become active if the reset criteria are no longer met. The reset fraction allows the tracking of the fraction of water for which the flow generation is unknown (due to the cell being reset), which quantifies the effect of the reset fraction. Tracking of the reset fraction highlights through inspection of calculated HMC fractions if this unknown flow generation is significant. If the reset fraction of flow in the streamflow hydrograph is high (>1%) then each criterion can be modified to bring this to a satisfactory level (<1%).

The reset criteria are as follows:

a) Minimum volume. Cells with relatively small water storages are reset unless surface flow is greater than zero \( 10^{-10} \) in this study.)
b) *Ponding only*. Cells with no surface flow are reset if the inflow or outflow is greater than the volume of ponded water.

c) *Maximum HMC ratio*. Cells with a large HMC ratio (Eq. 4.2) are reset ($10^4$ in this study).

d) *Relative volume error too high*. Cells in which the ratio of the ‘absolute volume error’ to storage is large are reset, where the absolute volume error denotes the absolute value of the error in the volumetric cell balance (2.5 in this study).

e) *Error in HMC excessive*. Cells with a large absolute error ($\epsilon$) are reset after updating the fractions in the cell at each time-step or sub-time-step (0.5 in this study).

4.4. **Flow generation analyses conducted using the HMC method**

The in-stream and overland flow generation mechanisms analysed for the case study (see Figure 4.2) are: (1) groundwater discharge to the stream channel (GW-CH), (2) direct rainfall to the stream channel (RF-CH) and overland flow to the stream channel. The overland flow generation mechanisms analysed are: (3) groundwater discharge to wetland surface areas (GW-WL), (4) direct rainfall on wetlands surface (RF-WL) and (5) overland flow from forested areas (Forest).

The unique fractions $f$ used in this HMC analysis are: (1) GW-CH, (2) RF-CH, (3) GW-WL, (4) RF-WL, (5) Forest, and also (6) initial water (Initial) and (7) reset water (Reset). In-stream and overland flow generation mechanisms are determined based on surface cell type: i.e. stream, wetland or forest cells. Each analysis outlined below corresponds directly to aims 1 to 3. To aid the reader through the following sections, Table 4.2 below summarises the flow generation mechanisms analysed, and the corresponding unique HMC fractions and fraction types.
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Table 4.2: Considered flow generation mechanisms, HMC unique fractions, and HMC fraction types.

<table>
<thead>
<tr>
<th>Flow generation mechanism</th>
<th>Unique fraction</th>
<th>Fraction type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groundwater discharge to the stream channel</td>
<td>GW-CH</td>
<td>In-stream</td>
</tr>
<tr>
<td>Direct rainfall to the stream channel</td>
<td>RF-CH</td>
<td>In-stream</td>
</tr>
<tr>
<td>Groundwater discharge to the wetlands</td>
<td>GW-WL</td>
<td>Overland</td>
</tr>
<tr>
<td>Direct rainfall to the wetlands</td>
<td>RF-WL</td>
<td>Overland</td>
</tr>
<tr>
<td>Surface flow from the forest area</td>
<td>Forest</td>
<td>Other</td>
</tr>
<tr>
<td>Unknown</td>
<td>Initial</td>
<td>Initial</td>
</tr>
<tr>
<td>-</td>
<td>Reset</td>
<td>Stability</td>
</tr>
</tbody>
</table>

4.4.1. Separating flow hydrographs by in-stream and overland flow generation mechanisms

The main output from the HMC method is the values of the unique fractions $f$ at each cell, which are used to separate the flow hydrographs by multiplying the total flow at each time step by each of the unique fractions at the corresponding time step. Each flow hydrograph at the outlet and selected model observation points (see Figure 4.3 and Figure 4.4) is made up of a collection of cells. At each cell, the surface outflow is separated by the unique fractions into the corresponding flow generation mechanisms, and then these are summed for each collection of cells.

4.4.2. Analysing spatiotemporal variability of in-stream and overland flow generation

Spatial variability of in-stream and overland flow in both models is demonstrated in three ways. Firstly, visualisation of the HMC fractions across the model surface domain is shown in each model at different points in time. Secondly, flow hydrographs are shown at select observation points within each of the models. Lastly, the different flow generation mechanisms driving total flow at each of the locations are summarised. The summarising of the flow components is achieved by integrating over the flow curves for each of the flow generation mechanisms, at each selected observation point.
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4.4.3. Analysing active and contributing processes

The analysis of active and contributing processes is carried out over the entire year long simulation for the catchment scale model. In particular, the components analysed are GW-CH, RF-CH and wetlands surface discharge to the stream channel (WL-CH = GW-WL + RF-WL). Runoff from the forested areas to the stream channel is also considered (Forest-CH). The active flow generation processes are determined by summing the inflowing fluxes to the surface domain (GW-CH, RF-CH, WL-CH, Forest-CH) at each time-step, and the contributing processes (taken at the outlet) are determined from the HMC analysis. A long-term ratio of contributing to active flow generation mechanisms is calculated to quantify the cumulative difference between these two.

4.5. Results and discussion

4.5.1. Wetland model

4.5.1.1. In-stream and overland flow generation mechanisms driving flow

The applied rainfall and the resultant outflow and corresponding flow generation components are shown in Figure 4.5a-b. From the time rainfall starts, streamflow increases slightly until day 17, at which point the rainfall rate increases significantly. The rain falling directly on the channel contributes to runoff immediately. The infiltration across the overland area increases the subsurface head, which in turn increases the groundwater discharge to the channel. The rapid response of rainfall directly on the channel (RF-CH) is clearly seen to follow the pattern of the rainfall input. During the highest rainfall period, over day 17, the groundwater discharge to the channel rises to an apparent quasi-steady-state. In the four days that follow, the GW-CH component only changes slightly in relation to the total streamflow. All major changes in streamflow between days 17 to 22 are attributed to changes in overland flow to the stream. It can be seen in Figure 4.5c that at approximately 17.6 days, overland flow from FN1 reaches the channel and causes a rapid increase in streamflow.
Figure 4.5: Hyetograph, simulated outlet hydrograph, simulated FN1 hydrograph, simulated FN2 hydrograph and simulated surface water storage graph for the wetland model during a large storm event. GW-CH and RF-CH are direct groundwater discharge and rainfall to the channel. GW-WL and RF-WL represent groundwater discharge and rainfall to the surface of the wetland area respectively. Initial represents the initial water in the surface domain at the beginning of the simulation. The reset fraction of flow was negligible and hence is not shown.

Figure 4.5d shows that almost half a day after FN1 starts discharging to the channel, at approximately day 18, FN2 starts contributing to streamflow. Whilst a greater proportion of rainfall to the wetland surface area (RF-WL) is evident, there is also a large component of groundwater that discharged to the wetland surface (GW-WL). This large component of GW-WL in the outflow hydrograph appears not only to be an increase in this overland flow generation mechanism at this particular time, but also a result of the mobilisation of the ponded water generated.
from GW-WL. The total surface water storage across the model and also the flow
generation mechanisms that created the storage are shown in Figure 4.5e. The
ponding of water in the hollows makes up almost 100% of the surface storage
(with the GW-CH and RF-CH water being relatively insignificant). There is only
a relatively small variation in the total storage after day 18. A small component of
initial water is contributing to streamflow at the outlet at day 18. The initial water
was mobilised after the hollows fill and then spill toward the stream. This shows a
slow rate of turnover (>18 d) of ponded surface water due to the time taken for the
hollows to ‘fill and spill’, i.e. prior to the activation of the flow networks.

4.5.1.2. **Spatiotemporal variability of in-stream and overland flow
generation**

Two snapshots of in-stream and overland flow generation are shown for the
wetland model, just before the rainfall event at the start of day 14 (Figure 4.6), and
6 days into the storm event at day 20 (Figure 4.7). The distributions of (1) GW-
WL water in the hollows, and (2) GW-CH water, are shown in Figure 4.6 and
Figure 4.7. After 14 days, the rainfall event begins and therefore there is no RF-
CH or RF-WL fraction of surface water (not shown in Figure 4.6). The reason that
the fraction of GW-WL water is not equal to 1 across the hummocks and hollows
is because of the persistence of initial water, of which a small volume resides on
the surface.

The development of overland flow in the wetlands is well established at day 20.
An increase in the GW-WL component of streamflow is explained by the
increased subsurface heads leading to a more developed seepage face along the
bank. Close examination of the two flow networks (FN1 and FN2) highlights
variations in the overland flow generation across the wetland. The overland flow
network on the left (FN1) has a slightly higher component of groundwater
discharge, whereas the flow network on the right (FN2) has a slightly higher
component of rainfall, with clear spatial variation in each. The flow network FN2
has a higher rainfall driven component because of the larger surface area of the
stored water, which receives more rainfall. The reset of cells at the top of the
hummocks and the upper part of the stream bank is due to the fact that these cells
have no surface flow to other cells and also the inflow from rainfall at these cells
is much greater than the ponded water volume.
Figure 4.6: Wetland HMC fractions at day 14 (pre-storm event). The in-stream and overland flow generating mechanisms shown are: a) groundwater discharge to the channel (GW-CH), b) groundwater discharge to the wetland surface (GW-WL). The initial and reset fractions are also shown in c) and d) respectively. A GW-WL fraction of 0.5 denotes that 50% of the water at that cell was generated from groundwater discharging to the wetland surface.

Figure 4.8 shows a summary of the percentage of total volume of water derived from different in-stream and overland flow generation mechanisms. This summary is provided at the outlet and for each of the flow networks (FN1 and FN2). All volumes were determined by integrating over the flow hydrographs in Figure 4.5 (b-d). The contributions towards total flow from the two overland flow networks were calculated to be 34% and 10% for FN1 and FN2, respectively, making a total overland flow contribution of 44% over the simulation period. The components of initial water and reset water, are insignificant (<1%). The volume attributed to cumulative error was extremely small at the outlet (4 x 10^-16%).
Figure 4.7: Wetland HMC fractions at day 20 (during the storm event). In-stream and overland flow generating mechanisms shown are: a) groundwater discharge to the channel, b) groundwater discharge to the wetland surface, c) rainfall to the channel, d) rainfall to the wetland. The remaining initial water (e) and the reset fraction (f) for reset cells are also shown.
Figure 4.8: Comparison of different streamflow generation mechanism contributions at the outlet, FN1 and FN2. The initial and reset fractions and the cumulative error in the cells were insignificant, as can be seen at the top of the stacked columns.

To summarise, HMC analysis of the wetland model demonstrates clear spatial variability in overland flow generation, as depicted in Figure 4.6 and Figure 4.7. This variability is clear in the discharge hydrographs of the two flow networks (Figure 4.5), highlighting a complex relationship between rainfall input and runoff from the wetlands into the stream. However, despite this spatial variability, the flow networks have similar compositions of overland flow generation components at the point of discharge into the stream, with both FN1 and FN2 being dominated by RF-WL flow generation (Figure 4.8). The HMC analysis showed that the RF-WL component of flow is larger by about 5% over the GW-WL component in driving the overland flow contribution at the outlet (Figure 4.8). As evidenced in the Figure 4.5 discharge hydrographs, the storage across the overland area shows that the relationship between overland storage and overland flow contributions to streamflow at the outlet is non-linear. As noted in Frei et al. (2010) this non-linear relationship is caused by the complex nature of the ‘fill and spill’ mechanism. As expected, the direct RF-CH component of in-stream flow generation followed the rainfall input. This is because there are no significant time lags or losses along the stream to the subsurface. Similarly, the response to rainfall of groundwater discharge in the channel (GW-CH) is also as expected, although it has a slower response than the RF-CH component.
4.5.2. Catchment model

Three snapshots from the model simulation for the large storm in July 2001 are examined for surface water distribution and surface-subsurface exchanges. These snapshots are taken just prior to the storm (day 216), at the peak of the storm (day 218), and 2 days after the peak (day 220). Figure 4.9 shows standard HGS outputs of surface saturation, exchange flux and depth distribution across the catchment at each of these times. Figure 4.9a shows that saturation at the surface boundary increases across the catchment as the storm event progresses.

![Figure 4.9: Simulated surface saturation (a), exchange flux (b) and surface water depth (c), prior to the storm, at the storm peak and 2 days after the storm peak. A losing section on the right arm of the stream is highlighted in the third frame of row b). Positive values of exchange flux indicate groundwater discharge to the surface and negative values indicate infiltration of surface water to the subsurface.](image)

The exchange flux (Figure 4.9b) across the catchment shows where water is exfiltrating from the subsurface to the surface (positive values) and where water is
infiltrating into the subsurface from the surface (negative numbers). Prior to the storm event, there is no exchange across the forested areas, water is being lost from the wetlands to the subsurface, and groundwater is discharging to the stream. At the peak of the storm, the infiltration rate peaks in the forested areas, but the infiltration from the wetlands decreases. The area of groundwater discharging to the stream is slightly increased, but not significantly. At the cessation of the storm event, the infiltration rate is varied across the forested area. In Figure 4.9b at day 220, about two thirds of the reach on the right arm of the stream is losing (highlighted by a red ellipse).

The surface water depth distribution (Figure 4.9c) across the catchment highlights the wetland areas, where most surface ponding occurs. Excluding the stream, these wetland areas lie at the lowest elevation in the catchment. It is these ponded wetlands that provide the overland runoff during the storm event. There is discharge of groundwater at the upper part of the right arm of the stream, however, this water is returned to the subsurface across the losing stretch of this reach of the stream (highlighted in Figure 4.9b).

4.5.2.1. **In-stream and overland flow generation mechanisms driving flow**

The separated streamflow hydrograph at the outlet is shown in Figure 4.10. In Figure 4.10b, the GW-CH component of streamflow is seen to respond immediately to rainfall events with no clear lag, possibly due to propagation of a pressure wave. As rainfall ponds on the hydraulically connected wetlands, this in turn increases the head in the underlying aquifers. The GW-CH component of streamflow is seen to make up ~97% of the flow in dry periods – the GW-WL component of streamflow contributes a very small amount to streamflow during dry periods (~3%). The RF-WL and GW-WL components of the outlet hydrograph (Figure 4.10b) show that the wetlands only provide a significant component to streamflow during the larger storm events (e.g. at the storm peak, day 218). After the large storm event from day 221, the streamflow is supported mainly by GW-CH discharge to the stream. Overland flow from the forested areas had a negligible contribution to overland flow in the wetlands and hence also to streamflow, and for this reason is not shown in the hydrographs.
Figure 4.10: Hyetograph (a), separated discharge hydrographs at the outlet (b), as well as the HMC fractions in surface-storage across the catchment (c). Note that overland flow from the forest was negligible (< 0.2%) in contributing to streamflow and so is not shown in (b).

The total surface water storage across the Lehstenbach catchment and the storage of water from different flow generation mechanisms, i.e. the mechanism by which the water came into storage are depicted in Figure 4.10c. This figure shows that much of the storage in the surface is ponded water in the forested areas. The second largest component of storage is rainfall stored in the wetlands. Notably, the GW-CH and RF-CH generated surface storages are relatively insignificant with respect to total storage, yet provide the largest contribution to streamflow. The surface water volumes of initial, reset and cumulative error are relatively insignificant (i.e. appear as horizontal lines along y = 0 in the graphs) to the flow generation mechanisms and are therefore not shown.

4.5.2.2. Spatiotemporal variability of in-stream and overland flow generation

The in-stream and overland flow generation calculated by the HMC method (at the same snapshot times as in Figure 4.9) for the large July storm are shown in Figure 4.11. Prior to the storm, at day 216, the GW-CH component of streamflow over the entire stream is high and dominating. At this time, there are small patches of RF-CH generated stream water in places where little to no groundwater is discharging and where there is no upstream flow passing through. A portion of the wetland areas prior to the storm show GW-WL generated surface storage, a small
portion of which is feeding into the stream, which is more clearly apparent in the hydrograph of Figure 4.10. The speckled RF-WL water existing prior to the storm highlights areas where some ponding from rainfall has occurred that is yet to either runoff, infiltrate or evaporate. The source of this rain is attributed to smaller recent rainfall events (not shown). The bottom row of Figure 4.11 shows the amount of reset (or unknown) fraction across the catchment during the storm. Areas where the reset fraction is high correspond to areas where either no surface flow is occurring or ponding is insignificant (as defined in Section 4.3.3.3). This highlights areas where ponding processes take place, but in such small quantities of water that they are not of interest, particularly in relation to the streamflow hydrograph. As noted in Section 4.3.3.3, any reset cell is still tracked, which means that any surface flow out of a reset cell is also tracked so that the influence of these cells is accounted for.

At the peak of the large storm, at day 218, the fraction of GW-CH generation becomes diminished across the stream as rainfall generation mechanisms become dominant. The reduction of the fraction of GW-CH generation is matched by an increase in fractions of RF-CH, GW-WL and RF-WL generation. At day 218, an increase in the active part of the stream on the right arm (including upstream of the losing section) is shown in the RF-CH generation. The GW-WL generation on the wetlands at the peak of the storm is reduced. However, it is worth noting that the GW-WL water appears in the same area as where water has ponded, shown in the depth distribution in Figure 4.9.

As described in the stability criteria section 4.3.3.3, surface nodes containing less than $10^{-10}$ m$^3$ of water are excluded from analysis and are reset, which causes the ‘speckled’ effect that is seen adjacent to the upper reaches of the stream. This effect is attributed partly to the spatial variations in rill storage height across the wetlands. The small water storage at some wetland nodes relates to those wetland nodes not being saturated and water infiltrating quickly due to the high hydraulic conductivity near the surface.
Figure 4.11: HMC calculated in-stream and overland flow generation for the Lehstenbach catchment – before peak (day 216), at peak (day 218) and after the peak (day 220). The flow generation components are: a) groundwater discharge to the channel (GW-CH), b) rainfall to the channel (RF-CH), c) groundwater discharge to the wetlands surfaces (GW-WL), and d) rainfall to the wetlands (RF-WL). The initial fractions are not shown as all initial water has been flushed from the catchment. The reset fractions are shown in row e).
After the peak of the storm event, at day 220, the GW-CH generation component starts to increase. This increase is most apparent in the lower reaches of the stream where the RF-CH generated streamflow has been mostly flushed from the stream. The RF-CH component is still strong in small isolated areas in upstream parts of the stream that are not flowing, and instead, are ponding. The wetlands receive more groundwater discharge after the storm, which is reflected in the extent of GW-WL generation across the catchment.

Analysis of the entire 2001 hydrological year allowed comparison of the longer term flow generation across the catchment to the July large storm event. Figure 4.12 shows box plots of the percent contribution of each of the flow generation mechanisms across the 7 model observation points depicted in Figure 4.4. The left plot shows the spread for the entire hydrological year and the right shows the spread for the large July storm (between days 17 and 20). The volume of water that passed through the outlet and locations 1-6 is determined by integrating over the streamflow hydrographs for each component of flow and dividing by the total volume of streamflow that passed through. Not shown are the fractions of ‘forest’ (maximum 0.3%), initial (maximum 0.05%) and reset (maximum 0.41%) and the cumulative error resulting from imperfect nodal fluid mass balances over the simulation (maximum -0.9%). These components are relatively insignificant in comparison to the four main flow generation mechanisms. This volumetric analysis indicates that the mechanisms for flow generation did not differ significantly across the Lehstenbach catchment, although greater variation can be seen across the focused period of the large July storm compared to the entire year. However, it is worth noting that the ‘outliers’ in the ‘event’ plot correspond to observation point 1, which contributes less than 1% of the flow over this event.

Comparison of the distribution of individual flow generation processes across the entire hydrological year showed surprising uniformity across the catchment. The similarities in flow generation processes over the year long time scale at the seven model observation locations are possibly due to the uniformly applied rainfall events and the simplified representation of the micro-topography across the wetlands.
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Figure 4.12: Box plots showing the spread of the average in-stream and overland flow generation mechanism contributions for the entire year and during the large storm event, across the 7 different model observation points. The thick black line represents the median; the box covers the inter quartile range (IQR) bounded by the lower and upper quartiles; the whiskers extend to the lowest and highest data point within the fences (where the fences are 1.5 x IQR above and below the upper and lower quartiles respectively); the circles represent data above and below the upper and lower fences respectively.

The distributions for the event scale show a larger spread across the seven model observation locations, which was also evident in the individual hydrographs. This difference in the drivers of streamflow across these observation points is possibly due to timing of the activation of WL-CH flow across different areas of wetlands, and the differences in head gradient at the stream interface driving GW-CH flow.

The catchment model shows a combination of simple processes varying in space and time, which leads to a complex culmination of in-stream and overland flow generation processes at the outlet. Rain falling in the forested areas mainly infiltrated and then recharged the underlying unconfined aquifer, which in turn fed the adjacent down-slope riparian wetlands and stream. Because of the ‘rill storage’ within the wetland areas, there is an aggregated ‘fill and spill’ mechanism that is averaged over the wetland areas. The rill storage provided a threshold to rainfall inducing runoff from the wetland areas. The GW-CH response to rainfall mimicked a dampened rainfall input. This GW-CH component appeared more
sensitive than the GW-WL component, which contributed very little to streamflow. The sensitivity of the GW-CH component is caused by the heads in the riparian wetlands controlling groundwater flow. As the wetlands and underlying unconfined aquifer are connected, increases in water levels in the wetlands from rainfall increases subsurface heads and hence increases the discharge of groundwater to the stream channel (i.e. GW-CH generation mechanism). Conversely, the slower, almost filtered response from the GW-WL generation mechanism is caused by: 1) the time delay in percolation recharging the unconfined aquifer from the forested areas; then 2) the slow flow of groundwater through the unconfined aquifers into the wetlands; then 3) the mobilisation of ponded water in the wetlands into the stream once the wetlands overtop into the stream.

4.5.2.3. **Active versus contributing flow generation mechanisms**

A comparison of the active and contributing flow generation processes for GW-CH, RF-CH and WL-CH is shown in Figure 4.13. In Figure 4.13a, the active component of GW-CH flow is clearly seen to be higher than the contributing processes which predominantly results from losing areas along the stream. It should be noted that the time lags in the stream also lead to a difference between the active and contributing components, although these are small in this catchment and hence do not play an obvious role. Similarly in Figure 4.13b and Figure 4.13c a much larger flux is evident of active RF-CH and WL-CH flow as opposed to the contributing portion at the outlet. This figure highlights the transient difference between the active and contributing processes in this catchment.

The long term ratio of contributing to active flow generation processes for WL-CH (0.78), RF-CH (0.34) and GW-CH (0.25) highlights the significant differences between active flow generation processes across the catchment and contributing flow generation processes driving outflow. Furthermore, the cumulative lines show how this dichotomy develops through time. This supports the need to differentiate between these active and contributing processes in interpreting streamflow hydrographs, and therefore, the need to separate the streamflow hydrograph properly.
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Figure 4.13: Comparison of active and contributing processes with respect to a) GW-CH, b) RF-CH, and c) WL-CH (where WL-CH = RF-WL + GW-WL). Note that the contributing component is superimposed on top of the active component in each of these graphs, i.e. they are not stacked. The long-term ratio of contributing to active processes is also noted in each of the plots, which highlights the average difference between the two. The dashed and dotted lines on each plot represent respectively the cumulative active and contributing components.

4.5.3. Comparison of wetland and catchment models

At the outlet of both models, GW-CH streamflow generation was fairly consistent across storms with only minor changes relative to the total streamflow hydrograph. The GW-CH component was seen to respond immediately to rainfall with no obvious lags in both models. Large changes in streamflow at the outlets for both models can be attributed to the overtopping of rills within the riparian wetlands driven by both RF-WL and GW-WL mechanisms. However, in the catchment model, the RF-CH component contributes significantly to total streamflow during the large storm event, which is attributable to the coarse model discretisation of the stream network. This discretisation does not capture the narrow nature of the actual channels, so that the channels in the model are wider than they are in reality. The surface area of the stream in the model captures additional rainfall that would not usually be attributed to the RF-CH flow...
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generation mechanism within the catchment. Overland flow from the wetlands in both models is dominated by RF-WL flow generation. The GW-WL component is almost as large as the RF-WL component in the wetland model; however, the GW-WL component is almost negligible at the outlet of the catchment model. The difference in the GW-WL component between the two models can be attributed to the discretisation of the wetlands. In the catchment model, the threshold behaviour to overland flow is captured, which is evident in the wetland model, but the catchment scale model does not capture the enhanced surface-subsurface mixing of the wetlands model, which results in a lot of the RF-WL water infiltrating and then discharging as GW-WL.

4.5.4. Limitations of wetland and catchment models

A number of assumptions were made within this modelling that limited the representation of reality, as well as any generalisations that can come from it. The main limitation of the wetland model is that it does not replicate a particular Lehstenbach wetland, hence there are no observed data to compare with, meaning the model can only be used for virtual experimentation.

For the catchment scale model, only outflow time series were available for calibration. As this was the only data used in evaluation of the model, there are likely to be multiple parameter sets that could yield the same Nash Sutcliffe efficiency, i.e. equifinality. Alternative parameter sets with equivalent model fits could potentially lead to significant differences in the spatiotemporal distribution of flow generation processes and hence influence the dynamics of contributing processes at the catchment outlet. The resulting non-uniqueness of processes elicited with the HMC method might not be representative of the actual processes occurring in the Lehstenbach catchment. This limitation could be addressed (at least in part) by using additional hydrometric data in model calibrations to further constrain the problem.

HMC analysis shows that the response of the wetlands in the catchment scale model seems to be consistent with the understanding of wetland runoff processes and the catchment behaviour in general; however, the effect of the mesh discretisation of the stream and wetlands in the catchment model mesh on the GW-CH response and WL-CH response still requires quantification. Refining the
coarse mesh would allow for better representation of the enhanced surface-subsurface mixing, as exhibited in the wetlands scale model, which is important in consideration of biogeochemical processes (*Frei et al.*, 2012).

The subsurface response is affected by the subsurface boundary conditions, and no-flow boundaries in the subsurface prevent groundwater from flowing out through the subsurface, which leads to increased groundwater exfiltration near the outlet. Although this is generally consistent with the understanding of subsurface flows in the catchment based on previous studies (*Hauck*, 1999; *Lischeid et al.*, 2002), a more thorough assessment of the effects of the subsurface boundary conditions on catchment outflow would be helpful to further refine our understanding of the system.

Model simulations would likely have been influenced by: (1) simplification of heterogeneity within soil types, (2) exclusion of preferential subsurface flow, and (3) spatiotemporal resolution of rainfall and evapotranspiration inputs (spatially uniform rather than distributed, daily rather than hourly rainfall and ET). It is expected that additional heterogeneity (e.g. within each soil layer) would lead to more complex stream-aquifer exchange patterns, although it is not expected that this would significantly alter the catchment response. Inclusion of shallow macropores in the forested areas of the catchment would allow rapid infiltration to the upper layer of the soil; however, this infiltrated water would be limited in recharging the aquifer due to the soils’ saturated hydraulic conductivity below the extent of the macropores. The spatiotemporal resolution of the rainfall and ET could potentially have a large impact on the catchment response, particularly where short intense rainfall events lead to flashy streamflow responses, which would not be captured using the average daily rainfall. With respect to these assumptions, it is still expected that increased complexity of inputs would lead to at least the same or greater spatiotemporal variation in the different flow generation mechanisms. It is not expected that increased complexity would yield more homogeneous responses in in-stream and overland flow generation processes, although this is clearly yet to be tested. Furthermore, the influence of surface flow travel times, flow impediments and flow depletion processes are still important with respect to spatiotemporal variability of contributing flow generation processes.
4.5.5. Evaluation of HMC method implementation

The sub-timed scheme of the HMC method is an important improvement which allowed application to more complex problems than those studied in Partington et al. (2011, 2012) and Li et al. (2013). The sub-timed scheme was necessary in both of the models, significantly reducing the number of flow solution time-steps that would have been required with the previously developed HMC method (by $10^6$ in the catchment year long simulation). The sub-timed scheme allowed the adaptive time-stepping scheme of the flow solution to perform as normal without tight restrictions on the maximum time-step. Complementary to this improvement, the stability constraints used in the improved HMC method were able to ensure stability of the cells in the simulations. The reset fractions resulting from cells that were reset when they met the criteria outlined in Section 4.3.3.3, highlighted areas that were of little interest with respect to overland flow generation processes. The reduction of active cells allowed faster computation and highlighted areas of little activity with respect to flow generation processes, which is reflected in the spatial distribution of the reset fraction (Figure 4.6, Figure 4.7 and Figure 4.11) and in the actual contributing fraction of flow from reset cells.

4.6. Conclusions

In this paper, an improved Hydraulic Mixing-Cell (HMC) method was developed that enables both active and contributing processes to be obtained from the outputs of Integrated Surface-Subsurface Hydrological Models (ISSHM), thereby enabling streamflow generation processes to be identified for catchments that include significant storage, travel times and losses. Specifically, the following improvements to the HMC method were made: (1) accounting for overland flow generation mechanisms, (2) implementing a sub-timed scheme, and (3) implementing HMC stability constraints.

This improved HMC approach was applied to two virtual experiments based on the Lestenbach catchment and a wetland typical of the catchment, which enabled (i) separation of simulated streamflow hydrographs into their constituent in-stream and overland flow generation mechanisms, (ii) quantification of the spatial and temporal variability for in-stream and overland flow generation mechanisms at contrasting spatial and temporal scales, and (iii) quantification of the degree to
which the active and contributing processes differ within the catchment model, leading to an improved understanding of simulated streamflow generation processes. The application of the HMC method in this study is a promising first step in the refinement of the method; however, as discussed in the model limitations, the catchment model would benefit from some improvements. Further development of the catchment model by further calibration using additional hydrometric data will serve to improve the veracity of the model for quantifying spatiotemporal variability within the Lehstenbach catchment. Furthermore, investigation into the influence of the no flow subsurface boundary conditions used and the areal mesh discretisation would also help to make the catchment model more representative of the Lehstenbach catchment.

Further development of the HMC method is recommended by greater subdivision of the rainfall driven overland flow generation mechanisms into saturation-excess and infiltration-excess. It would be extremely useful to also develop an automatic definition of the stream based on flow depth, velocity and direction. In addition, the HMC method should be further expanded to track flow in the subsurface, which would allow tracking of other flow domains, for example, from macropores and fractures. Extension to the subsurface would also allow identification of the source areas of groundwater discharging to the surface. The inclusion of time stamps to the HMC fractions would also improve the HMC method, and allow analysis into event and pre-event water contributions.

The composition of streamflow with respect to the different surface runoff generating processes entails important information on runoff processes and mechanisms during large rainfall events and during dry periods. The methodology presented here provides a tool to decipher and deconvolute the integrated streamflow signal using numerical models. This improves assessment of catchment functioning within the ‘hypothetical reality’ of the model. This is an important aspect of the HMC method when applied to physically distributed models that have no a priori assumption of flow generation processes. Use of the HMC method provides a necessary assessment of whether or not a catchment model behaves in the way desired, or more importantly, the way the catchment processes are conceptualised. In that sense, it is useful for a ‘soft calibration’ based on understanding of catchment functioning from field observations. This
can only serve to strengthen the relatively small arsenal of tools currently available for analysing catchment models.
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Chapter 5

5 Thesis Conclusions

The streamflow hydrograph entails important information on flow generation processes during large rainfall events and during dry periods. The streamflow hydrograph is one of the most important hydrological descriptors available, containing the pertinent information of flow maxima and the total volume of water flowing out of a catchment over time. This information is critical for management of flooding and water resources. The understanding of where stream water originates from in the hydrosphere and the processes by which it reaches the stream underpins catchment hydrology. Research to understand these processes is being increasingly carried out utilising physics-based fully Integrated Surface-Subsurface Hydrological Models (ISSHM). In the absence of required field data, such models are necessary for improving our understanding of catchment hydrological response. To understand the response, it is critical to understand the nature in which the processes of flow generation across a catchment and at different periods in time express themselves in the streamflow hydrograph, whilst accounting for the processes of flow depletion. However, even though detailed spatiotemporal outputs from ISSHMs have provided some insight into catchment functioning, the interpretation of all of this information into an understanding of how all of the flow generation processes across a catchment express themselves in the streamflow hydrograph has yet to be realised. In a modelling framework, this research has achieved this through the development and application of a new method which identifies and quantifies streamflow generation contributions allowing full deconvolution of the streamflow hydrograph into its constituent components of streamflow generation.
5. Thesis Conclusions

5.1. Research contributions

The overall contribution of this thesis was in improving the interpretation of in-stream and overland flow generation mechanisms from ISSHMs (Objective 1), and the applications this allowed (Objectives 2 to 4). The improvements in this thesis were achieved through development of a new method that enables identification and quantification of the active and contributing processes from the outputs of ISSHMs, thereby enabling streamflow generation processes to be analysed for catchments that include significant storage, travel times and losses.

Use of the HMC method provides a necessary assessment of whether or not a catchment model behaves in the way desired, or more importantly, the way the catchment processes are conceptualised. The method can be used for a ‘soft calibration’ based on understanding of catchment functioning from real observations. This can only serve to strengthen the relatively small arsenal of tools currently available for analysing catchment models.

Specifically, in meeting the objectives of this research laid out in the introduction, the following research contributions were made:

1. A Hydraulic Mixing-Cell method was developed to quantify the contribution of flow generation mechanisms to streamflow, allowing separation of the streamflow hydrograph into its constituent flow generation components (i.e. groundwater discharge and direct rainfall to the stream, and groundwater discharge and direct rainfall to overland areas). Because the HMC method tracks the streamflow generation mechanisms along the stream, temporal and spatial components that affect these mechanisms can be accounted for. The HMC method correctly handles dynamic complex flow regimes (rapid changes of gaining stream to losing stream and vice versa), accounts for storage effects, flow impediments and the travel times that occur within a catchment. The method easily handles the dynamic nature of varying flow regimes in large and complex systems (e.g. the Lehstenbach catchment). The only data requirements for the HMC method are the fluxes at each cell and surface water depths, which are part of the flow solution. By using this method, contributing processes can be identified and quantified. Improved knowledge of catchment processes as simulated by HydroGeoSphere was
obtained through Hydraulic Mixing-Cell analysis, with meaningful separation of the streamflow hydrograph indicating how overland and in-stream flow generation processes drive streamflow.

2. A benchmark against which baseflow separation methods can be tested was developed by simulating flow in a hypothetical V-catchment in HGS and using the HMC method to provide the baseflow contribution to total streamflow at the outlet of the catchment. This benchmark was used to determine the potential error in commonly used automated methods for estimation of in-stream groundwater contributions to streamflow. The numerical experiments in this showed that even in the “simple” hypothetical V-catchment, baseflow dynamics are complex. This complexity in baseflow dynamics affected the performance of the commonly used automated separation methods, which resulted in unsatisfactory performance of each method examined in at least one of the events and scenarios considered. The potential error was found to be significant in automated methods for estimating groundwater contributions to streamflow, and this warrants caution in overvaluing their outputs. It is perhaps the case that the uncertainty associated with simple automated methods precludes their use for providing anything more than very rough estimates of baseflow.

3. The first investigation – using an ISSHM – was conducted into the spatiotemporal variability in both overland and in-stream flow generation mechanisms. This was done using two models of a wetland and catchment, from a case study of a real catchment. The spatiotemporal variability was analysed through snapshots in time during a large storm event, and through hydrographs at a number of points within each of the models. Both models exhibited significant spatial variability in flow generation processes. In the catchment model, temporal variability of streamflow generation at a number of locations was seen to be significant over a large storm, but similarities increased using a longer term annual average of flow in-stream and overland flow generation processes.

4. The first investigation – using an ISSHM – was conducted into the dichotomy that exists between ‘active’ and ‘contributing’ streamflow generation mechanisms within a modelling framework. Differences
between the active and contributing processes were quantified by the long term ratio between active and contributing processes. It was found that accounting for in-stream and overland losses and in-stream and overland flow travel time is necessary in accurately quantifying the constituent in-stream and overland flow generation components of streamflow. It is therefore recommended to employ the HMC method in ISSHM studies of various flow generation processes.

5. The HMC method developed in this research was implemented in the HGS code. This implementation means that all of the analyses conducted in this research can be carried out in models built in HGS using simple instructions in the HGS pre-processor.

5.2. Research limitations

Limitations of this research were due to current modelling limitations, scope of research and time-constraints. The limitations that arose are detailed as follows:

1. Modelling limitations: A main limitation of this research lay within the ability to run a large number of (tens and hundreds of simulations) or long term models scenarios (years). This is due to the lengthy model run-times (of the order of weeks for each simulation in each of the research papers) that result from solving the highly non-linear partial differential equations describing flow. A parallel version of HGS has now been developed which should reduce the model run-times and allow a greater number of scenarios to be explored in future research. Another limitation associated with the run-times relates to the accuracy required in the HGS flow solution in order to ensure stability in the HMC method and also ensure an acceptable level of error. Despite this being highlighted as a limitation, it should be noted that it is good modelling practice to ensure tight convergence criteria, resulting in minimal nodal fluid mass balance errors as opposed to global mass balance errors.

2. Limitations in investigation of automated baseflow separation methods: The investigation of commonly used automated baseflow separation methods was limited by the number of scenarios run and scenario time-length in the hypothetical catchment used. The shape of the catchment considered was rectangular, however, effects of convergent and divergent
catchment shapes were not considered. The characterisation of physical parameters within the catchment was relatively simple, without consideration of multilayered soils or heterogeneous soil properties. The hydrological forcing was applied in a spatially uniform manner and at a coarse temporal scale (daily) in these simulations, although these effects may be important in the catchment response of baseflow generation. This research focused on commonly used automated methods that rely only on the streamflow hydrograph for the baseflow separation, however there has been an emergence of physically based filters (e.g. Furey and Gupta, 2001, 2003; Huyck et al., 2005) which were not considered.

3. Limitations of streamflow generation analysis: The HMC method developed in this research was used to delineate the direct groundwater discharge and rainfall to streams and overland areas. A common consideration of overland flow generation mechanisms not considered in this research was the rainfall runoff mechanisms of infiltration excess (Hortonian) and saturation excess (Dunne). These processes were not considered in the case study of this research, although in most other catchments, these mechanisms will be of interest. The use of ISSHMs in building intuition of catchment functioning is highly valuable, although it is also dependent on the assumptions in the model (even if these are deemed reasonable). In consideration of streamflow generation mechanisms, real observation will always be the most important driver for advancing the science. However, as highlighted throughout this thesis, the conceptual understanding of streamflow generation processes can be built from ISSHMs.

5.3. Recommendations for future work

This research has opened up a new way of analysing and interpreting flow processes using ISSHMs. There are still further applications of the HMC method that would benefit research utilising ISSHMs and address the limitations identified above. It is recommended that the HMC method be expanded to improve analysis and interpretation of subsurface flow processes including flow through: saturated and unsaturated dual continuum media, fractures, and macro-pores. Further development of the HMC method is recommended by greater subdivision of the rainfall driven overland flow generation mechanisms into
saturation-excess and infiltration-excess. Extension to the subsurface would also allow identification of the source areas of groundwater discharging to the surface. Furthermore, the inclusion of time stamps to the HMC fractions would serve to improve the HMC method, and allow analysis into event and pre-event water contributions. Application of the HMC method encompassing all of the above recommendations would provide a highly comprehensive analysis of catchment functioning and provide complete analysis of the different aspects of streamflow generation as shown in Figure 5.1 (adapted from Sklash and Farvolden, 1979).

This research considered the flow generation delivery mechanisms without distinction of the overland flow generation mechanisms, i.e. infiltration excess and saturation excess overland flow.

Figure 5.1: Comprehensive conceptualisation of catchment response to rainfall (adapted from Sklash and Farvolden, 1979). The dashed red line indicates the aspects considered in this research, although without distinction of overland rainfall driven mechanisms (i.e. infiltration excess (Hortonian) or saturation excess (Dunne)).

The HMC method presented in this thesis can be applied within any ISSHM, and as part of this research has been coded into the HGS code to allow other HGS users the ability to easily utilise it. For example, this HGS implementation has already been used outside of this research in Sebben (2011) and Li et al. (2012) and is currently being used in a number of other research projects. It is recommended that the HMC method be employed in future versions of other
ISSHM codes. This is relatively simple as the coding of the HMC method requires only that all components of the nodal fluid mass balance (inflows, outflows, and changes in storage) and nodal neighbour relations be output or passable within the code. The HMC method could be very beneficial in future model inter-comparison studies to compare the constituent components of the streamflow hydrograph and spatiotemporal flow generation.

With respect to the application of the HMC method in investigating potential errors in commonly used automated baseflow separation methods, further work is required to understand the appropriate use of baseflow separation methods. More complex baseflow separation methods than those considered in this study should be tested in future studies. Physically based filters (e.g. Furey and Gupta, 2001, 2003; Huyck et al., 2005) could prove to be more robust. This is because they provide a physically based relation of rainfall and ET (and other physical parameters) to baseflow.

In all of the simulations carried out in this research, the characterisation of hydrological forcing and distribution of catchment characteristics could be improved. Future studies should aim to elucidate the spatial and temporal scale dependence of flow generation mechanisms. In the studies using hypothetical catchments for numerical experimentation, the impact of variations in geology, topography and vegetation, should be investigated by incrementally adding layers of complexity to similar models in order to try and understand flow generation dynamics.
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