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Abstract

Many, if not all, manufacturing processes in industry require scheduling activities; such activities are very important as often they determine the success or failure of some companies. For example, in wine production, grapes are planted, mature fruits are harvested, transported and crushed then the juice obtained is placed in tanks, which are managed during fermentation, and finally the wine is bottle. A schedule can be a solution to a problem which has several, possibly conflicting objectives, e.g. the minimisation of production costs and delays while meeting customer-imposed wine delivery times; the problem also has constraints, e.g. a bottling line cannot be used without being cleaned to process white wine when it last processed red wine. As can be expected, the problem has variables such as the number of wine bottles ordered.

The environment (e.g. wine factory) in which the schedule is implemented may change (e.g. one bottling line breaks down) whereby this schedule becomes infeasible. Consequently, there could be a need to solve a new scheduling problem to obtain a new schedule best suited to the new state of the environment. The number of variables in this new problem may be the same as that of the previous problem. A large proportion of research effort has been directed towards scheduling problems with a constant number of variables despite changes in the environments where the problems are set. However, there are important scheduling problems where the number of variables could vary. For example, in some models of job-shop scheduling problems there are occurrences of additional rush jobs and job cancellations.

This thesis deals with one particular class of scheduling problems, each being multi-objective, resource constrained, and having numbers and values of variables which vary over time. Various traditional operation research methods as well as a few Artificial Intelligence-based techniques, such as Multi-Agent Systems and Evolutionary Algorithms (EA), have been applied to solve this type of problem. In this thesis, a memory-based EA technique was applied to solve problems from the class. Being memory-based, this technique utilises the solutions to problems set in previous states of an environment in
order to solve a problem set in the current state of this environment.

The memory-based EA technique, referred to as *Centroid-Based Adaptation with Random Immigrants* (CBAR), is applicable only to solve multi-objective, resource-constrained problems with a constant number of variables. In this thesis, CBAR is extended to become applicable to solve all problems from the above-mentioned class. The result of this extension is a technique referred to as *Mapping of Task IDs for CBAR* (McBAR).

This thesis investigates the performance, the performance stability over environmental dynamics, and the efficiency of McBAR for solving various problems from the above class, legitimises the sub-algorithms that constitute McBAR and extends McBAR to become proactive (anticipative of future environmental changes).

Compared to the other techniques investigated in this thesis, results showed McBAR to have the best and most stable performance, and to be most efficient for determining solutions to problems from the above class. All of the sub-algorithms of McBAR are shown to be legitimate, while McBAR having been made proactive is shown to be beneficial in some applications.
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Intelligently designed schedules are significant in a myriad of fields, such as manufacturing, air travel, and military operations [35, 58, 231]. With these schedules, manufacturing cost could be reduced, flight schedules could be orderly, and military objectives could be achieved. Tasks in schedules require resources, such as personnel, machines, and raw materials [58, 209]. A scheduling problem where on-going tasks are restricted to utilise a limited number of resources is referred to as a Resource-Constrained Project Scheduling (RCPS) problem [58]. Many problems can be transformed into the form of an RCPS, such as production sequencing, timetabling, and flight scheduling.

Many scheduling problems are multi-objective [194, 214, 241]. Suppose in creating an edifice construction schedule one objective is to reduce construction duration that could be accomplished by employing more labourers. However, due to overhead expenses (e.g. hazard fee) per labourer, the construction cost could be higher for the same total man-hours. Now, if the other objective is to reduce the construction cost, which could be accomplished by employing fewer labourers, the construction duration could be longer. Thus, in this example, the two conflicting objectives (minimisation of construction cost and duration) cannot possibly be achieved simultaneously. The problem of simultaneous optimisation of conflicting objectives is referred to as the Multi-Objective Optimisation (MOO) problem [106].

There are several measures of the quality of a solution to a given MOO problem [237]. One of them is the weighted sum of the problem objective values. For example, the cost and duration of a schedule being a solution to a MOO problem are multiplied by 0.3 and
0.7, respectively, and then the products are summed to obtain the measure of the quality
of this schedule.

The quality of a schedule may be affected by changes in an environment on which
this schedule is implemented [40]. For example, in the implementation of an air traffic
schedule, bad weather or emergencies occur whereby this schedule might become infeasible
to implement or the schedule quality might deteriorate to an unacceptably low level.
Thus, it is necessary and/or could be beneficial to revise the schedule [40]. Many real-
world RCPS problems are set in dynamic environments which may change over time the
constraints, the number of variables, or the parametric values of these problems [37, 104].
For example, a military operation scheduling problem has a constraint not to bomb a
civilian area. However, if after the start of implementing the problem solution/schedule,
the civilians are known to have left, then this constraint can be removed. It could also
transpire during the implementation that hostile combatants retreat to recuperate then
attack at some time later, and that such an attack could elicit the occurrence of new
military operational tasks not considered in the creation of the solution. If variables
of the scheduling problem correspond to tasks then the occurrence of the new tasks can
change the problem dimension. Another event in the military operation could be an
increase in the number of enemy combatants. If this number is a problem parameter
then the increase will change the value of this parameter.

In the context of this thesis, at any moment of change in any dynamic environment,
only three types of task status are considered: finished, to-be-executed and on-going,
which indicates the task status of being started. Let the total number of tasks be the
sum of the number of tasks at any of the statuses. Further, let \( M \) denotes a class of RCPS
problems set in dynamic environments where each problem has two or more conflicting
objectives and each environment has no decrease in the total number of tasks and has
at least one moment of increase in the total number of tasks, an increase that instigates
change in problem dimension. This introduction summarises the research in this thesis on
the creation of effective and efficient technique to determine solutions to many problems
Section 1.1 explains the motivation of the thesis, i.e. the need to create the effective and efficient technique. Before proceeding, notations are introduced and terms are defined in Section 1.2. Then Section 1.3 declares the hypothesis and enumerates several thesis’ goals whose fulfilment proves this hypothesis. The methods to accomplish these goals are then explored in Section 1.4, followed by the discussion of the major contributions of the research in Section 1.5. Section 1.6 concludes outlining the organisation of the thesis.

1.1 Motivation

An RCPS problem is NP-hard which is often approached using modern heuristic methods, e.g. Evolutionary Algorithm (EA) [123]. Consider a schedule as a solution to an RCPS problem set in the original state of a dynamic environment. One possible approach for addressing RCPS in this dynamic environment is to revise the schedule through an EA-based technique every time this environment changes [205]. Suppose that the schedules as solutions to problems set in the environment at previous states are stored in a memory and then retrieved to help the search for a schedule as the solution to a problem set in the current environmental state. This approach is referred to as a Memory-Based Approach (MBA), and was shown in some researches [40,131,185] to be indeed effective for helping the search.

In several studies MBA has been applied to solve problems set in dynamic environments [22, 223, 224]. Our previous study/research [40] successfully applied a type of memory-based EA technique, referred to as Centroid-Based Adaptation with Random Immigrants (CBAR), to bi-objective RCPS problems set in dynamic environments with a constant total number of tasks. However, our other work [3] demonstrated CBAR to be inapplicable for solving any problem from M, i.e. a multi-objective RCPS problem set in a dynamic environment with increases and without decreases in the total number of tasks.
Important scheduling problems are set in dynamic environments, each with a time-varying total number of tasks. For example, in some job-shop scheduling, additional rush jobs and job cancellations occur [22]. To solve this type of problem, some Artificial Intelligence (AI) techniques, such as Multi-Agent System (MAS) [14, 109] and EA [27, 28, 127, 164], have been applied. However, the application of a memory-based EA technique to solve problems from M is absent in the literature. Thus, the motivation of this research is the need to create an effective and efficient memory-based EA technique to solve many problems from M. Exploiting the initial success of CBAR and considering its inapplicability, the technique sought is an innovation of CBAR referred to as Mapping of Task IDs for CBAR (McBAR).

1.2 Notations and Definitions

The following notations and definitions will be used in this thesis.

1.2.1 Tasks and Resources

Resources are assets that can be utilised for a system to function. Examples of resources are soldiers, fuel and weapons. Let $j$ be a resource type label; $1 \leq j \leq J$, where $J$ is the number of resource types. $R_j$ be the number of items of resource type labelled $j$.

Resource constraint is a restriction on the number $r_{j,t}$ of being-used items of a certain resource type labelled $j$ that, at any time $t$, must not exceed a given number $R_j$ of items of the same resource type; note that unavailable items of one resource type cannot be replaced by items of other resource types, e.g. shut down fighter jets cannot be replaced by tanks and soldiers. Let the resource constraint be denoted as $rsrc$ and be expressed as,

$$\forall 1 \leq j \leq J, \forall t \quad r_{j,t} \leq R_j \quad (1.1)$$

Task is an activity to be undertaken. It is characterised by the following attributes: the
nature of activity, expected duration, number and type of resources utilised, precedence relationship to other tasks, starting time, and status as enumerated above. For example, the task of bombing an area is expected to take four hours, requires six fighter jets, must be executed after the failure of some negotiations, and is to start at dawn of the day after the failure. Let $T_n$ signify a task with ID $n$, $1 \leq n \leq N$, where $N$ is the total number of tasks.

Task precedence relationship is a priority in the order of tasks. For example, if task $T_2$ is to transport weapons and ammunitions, task $T_5$ is to bomb an area, task $T_{16}$ is to interrogate prisoners of war, and task $T_{17}$ is to clear the bombed area, then a task precedence relationship could be: the bombing of the area must be done after transporting weapons and ammunitions, and before clearing the bombed area and interrogating prisoners of war. Let the precedence constraint of any scheduling problem on tasks be denoted as $prec$ and expressed as,

$$\forall \, p(i,j) \in P \quad E_i \leq S_j$$

(1.2)

where $P$ is a set of pairs $p(i,j)$ of task indexes, $1 \leq i, j \leq N$, with task $T_i$ demanded in the problem to precede task $T_j$; $E_i$ is the ending time of task $T_i$, and $S_j$ is the starting time of task $T_j$.

### 1.2.2 General Static Problem

Following [156], let a multi-objective static RCPS problem be represented by a triple $\langle E \mid C \mid O \rangle$ where, $E$ denotes the model of a static environment in which the problem is set, $C$ denotes the model of problem constraints, and $O$ denotes the problem objectives. The elements of the triple are made slightly specific as follows. Let $E$ be a set composed of the total number of tasks $N$ and a set

$$P = \{p_1, p_2, \ldots, p_M\}$$

(1.3)
of $M$ entities other than $N$ that characterise the environment, i.e. $E = \{P, N\}$. Notice that in $E$, the total number $N$ of tasks is not made as an element of $P$ so as to emphasise one of the foci of the thesis on the increase of the total number of tasks in environments. The other entities in $P$ could be the cost of moving each resource from one task to another, the duration of each task, the number and types of resources utilised by each task and the landscape characteristics such as roads, topography and vegetation.

Let $C$ be a set composed of a set $\text{Prec}$ of task precedencies and a set $\text{Rsrc}$ of resource constraints whose elements are of the same form as the inequalities of 1.1 and 1.2 respectively, i.e. $C = \{\text{Prec}, \text{Rsrc}\}$. A resource constraint in $\text{Rsrc}$ could be that the number of in-use fighter jets must not exceed seven and the precedence constraint in $\text{Prec}$ could be that troop deployment must be executed after aerial bombing.

Let $O$ be a set $\{o_1, o_2, \ldots, o_K\}$ of problem objectives to be optimised, where $K$ is the number of objectives included in the model of the problem. The objectives could be to minimise fuel expenses, equipment damage, soldier fatalities, and operation execution duration, and to maximise the secured area.

The static problem is then expressed as,

$$g = \langle \{P, N\} \mid \{\text{Prec}, \text{Rsrc}\} \mid \{o_1, o_2, \ldots, o_K\} \rangle$$  (1.4)

Note that the terms on the right-hand side of this expression are not fully specified. Thus, $g$ is a general problem set in a static environment.

### 1.2.3 Dynamic Environment

Now, consider a dynamic environment where snapshots are taken at its original state and immediately after each time it changes. For example, a snapshot is taken at an original environment topography that has a valley occupied by rebels. Let a scheduling problem be formulated from this scenario. Now, suppose the next snapshot is taken immediately after the environment changes for the first time to a state that, in addition to the last state.
of this environment, has a road-blocking landslide which hampers transport of logistics from a depot, can thus change the scheduling problem. Note that a snapshot of a dynamic environment is considered as a static environment. Thus, any problem set in it is referred to as a static sub-problem.

Let the order $i$ of taking a snapshot also be the *sequential order of state alteration* (SOSA) of the dynamic environment from where this snapshot is taken. For instance, a third snapshot is taken immediately after the third moment that the environment is altered, i.e. the third SOSA. Given a dynamic environment, let each zeroth snapshot and zeroth SOSA corresponds to the original state of this environment.

Let $\Gamma_i$ be a class of multi-objective static RCPS sub-problems, each set in the $i^{th}$ snapshot of a dynamic environment without decreases and with increases in the total number of tasks. Further, let each of its members be expressed as,

$$g_i = \langle \{P_i, N_i\} \mid \{Prec_i, Rsrc_i\} \mid \{o_1, o_2, \ldots, o_K\} \rangle$$  \hspace{1cm} (1.5)

where each term in the right-hand side with subscript $i$ has the same meaning as its non-subscripted counterpart in Equation 1.4; however, this term corresponds to the $i^{th}$ snapshot.

### 1.2.4 Dynamic Problems

As stated above, the members of $M$ are multi-objective dynamic RCPS problems, each set in a dynamic environment with increases and without decreases in the total number of tasks. So, let a dynamic problem $g \in M$ be expressed as a sequence of multi-objective static RCPS sub-problems,

$$g = \langle g_0, g_1, \ldots, g_L \rangle$$  \hspace{1cm} (1.6)

where $\langle \ldots \rangle$ denotes an ordered set; each sub-problem $g_l \in g$ is a member of $\Gamma_l$ and is to be found in a corresponding in-sequenced snapshot of the environment where the
problem $g$ is set; where the subscripts denote the SOSA of the environment; and $L$ is the number of moments of changes in the environment. Note that a dynamic environment can have several changes at a single moment. Let $g_l$ be referred to as a (static) sub-problem of (dynamic) problem $g$. The perception of a dynamic problem as sequence of static sub-problems is also evident in [212].

1.2.5 Subsets of $\mathcal{M}$

Let us now define important subclasses of $\mathcal{M}$.

- $\mathcal{P}^2$: Each member of this subclass is a sequence of sub-problems which individually has two objectives – the minimisation of schedule cost $o_1$ and duration $o_2$, i.e. $O$ in Equation 1.5 is $\{o_1, o_2\}$ for this subclass. In addition, each of these sub-problems has constraints on four types of resources which we will define in Section 4.2.

- $\mathcal{P}^3$: Each member of this subclass is a sequence of sub-problems which individually has three objectives – the last two named objectives and the objective to minimise the probability $o_3$ that a schedule becomes infeasible for violating resource constraints triggered by task duration changes, i.e. $O$ in Equation 1.5 is $\{o_1, o_2, o_3\}$ for this subclass. It is important to determine the probability, especially when the investment required for the schedule is immense [41]. The resource constraints of each of the sub-problems are the same as those of $\mathcal{P}^2$.

- $\mathcal{Q}^2$: Each member of this subclass is a sequence of sub-problems which individually has two objectives – $o_1$ and $o_2$. And, each of these sub-problems has constraints on two types of resources which we will define in Section 4.3.

Although not a sub-class of $\mathcal{M}$, this thesis considers the class $\mathcal{C}^2$ of bi-objective RCPS dynamic problems with a constant total number of tasks. The problems being associated with McBAR (described in Section 1.1) are from the following sub-classes: $\mathcal{L}^2 \subset \mathcal{P}^2$. 
\( \mathcal{L}^3 \subset \mathcal{P}^3 \) and \( \mathcal{O}^2 \subset \mathcal{Q}^2 \). We will define the subclasses \( \mathcal{L}^2 \) and \( \mathcal{L}^3 \) in Section 4.2 and the subclass \( \mathcal{O}^2 \) in Section 4.3.

A sample notation for a dynamic problem \( l^2 \) from \( \mathcal{L}^2 \) is,

\[
l^2 = \langle l^2_0, l^2_1, \ldots, l^2_I \rangle
\]

where the static sub-problem \( l^2_i \in l^2 \) is a member of \( \Gamma_i \); and \( I \) is a given integer.

### 1.2.6 Set of Important Techniques

The problems from \( \mathcal{L}^3 \) are solved by an extension of McBAR; while the problems from \( \mathcal{O}^2 \) and \( \mathcal{L}^2 \) are associated with the techniques from the set,

\[
\mathcal{T} = \{ \text{RI, NDLPOP, EDA/} \mathcal{P}^2, \text{GIBAR, CBAM, McBA, McBAR, McBAS, MedianBAR} \}
\]

where RI is an EA but not memory-based; NDLPOP is an EA and memory-based; EDA/\( \mathcal{P}^2 \) is not an EA but memory-based; GIBAR and CBAM are EAs and memory-based but do not have the core algorithm of McBAR; and the techniques at the lower row of the equation are EAs and memory-based and have the core algorithm of McBAR. Full definitions of the techniques will be given in Chapter 5, including the core algorithm of McBAR explored in Section 5.6.7.

### 1.3 Goals

The general hypothesis of the thesis is as follows:

“McBAR is an effective and efficient technique to solve many problems from \( \mathcal{M} \).”

Considering the infinite size of \( \mathcal{M} \), the scope of the hypothesis does not encompass all members of \( \mathcal{M} \). This hypothesis is proven by the achievement of the following goals:
1. The first goal of the thesis is to demonstrate the effectiveness of McBAR for solving bi-objective RCPS problems from $\mathcal{L}^2 \cup \emptyset^2 \subset \mathcal{M}$ set in a dynamic environment with increases and without decrease in the total number of tasks. Associated with this goal is the desire to exhibit the dynamics of the effectiveness under the changing environment.

2. The second goal of the thesis is to show that the core algorithm of McBAR is still effective despite being applied to solve the tri-objective problems from $\mathcal{L}^3 \subset \mathcal{M}$ ($\mathcal{L}^3$ is defined in Section 1.2.5). Such a demonstration takes into account the dynamics of the environment in which the problems are set.

3. The third goal of the thesis is to determine the limitation on the effectiveness of McBAR for solving problems from $\emptyset^2 \subset \mathcal{M}$ ($\emptyset^2$ is defined in Section 1.2.5). It is of great interest to determine the limitations of any technique, since through these limitations the users of the technique can decide when to start and stop applying this technique. Thus, although the central focus of the thesis is to prove the effectiveness of McBAR, we also include in the thesis the limitation of this effectiveness.

4. The fourth goal of the thesis is to demonstrate the relevance of sub-algorithms for being the components of McBAR. Note that some components of a technique may not be relevant, i.e. their absence might still leave the technique effective. If all of the components are relevant then no computation is wasted by the technique for solving a given problem. Note that the EA-related parameters of McBAR are determined to greatly enhance the performance of McBAR. Thus, given that a system is defined as efficient if it achieves maximum performance while wasting resources the least, then this thesis’ goal is also meant to indirectly prove that McBAR is efficient.

5. The fifth goal of the thesis is to directly demonstrate the efficiency of McBAR for solving problems from $\mathcal{L}^2 \subset \mathcal{M}$ ($\mathcal{L}^2$ is defined in Section 1.2.5). Some algorithms may be effective for solving some problems but could be inefficient in some aspects,
e.g. a longer computing time relative to that of other techniques for solving the same problem.

The achievement of the first, second and third thesis’ goals proves and characterises the effectiveness of McBAR for solving various problems from \( M \). And, the attainment of the fourth and fifth thesis’ goals proves that McBAR is efficient for solving many problems from \( M \).

1.4 Methodology

As implied in Section 1.1, CBAR is transformed to become McBAR. The overview of this innovation is presented before elaborating on the methodologies applied to accomplish the thesis’ goals. In our previous work [3], CBAR was demonstrated to be inapplicable to solve any problem from \( M \), each set in an environment with increases and without decrease in the total number of tasks. This inapplicability is remedied by upgrading the algorithm of CBAR. In this upgrade, IDs of new tasks are inserted into genotypes (a string of task IDs) when the total number of tasks increases. The resulting genotypes are then evolved to obtain phenotypes as solutions to the problems from \( L^2 \subset M \). However, it was shown in the same work, and will be demonstrated in Section 5.4, that the performance (solution-searching ability) of this upgraded CBAR for solving the problems starts to degrade when the increase occurs for the first time. To resolve the side-effect of the increase, CBAR is further upgraded. In this second upgrade, the IDs (integers) of tasks in each of the genotypes are mapped so as to minimise their change along each of the genotypes. The fully upgraded CBAR is McBAR.

Let us now present an overview on the McBAR-involving methodologies applied to achieve the above goals of the thesis.
1.4.1 The Effectiveness of McBAR

The first thesis’ goal is achieved through the separate application of the two approaches referred to as limited and general methods. In the limited method, each technique from $\mathcal{T}$ (defined in Equation 1.8) is applied to solve each problem from $\mathcal{L}^2 \subset \mathcal{M}$. From the obtained solutions, the effectiveness of McBAR is characterised. On the other hand, the general method creates accurate empirical models of the performances of techniques from $\mathcal{T}$ through Response Surface Methodology (RSM) [144]. The models are used to accurately predict the performances of the techniques for solving problems from $\mathcal{O}^2 \subset \mathcal{M}$ (defined in Section 1.2.5). From the predicted performances the effectiveness of McBAR is also characterised. The characterisations performed by both methods take into account the dynamics of the environment in which their respective associated problems are set.

Let us now justify the use of the limited and general methods. As explained in Section 1.2.4, each problem from $\mathcal{L}^2$ is a sequence of static sub-problems $l^2_i$ (defined through Equation 1.7), each set in a snapshot taken immediately after the $i^{th}$ SOSA of a dynamical environment in which the problem is set. In the sequence, any consecutive sub-problems (e.g. $l^2_3$ and $l^2_4$) differ on some parameters and/or categories (e.g. total number of tasks, task duration and resource availability status) by a small or large magnitude. Let this magnitude be referred to as the consecutive sub-problem attribute difference magnitude (CSADM). The limited method is applied to characterise the performance of techniques from $\mathcal{T}$ for solving problems from $\mathcal{L}^2$, where each problem has a small or large CSADM. Note that $|\mathcal{L}^2| = 30$ and $|\mathcal{O}^2| = 506,250,000$, i.e. the limited method takes into account fewer problems than the general method.

The CSADMs of the problems taken into account by the general method (i.e. problems from $\mathcal{O}^2$) are smaller than the maximum CSADM of the problems taken into account by the limited method. Although desirable, impractically heavy computational expense is required to build empirical models which accurately predict the performance of a technique from $\mathcal{T}$ for solving problems with large CSADM. Thus, to take into account the problems with a large CSADM, the limited method is devised; and to take into account numerous
problems the general method is devised. Note that, in the preliminary stage of empirical model creation through RSM, the general method utilises the solutions to problems from $\mathcal{L}^2$, i.e. problems taken into account by the limited method. This is the other reason for devising the limited method.

1.4.2 Tri-Objective Problems

As presented in Section 1.2.5, each sub-problem of each problem from $\mathcal{P}^3$ has three objectives. One of these objectives is to minimise the probability $\text{Prob}$ that a schedule becomes infeasible due to environmental changes. Thus, in determining a schedule as a solution to the problem, the changes are anticipated so that when they occur the probability will be minimal. However, as McBAR does not have the ability to anticipate, its core algorithm is extended to possess this ability. This extended core algorithm is denoted as McBAR-P.

McBAR-P applies the Monte Carlo Simulation (MCS) for the anticipation. MCS is a suitable technique for problems with large dimensions such as the sub-problems of the dynamic problems from $\mathcal{L}^3$. However, MCS is computationally expensive for solving such sub-problems. Thus, only a few dynamic problems are tackled by McBAR-P and they differ from those taken into account by the limited method only by each having the additional objective to minimise the probability $\text{Prob}$.

To achieve the second thesis’ goal, the duration, financial worth and other properties of schedule $S$ as solution obtained by McBAR are compared to those of the schedule $P$ determined by McBAR-P, where schedules $S$ and $P$ are solutions to sub-problems of problems from $\mathcal{L}^2$ and $\mathcal{L}^3$, respectively, and these sub-problems differ only by the above-mentioned additional objective. This comparison is made under the dynamics of the environment in which the problems are set, to manifest the effectiveness of McBAR-P under these dynamics. Prior to the comparison, the EA-related parametric values that optimise the performance of McBAR-P for solving the tri-objective problems from $\mathcal{L}^3$ are determined.
1.4.3 Resiliency of Techniques

The general method explained in Section 1.4.1 creates empirical models through RSM that characterise the techniques from $\mathcal{T}$ (defined in Section 1.2.6). Our preliminary investigations showed that a single binomial (in algebraic terms) empirical model cannot accurately predict the performance, for solving problems from $\mathcal{O}^2 \subset \mathcal{M}$ ($\mathcal{O}^2$ is defined in Section 1.2.5), of the technique that corresponds to this model. A different model is then created, composed of several binomial sub-models, each accurate to predict the performance of the technique that corresponds to the composite model, but the performance for solving any problem is from a subset of $\mathcal{O}^2$ only. However, this composite model is accurate to predict the performance of the technique for solving any problem from $\mathcal{O}^2$. This type of composite model is utilised to determine the limitations on the effectiveness of the techniques from $\mathcal{T}$, i.e. to achieve the third thesis’ goal.

The third thesis’ goal is achieved by applying Lagrange optimisation [91] on the composite models to determine the resiliency of techniques from $\mathcal{T}$. The resiliency of a technique is a measure of the limitation on the effectiveness of a given technique from $\mathcal{T}$. It is defined as the degree of change in an environment by which the performance of the given technique, for solving problems from $\mathcal{O}^2$ set in this environment, deteriorates to a given level above the performance of the benchmark technique from $\mathcal{T}$ for solving the same problem. The benchmark technique is one that is proven to have a performance, for solving problems from $\mathcal{L}^2$, inferior to those of EA-based techniques from $\mathcal{T}$.

1.4.4 Component Legitimisation

As explained in Section 1.3, the confirmation of the legitimacy of the components of McBAR indirectly proves that McBAR is efficient. The concept utilised in this legitimisations is as follows. Suppose technique $A$ differs primarily from technique $B$ on some components. If, in general, $A$ performs better than $B$ for solving given problems then the components of $A$ distinct from $B$ are regarded as relevant to $A$ to solve these prob-
blems. To exemplify this principle, consider the following. Being a variant of EA, McBAR utilises crossover and mutation operators. To legitimise the use of these operators, the performance of McBAR is compared to that of a significantly different type of heuristic, referred to as the *Estimation of Distribution Algorithm* (EDA) [119]. Instead of using EA operators, EDA makes use of sampling and estimation of *Probability Density Functions* (PDFs) to create its next-generation population [119]. Now, if in most problems from $\mathcal{L}^2 \subset \mathcal{M}$, McBAR performs better than EDA then the EA operators used in McBAR are considered to be relevant/legitimate components of McBAR to solve problems from $\mathcal{L}^2$ (defined in Section 1.2.5). Thus, some techniques from $\mathcal{T}$ other than McBAR are crafted and their performances for solving problems from $\mathcal{L}^2$ are compared to that of McBAR to legitimise the constituting sub-algorithms of McBAR, i.e. to fulfil the fourth thesis’ goal.

Note that some EA-related parametric values of McBAR are determined in order to highly enhance the performance of McBAR. These values are determined using the method of steepest ascent [31] with RSM. Thus, according to the definition of efficiency in Section 1.3, along with the high performance of McBAR and the to-be-proven legitimacy of the components of McBAR, the other purpose of the presented methods in this sub-section is to indirectly prove that McBAR is efficient.

### 1.4.5 Intelligence of Algorithms

Some machines can be perceived to possess intelligence; IBM’s Watson, for example, defeated human competitors in answering questions in a TV show entitled, “Jeopardy”. The apparent intelligence of Watson is primarily due to its computer program/algorithm [158]. Thus, it is supposed that its algorithm possesses a degree of intelligence. Intelligence of an algorithm was measured in various ways [121]. The measure of intelligence utilised in the thesis is the *Universal Intelligence* (UI) [121]. One of the bases by which UI measures algorithm intelligence is algorithm length, which is related to the number of Central Processing Unit (CPU) cycles required to finish executing this algorithm [121]. Another basis is on the reward (e.g. system gain) given after the execution. Guided by
the definition of efficiency in Section 1.3, the efficiency of a technique from \( \mathcal{T} \) is measured in terms of its performance and the number of CPU cycles spent by a computer in executing its algorithm intended to solve a given problem from \( \mathcal{L}^2 \subset \mathcal{M} \). Advocated by the commonality between the concepts behind UI and efficiency, UI is utilised to measure the efficiency of any technique from \( \mathcal{T} \) in solving the problems from \( \mathcal{L}^2 \). The fifth thesis’ goal is attained by using UI to compare the efficiency of McBAR to those of the other techniques from \( \mathcal{T} \).

1.5 Contributions

The research undertaken for the thesis yielded six major contributions; five of which correspond to the thesis’ goals enumerated in Section 1.3:

1. The first major contribution is the research into the creation of McBAR. Through this research, various methods to remedy the inapplicability of CBAR to solve any problem from \( \mathcal{L}^2 \subset \mathcal{M} \) are investigated. This investigation found gene-insertion into genotypes to be the most suitable among all the remedying methods, where the inserted genes correspond to new tasks in the environment in which the problem is set. The resulting deficiency in the performance of CBAR due to this insertion is analysed and that leads to its further improvements. As noted in Section 1.4, the final form of CBAR is renamed as McBAR.

2. The second major contribution refers to the first thesis’ goal and is the research into the approach to show the effectiveness (measured in terms of the performance) of McBAR in solving many problems from \( \mathcal{M} \). In this way various approaches for this purpose are investigated. This investigation found the limited and general methods to be the most practically appropriate approaches for the purpose. The application of these methods showed the performance of McBAR to be generally superior compared to those of techniques from \( \mathcal{T} \) different to McBAR. This superior performance is most profound when solving sub-problems – of problems from \( \mathcal{L}^2 \cup \)
\( \mathcal{O}^2 \subset \mathcal{M} \) – that are set in snapshots taken just after the first increase in the total number of tasks in the environment in which the problems are set. This superior performance generally remains despite the changes to the environment after the first increase. Findings in the research were published in [3,5–7].

3. The third major contribution refers to the second thesis’ goal and is the research into the failure of implementing subsections of schedules due to environmental changes. As presented in Section 1.4.2, the minimisation of the probability of this failure to occur is one of the objectives of each of the tri-objective sub-problems of problems from \( \mathcal{L}^3 \subset \mathcal{M} \). This research demonstrated the good performance of the core algorithm of McBAR for solving the sub-problems, where this performance is measured in terms of the duration, cost of implementation and economic relevance of the generated solutions. Findings in the research were published in [8].

4. The fourth major contribution refers to the third thesis’ goal and is the research into the limitations of EA techniques. Several measures used to define the limitations of EA techniques are investigated to arrive at resiliency (defined in Section 1.4.3) as the most suitable measure to define the limitation of techniques from \( \mathcal{T} \). The research finds McBAR to be the most resilient among the techniques under the dynamics of problems from \( \mathcal{O}^2 \subset \mathcal{M} \). Findings in the research were published in [4–6].

5. The fifth major contribution refers to the fourth thesis’ goal and is the research into the design of the algorithms of techniques from \( \mathcal{T} \) other than McBAR, namely the algorithms that are useful for investigating the legitimacy of the sub-algorithms of McBAR. The research found all the sub-algorithms of McBAR to be legitimate, either using the limited or the general method described in Section 1.4.1. Findings in the research were published in [5–7].

6. The sixth major contribution refers to the fifth thesis’ goal and is the research into the efficiency measure of EA algorithms. Various efficiency measures are investigated that lead to the selection of Universal Intelligence as the most suitable measure.
of efficiency of techniques from $\mathcal{T}$. Among all the techniques, this research justified McBAR as the most efficient technique in solving problems from $\mathcal{L}^2 \subset \mathcal{M}$.

Several portions of the above researches undertaken for this thesis were published in three conference proceedings and four journal articles. The research that pertains to some topics in Section 5.1 is published in the following journal article:


The research that leads to the topics in Chapter 6 is published in the following conference proceeding and journal article:


Some parts of the research related to Chapter 7 is published in the following conference proceeding:


The research described in Chapter 8 and Sections 9.1 to 9.3 is published in the following journal article:
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1.6 Thesis Outline


The research related to Section 9.2 is not included in the thesis due to scope limitations but is published in the following conference proceeding:


1.6 Thesis Outline

The structure of the thesis is as follows. Chapter 2 provides background knowledge useful to understand topics utilised in the attainment of the thesis’ goals. This chapter begins by exploring Evolutionary Algorithms (EA) since this is the backbone of all analysis in the thesis. Then, a particular type of EA, referred to as Genetic Programming, is presented. Resource-Constrained Project Scheduling (RCPS) is discussed next and is followed by the presentation about the optimisation on scheduling problems set in dynamic environments which are related to the test environments utilised in the thesis. The discussion progresses to the class of techniques referred to as Multi-Objective Optimisation (MOO). One of these techniques is utilised to produce solutions for the memory-based McBAR. Next, information about the Estimation Distribution Algorithm (EDA) is provided. The enumerated topics are helpful in understanding how the first and fourth thesis’ goals are
attained through the limited method. The concepts related to the probability of schedule infeasibility are then explained. These concepts are useful for understanding the accomplishment of the second thesis’ goal. Response Surface Methodology (RSM) is explored next. This technique is useful for building models of the performance of techniques from $\mathcal{T}$. Using these models the first and the fourth thesis’ goals are achieved applying the general method, and the third thesis’ goal is also realised. This chapter concludes with a discussion of Reinforcement Learning (RL) [190] and of the measure of intelligence derived from RL, which is the measure that is applied to achieve the fifth thesis’ goal.

Chapter 3 reviews current literature related to the thesis. The reviewed topics are sequenced in an order and purpose similar to that in Chapter 2 from the section on Genetic Programming to the section on measure of intelligence. This chapter concludes with the informative review on Multi-Agent Systems as applied to scheduling.

Chapter 4 provides information on the planning approach for a dynamic RCPS environment and then explains the nature of this environment which is referred to as the Military Mission Environment (MME). All scheduling problems (contained in $\mathcal{M}$) considered in the thesis are set in the MME, these problems are important for the fulfilment of all the thesis’ goals. In particular, this chapter describes the problems taken into account by the limited and general methods. The mathematical formulation of problems from $\mathcal{L}^2$, $\mathcal{L}^3$ and $\mathcal{O}^2 \subset \mathcal{M}$ is explored in the Appendix.

Chapter 5 explains the algorithm of CBAR then demonstrates how CBAR becomes inapplicable for solving any problem from $\mathcal{M}$ that is set in the MME. Information is then provided on how CBAR is upgraded to remedy the inapplicability, followed by an explanation of the effect of this remedy on the performance of the upgraded CBAR for solving the problems. A resolution which revises CBAR further is presented next. The final form CBAR is McBAR whose algorithm is explained last.

Chapter 5 also describes the techniques from $\mathcal{T}$ other than GIBAR (an upgrade of CBAR) and McBAR. A significant portion of this description is about EDA being applied to solve problems from $\mathcal{L}^2$. Notably, this application is absent in the literature.
other techniques are important to confirm the legitimacy of the sub-algorithms and other characteristics of McBAR.

Chapter 6 presents the results of the investigations made through the limited method on the performance of techniques from $\mathcal{T}$ for finding solutions to all problems from $\mathcal{L}^2$. It elaborates the dynamic effects of these problems on performance, and discusses the legitimisation of the sub-algorithms of McBAR through the performance. Thus, this chapter presents the partial fulfilment of the first and fourth thesis’ goals through the use of the limited method.

Chapter 7 explores the algorithm and the performance of McBAR-P (an extension of the core algorithm of McBAR) for solving the tri-objective problems from $\mathcal{L}^3 \subset \mathcal{M}$. Further, it presents the determination of the performance-enhancing EA-related parametric values of McBAR-P. Thus, this chapter demonstrates the accomplishment of the second thesis’ goal.

Chapter 8 provides information on the general method. As explained in Section 1.4.1, the general method creates various composite models through RSM that characterise some techniques from $\mathcal{T}$. It explicates, using the predictions from the models, the establishment of the effectiveness, the exhibition of the dynamical performance and to the legitimisation of some components of McBAR for solving problems from $\mathcal{O}^2 \subset \mathcal{M}$. The general method is thus applied in this chapter to complete the achievement of the first and fourth thesis’ goals that was partially completed in Chapter 6.

Chapter 9 elaborates the mathematical definition of resiliency and the determination of the resiliencies of some techniques from $\mathcal{T}$ using the models created in Chapter 8. The third thesis’ goal is accomplished in this chapter. This chapter also investigates the efficiency of techniques from $\mathcal{T}$ for solving all problems from $\mathcal{L}^2$. The fifth thesis’ goal is attained in this chapter also.

Chapter 10 provides a summary of our findings and future work on this research.

The first to the third columns from the left of Figure 1.1 contain the labels of thesis
goals, citations of contributed publications, and labels of chapters declared in Sections 1.3, 1.5 and 1.6 respectively. The arrows in this figure represent the relationships between the labelled entities and goals. For example, the relationship of goals 1 and 4 to Chapter 6 where these goals are partially accomplished is signified by two arrows from a block labelled 6 at the rightmost column to the blocks with numbers 1 and 4 at the mid-column. Another example, the block labelled [7] at the left column denotes a citation (refer to the Bibliography section) of a contributed publication which partially accomplished the goals 1 and 4.

Through both the limited and general methods and under the dynamic effects of many bi-objective problems from $\mathcal{M}$, the thesis establishes the effectiveness of McBAR for solving these problems, and legitimises the sub-algorithms of McBAR. The thesis also establishes the effectiveness of the core algorithm of McBAR for solving tri-objective problems from $\mathcal{L}^3 \subset \mathcal{M}$. Further, it proves McBAR to be the most resilient among many of the techniques from $\mathcal{T}$ under the dynamics of problems from $\mathcal{O}^2 \subset \mathcal{M}$, and demonstrates McBAR to be the most efficient and intelligent among all of the techniques from $\mathcal{T}$. 
1. Demonstrate effectiveness of McBAR for solving bi-objective problems from $L^2 \cup O^2$

2. Demonstrate effectiveness of the core algorithm of McBAR for solving tri-objective problems from $L^3$

3. Determine the limitation on the effectiveness of McBAR for solving bi-objective problems from $O^2$

4. Demonstrate the relevance of the components of McBAR for solving bi-objective problems from $L^2 \cup O^2$

5. Demonstrate the efficiency of McBAR for solving bi-objective problems from $O^2$

Figure 1.1: Contributions, goals and thesis structure relationships
Chapter 2

This chapter provides background knowledge useful for understanding the pivotal concepts for the fulfilment of the thesis’ goals. Being an important component of most analysis undertaken in the thesis, the fundamental principle of Evolutionary Algorithm (EA) is presented in Section 2.1. A particular type of EA, referred to as Genetic Programming, is investigated in Section 2.2. Then, Resource Constrained Project Scheduling (RCPS) is elaborated in Section 2.3 together with the algorithm we utilised to generate initial populations for the EA-based techniques from $\mathcal{J}$ (defined in Section 1.2.6) to evolve. This is followed in Section 2.4 by the explanation on some issues inherent in dynamic environments and approaches to solve the scheduling problems set in these environments. Multi-Objective Optimisation (MOO) is explored in Section 2.5 with strong emphasis on a particular multi-objective optimisation algorithm and on the popular quality measure of solutions determined by this algorithm. Section 2.6 provides information on Estimation Distribution Algorithm (EDA) and highlights the fundamental difference between EDA and EA. Next, the likelihood of plans or schedules to fail during execution and its specific measure is described in Section 2.7. Section 2.8 explores Response Surface Methodology (RSM) and explains the steps in the creation of accurate empirical models. This is followed by the discussion on Lagrange Optimisation in Section 2.9 that is used to determine, through the models, the resiliencies (defined in Section 1.4.3) of some techniques under environmental changes. This chapter concludes in Section 2.10 with the presentation of a measure of intelligence which is used to define the efficiency of techniques.
2.1 Evolutionary Algorithms

One of the goals of Artificial Intelligence is to create systems that can mimic some facets of human intelligence [61, 155, 160]. It may be achieved by using some ideas from nature. For example, the observation that humans have tendencies to perform actions that yield more reward than those which do not, becomes the foundation of a field in Artificial Intelligence referred to as, Reinforcement Learning (RL) [190]. Another example is related to Charles Darwin’s theory of evolution which conjectures that individuals of species that are more fitted to their natural habitat have a greater chance that their offspring will exist into the next generation than other individuals in the same species. The field of Evolutionary Algorithm (EA) was founded on this theory [95]. The general algorithm of EA is illustrated in Figure 2.1. Let the population be a set of individuals of a specie and $t$ be an evolutionary generation number. The algorithm is as follows:

1. At $t = 0$, form an initial population $P(t)$ of individuals of a specie. Let its size be $S > 0$.

2. Measure fitness of each individual of $P(t)$.

3. Based on fitness of each individual in $P(t)$, select from $P(t)$ individuals of an intermediate non-empty population $Prn(t)$. Individuals of $Prn(t)$ are called parents.

4. Apply variation operators to parents in $Prn(t)$ to produce offspring that form another intermediate non-empty population $Pch(t)$. Individuals of $Pch(t)$ are called offspring. The offspring inherit characteristics or variants of characteristics of their parents in $Prn(t)$. Note that some of these offspring could be identical to their parents.

5. Measure fitness of each offspring in $Pch(t)$.

6. Based on fitness of each offspring in $Pch(t)$ and each parent in $Prn(t)$, select from these two populations a new population $P(t + 1)$ which must have a size of $S$. Population $P(t + 1)$ is considered to be the next generation where $t \rightarrow t + 1$. 
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7. Repeat steps 3 to 6 until a terminating condition is reached. The loop, defined by these steps, represents one evolutionary cycle/generation.

EAs were applied to solve problems in various fields, such as arts [107], sociology [17], engineering [157] and finance [39]. These EAs have their own design of the basic algorithm in Figure 2.1. The following sub-sections discuss sample designs related to the key aspects of the basic algorithm.

### 2.1.1 Individual Representation

An individual considered in step 1 of Figure 2.1 could be implemented as a string of genes which are computer programming entities, such as binary or float values, algorithms, object-oriented programming classes. Each gene is a code for an individual’s characteristic/s and feature/s; and the string itself is called a genotype. A sample genotype is shown in Figure 2.2 as an ordered set of integers. Let these integers correspond to IDs of tasks in a military mission to defeat an enemy. For example, the fourth gene in the genotype
contains a value of 7 which, for example, is the ID of the task to bomb a particular enemy position using 4 fighter jets for 18 units of time.

\[ G = \langle 1, 2, 3, 7, 4, 8, 9, 5, 10, 11, 6, 12 \rangle \]

Figure 2.2: Genotype as an ordered set of integers

Genotype is a code for an entity called phenotype. For example, the genotype in Figure 2.2 is a code for a schedule/phenotype illustrated in Figure 2.3. In this figure, the horizontal axis signifies time, rectangular strips represent tasks, strip width denotes task duration, strip label indicates task ID and \( R_i \) represents resources of similar type utilised by tasks whose corresponding smallest enclosing rectangle is beside \( R_i \). Expressed by this figure, tasks 1, 2 and 3 are started simultaneously at time 0, followed by task 7 started at the time of 14 units; tasks 4, 8 and 9 simultaneously start at time 16 units, and so on.

Usually, procedures are performed to convert genotypes into phenotypes. For example, to convert genotype \( G \) above into a schedule, its elements \( e \) are considered consecutively. The starting time of the task with a considered ID \( e \) is set to be the earliest time later than the maximum end times of all its predecessors with IDs in \( G \). Further, this starting time is such that there are enough available resources to utilise by task with ID \( e \) over the entire execution period of this task.

### 2.1.2 Initial Population

Basically, before starting an evolutionary process in EA, a population is created called an initial population, e.g. \( P(0) \) in step 1 of Figure 2.1. It is formed in various ways. For example, its individuals are copied from a database of results from previous runs of an algorithm [161], derived from attributes of past populations determined by an algorithm [40], or generated semi-randomly [88]. As an example of the last approach, forty ordered sets of 12 elements can be formed by the random permutations of elements of the genotype in Figure 2.2 to produce an initial population. The initial population can have a significant impact on EA’s performance in determining solutions to some problems [40,131,161,224].
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Figure 2.3: Sample Schedule
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2.1.3 Fitness Measure

The measure in steps 2 and 5 of Figure 2.1 is a function that maps a phenotype to value/s used in the selection process in steps 3 and 6 of the same figure respectively. This measure, for example, could be on a species’ ability to fit in a habitat. Based on this, the measure is referred to as the fitness measure or, simply, fitness; the mathematical function that performs the measurement is called the fitness function or objective function; and the graphical presentation of this function is called the fitness landscape. For example, the fitness function \( f \) yields the cost of implementing a given schedule whose corresponding genotype is \( G \) in Figure 2.2. And, it is expressed as,

\[
f(G) = \sum_{i=1}^{12} \sum_{j=1}^{12} \delta_{i,j}(G)c_{i,j}
\]  

(2.1)

where \( c_{i,j} \) is the cost of moving items of resource type \( R_k \), indicated in Figure 2.3, from task \( i \) to task \( j \); \( i \) and \( j \) are IDs in \( G \); index \( k \) is dependent on the indices \( i \) and \( j \); and \( \delta_{i,j}(G) \) is a unity if the items are required to be transferred between the tasks and zero otherwise. Note that \( c_{i,j} \) varies with the number of items being moved.

2.1.4 Modifying Operations

Parents’ genotypes are mixed, copied and/or modified to form their offspring’s genotypes resulting in offspring that inherit modified or identical features of their parents. Genotype-modifying operators referred to in step 4 of Figure 2.1 take numerous forms [83,84] and are well discussed in the EA literature. The thesis focuses only on two particular modifying operators: recombination and mutation operators. We refer to a recombination operator as a crossover operator.
2.1.4.1 Crossover Operator

Crossover operators mix genetic materials from both parents. For example, in Figure 2.4, both parent genotypes \( PA \) and \( PB \) are cut after their ninth gene. The second section \( SA_2 \) of parent \( PA \) becomes the first section of offspring \( CA \) and the first section \( SB_1 \) of parent \( PB \) becomes the second section of the same offspring. This type of crossover involves only one randomly chosen cut point.

\[
PA = \begin{bmatrix}
7, 3, 1, 6, 10, 12, 9, 2, 5, 11, 4, 8 \\
\end{bmatrix}
\]

\[
PB = \begin{bmatrix}
12, 7, 5, 2, 8, 11, 1, 6, 9, 4, 10, 3 \\
\end{bmatrix}
\]

\[
CA = \begin{bmatrix}
7, 3, 1, 6, 10, 12, 9, 2, 5, 4, 10, 3 \\
\end{bmatrix}
\]

\[
CB = \begin{bmatrix}
11, 4, 8, 12, 7, 5, 2, 8, 11, 1, 6, 9 \\
\end{bmatrix}
\]

Figure 2.4: One-point crossover

Figure 2.5 illustrates two randomly chosen crossover points at the third and ninth genes of the parent genotypes. In this scheme, offspring \( CA \) takes the first part from parent \( PB \) for its first part, second part of \( PA \) for its second part, and third part of \( PB \) for its third part. The process is the same for offspring \( CB \) produced with the inverse order: \( PA \rightarrow PB \rightarrow PA \).

\[
PA = \begin{bmatrix}
SA_1 \\
SA_2 \\
SA_3 \\
\end{bmatrix}
\]

\[
PB = \begin{bmatrix}
SB_1 \\
SB_2 \\
SB_3 \\
\end{bmatrix}
\]

\[
CA = \begin{bmatrix}
SA_1 \\
SB_2 \\
SB_3 \\
\end{bmatrix}
\]

\[
CB = \begin{bmatrix}
SA_1 \\
SB_2 \\
SA_3 \\
\end{bmatrix}
\]

Figure 2.5: Two-point crossover

2.1.4.2 Mutation Operators

Mutation operators modify a genotype without the use of other genotypes. This modification could be applied to several genes. One mutation scheme is called a swap mutation [174] which interchanges two genes in a genotype. Figure 2.6 illustrates a particular example of this mutation scheme. In this figure, two genes are randomly picked, say first...
and last genes of the parent genotype $Pr$, and then interchanged, thereby yielding an offspring $Ch$.

$$Pr = [7, 3, 1, 12, 10, 6, 9, 2, 5, 11, 4, 8] \quad Ch = [8, 3, 1, 12, 10, 6, 9, 2, 5, 11, 4, 7]$$

Figure 2.6: Mutation of a gene

Different types of genotypes may require different mutation operators, e.g. uniform [133], swap [174] and q-gaussian [193].

### 2.1.5 Selection Criteria

The selection mechanism performed in each of steps 3 and 6 of Figure 2.1 could be implemented in various ways, e.g. roulette wheel, ranking, or tournament selection schemes [83, 84]. In the roulette wheel scheme, individuals in a population are selected with a probability proportional to their fitness. In the tournament scheme, two individuals in a population are chosen randomly, and the one with higher fitness is selected.

### 2.1.6 Termination Condition

The loop in Figure 2.1 terminates when a termination condition is met. For instance, this loop may terminate when the number of repetitions reaches a predefined limit; if maximum fitness value of phenotypes saturates as evolutionary cycles progress; or if population diversity is lost. Several other termination conditions are discussed in [181].

### 2.2 Genetic Programming (GP)

The type of EA described above processes genotypes as individuals typically expressed as strings of genes. There is another type of EA, called *Genetic Programming* (GP), which processes individuals in the form of computer programs. Each of these computer programs is usually represented as a tree whose leaves represent data, e.g. variables and
constants, and whose nodes – where the leaves originated – represent operations, e.g. arithmetic and calculus operations. The leaves and nodes are referred to as terminals and functions respectively and the set composed by them is called, *primitive set*. And the segment connecting a node to another node or to a leaf is referred to as, *link*. The measure of depth of a program-representing tree is the maximum number of links traverse from the topmost node to the node without any linked node.

A tree representation of a sample program is depicted in Figure 2.7. The sample program is constituted of the elements of the primitive set which have scalar multiplication and addition as functions, and constants $a$ and $b$, and variables $x$ and $y$ as terminals. As depicted in the figure, the terminals $x$ and $a$ are used as operands of the multiplication ($\times$) function. The result of this multiplication is added, through the addition ($+$) function, to the product ($\times$) of the terminals $y$ and $b$. This algorithm is applied to all functions and terminals in the tree whereby the end result is the output of the program expressed as,

$$(xa + yb) \left( x^2 + y^2 \right)$$

(2.2)

Note that a tree could be composed of linked sub-trees.

![Sample GP tree](image)
The general algorithm of GP is closely related to that of the above-discussed type of EA and is the following [118]:

1. At $t = 0$, form an initial population $P(t)$ of programs.

2. Execute each program in $P(t)$ to measure its fitness.

3. Based on fitness of each program in $P(t)$, select from $P(t)$ programs of an intermediate non-empty population $Prn(t)$.

4. Apply variation operators to elements in $Prn(t)$ to produce offspring that form another intermediate non-empty population $Pch(t)$.

5. Repeat steps 2 to 4 on $Pch(t)$ until a terminating condition is reached.

The following describes the components of this general algorithm.

There are other approaches [116, 132] in forming the initial population referred to in step 1. One of these approaches, called the Grow method, is explained in the following. Consider Figure 2.8 and the primitive set,

$$
\{+, \times\} \cup \{x, y, a, b\}
$$

(2.3)

where the left and right subsets are the function and terminal sets respectively. At the first step of the method called Grow method, an eligible (based on the problem being solved) element of a considered primitive set is randomly chosen. If the chosen element is a terminal the method terminates. Otherwise, the chosen function, say $\times$ in Figure 2.8a, has its symbol labelled at the highest node of a tree under construction. Second step, every node added to a tree is attached with links whose number depends on the function indicated at this node. Considering that the $\times$ function is a binary operator then two links extend from the node. Third step, an eligible element is chosen from the primitive set. If the chosen element is a constant, its value is randomly generated and becomes a leaf on arbitrary empty tip of the links. If the chosen element is a non-constant
terminal, it is made as a leaf on arbitrary empty tip of the links. If the chosen element is a function (say + in Figure 2.8b) its symbol is labelled unto a node attached to an empty tip of arbitrarily chosen member of the links. If all links are attached with terminals the method stops. Otherwise, the second and third steps are repeated until there are nodes attached at a given depth or all currently attached links are connected with terminals. If the nodes at the given depth are attached the last step is to attach terminals (as described above) to all of these nodes. The construction process then terminates. Figure 2.8c depicts a fully developed tree/program with depth of two and expressed as,

\[ y = x (x + 7.3) \]  

(2.4)

Notice that this equation, which corresponds to the developed program, can be interpreted. Intuitively, all GP-evolved programs can be interpreted. Thus, GP can facilitate the explanation on how the programs solved given problems [147]. The other advantage of utilising GP is that, unlike other types of EA, it would only need to determine one program to solve various instances of a given problem.

There are several methods of measuring program fitness (considered in step 2) [44, 63, 74]. One method would be to average the output values (say \( y \) obtained in evaluating Equation 2.4) of the program at many randomly selected independent values (\( x \)) of this program. Another method, if a tree represents an electronic circuit the power amplification of this circuit can be the fitness measure of this tree.

The selection scheme (pointed in step 3) to obtain the set \( Prn(t) \) can be any of the standard selection schemes in EA, e.g. roulette wheel.

Genetic programming differs significantly to other EA approaches in its recombination and mutation operations. For example, in a GP crossover method called sub-tree crossover, two programs, \( P \) and \( Q \), are randomly picked from a population (e.g. \( Prn(t) \)). Then, a randomly chosen link in \( P \) is cut. The sub-tree obtained in the cutting is connected to the randomly chosen and then cut link in \( Q \) to obtain a next generation program.
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Figure 2.8: Sample program generation: (a) node with multiplication (b) terminals of \( x \) and function + (c) Completely generated program

(i.e. element of \( Pch(t) \)).

The sub-tree mutation is a popular mutation approach in GP. In this approach, a randomly chosen link of a given tree/program is cut and then connected to a randomly generated sub-tree.

These GP components are applied to evolve programs. The evolved programs do not assure the determination of optimal solutions to problems it is applied to solve; rather, GP can quickly determine programs that yield good quality solutions to the problem [43]. In another aspect, GP explores space of programs in its evolutionary process while other types of EA explore space of solutions.
2.3 Resource Constrained Project Scheduling

To extend the discussion from the previous chapter on the facets of RCPS, let us discuss different ways of accomplishing a task; a particular representation of the precedence network of tasks (PNT); and a schedule generation method. The mode of task execution is the manner in which it is performed. For example, there could be two ways (two modes) to secure a location during a military operation; a commanding officer may either use bombs or soldiers to accomplish this goal. In RCPS, different task execution modes could entail different combinations of resources utilised. And, task duration could be dependent on the mode in which it is executed [187]. In the thesis, RCPS tasks are executed in single-mode only.

A PNT could be expressed using nodes and arcs. For example, in Figure 2.9, tasks and inter-tasks’ precedence relationships are represented by nodes and arcs respectively. The node numbers are IDs of the tasks, and labels “S” and “E” correspond to starting and ending tasks respectively. Note that any PNT that will be considered from here onwards is of the form just described.

A process of generating schedules referred to as Serial Schedule Generation Scheme (SSGS) [88] will be explained. But before proceeding, some terms will be defined. Let a genotype be viewed as an ordered set of slots into which IDs of tasks that comprise a schedule will be filled consecutively (e.g. from leftmost slot to the rightmost). Once an ID is filled into the genotype, its corresponding task will be called a scheduled task. A root task is defined as the task from which all other tasks succeed; for instance, the task labeled “S” in Figure 2.9. The root task is considered as a scheduled task even though its ID is not filled into the genotype. Eligible tasks have IDs not yet filled into the genotype and are the immediate successors of scheduled tasks and/or the root task. For example, given the PNT of Figure 2.9, if scheduled tasks have IDs 1, 2 and “S” their immediate successors, based on the figure, have IDs in the sets \{5, 10, 14\}, \{6, 7, 12\} and \{3\} respectively. Thus, the set of eligible tasks have IDs in the set \(E_t = \{5, 10, 14\} \cup \{6, 7, 12\} \cup \{3\}\).
A version of the SSGS algorithm to create a resource-constrained schedule is depicted in Figure 2.10. It starts by determining the set $E_t$ of IDs of eligible tasks where the only scheduled task is the root task. In the last example, the set of eligible tasks at this stage of the algorithm is $E_t = \{1, 2, 3\}$. A loop is then executed $N$ (the number of tasks to be scheduled) times to fill all slots of the above genotype that starts being devoid of IDs. In the $g^{th}$ cycle of this loop a task ID $j$ is selected randomly from $E_t$ and filled into the genotype at slot indexed $g$. The starting time $st_j$ of the task that corresponds to this ID is set to be the earliest time $t'$ later than the maximum end time (start time $st_i$ plus duration $d_i'$) of all its predecessors whose IDs comprised the set $\text{Pred}(j)$. Further, its starting time $st_j$ is such that there are enough available resources for it to utilise over its entire execution period. The task with ID $j$ is now considered scheduled. And the last step in the loop is to update $E_t$. After $N$ cycles the genotype is completely filled and the starting times of tasks that correspond to IDs in this genotype are determined. Thus, a
schedule is formed.

**Procedure SSGS**

**Begin**

- Determine a set $E_t$ of eligible tasks
- For $g=1$ to $N$
  - Randomly select a task ID $j \in E_t$
  - Put this ID at genotype location $g$
  - Find $t = \max\{0, \max\{st_i + d_i | i \in \text{Pred}(j)\}\}$
  - Schedule task with ID $j$ at the earliest precedence and resource-feasible start time $t' > t$
  - Set $st_j = t'$
  - Update $E_t$

**End**

**End**

Figure 2.10: Serial Schedule Generation Scheme (SSGS) Algorithm

### 2.4 Dynamic Optimisation Problem (DOP)

As explained in Chapter 1, real-world problems often contain many uncertain and dynamic factors, i.e. military mission planning might have to endure delays or failures of capabilities. The problem of this sort that involves optimisation is referred to as *Dynamic Optimisation Problem* (DOP) [104]. Let us define the following DOP attributes which could change with the environment:

1. **Objective functions**: Consider the objective/fitness function in Equation 2.1 that signifies the cost to implement a schedule. Suppose a task in this schedule is to secure a location. If enemy units unexpectedly arrive at this location during the schedule implementation, it could happen that more items of a certain resource type are needed to secure this location than without these enemies. This new situation can trigger changes in some number-dependent item costs $c_{i,j}$ in the equation. This example illustrates how parametric values of an objective function may change in a dynamic environment. This change could cause a movement of the optima of the objective function to a new location in the search space associated with the optimisation problem that involves the objective function. Also, changes in the environment
could cause changes in number and/or expression of the objective function. The domain of varying objective function has been popular for research in EAs for tracking optima over time, i.e. the moving peak benchmark problem [37].

2. Variables: As described in Chapter 1, an example problem for this category is dynamic machine scheduling where unexpected new jobs arrive or old jobs finish and where each job corresponds to a variable in the problem. To date, dynamic job-shop scheduling has been a popular test case for this category [58].

3. Constraints: For example, consider change in the configuration of a PNT (embodies precedence constraint). The objective function and variables do not change for this category; however, the constraints do. This category of change does not alter the fitness landscape driven by the objective function, but it will affect the areas of feasibility.

With the presented adverse effects of the changes in the environments where the DOPs are set, it is unlikely that any solution found for these problems would stay valid for a long time. Thus, an adaptive mechanism is required to introduce changes to the current solution to a given DOP to obtain a new high-quality (and feasible) solution. There has been increasing research effort in using EA as the mechanism. This is mainly because of the way EA mimics natural evolution; a number of solutions are allowed to compete and evolve over time. At the time of a bounded change, these solutions (now at fairly different areas of the search space) can easily evolve toward the new optima.

In general, the EA approaches for DOPs are categorised into two broad areas: finding/tracking optima and adaptation. As pointed out in Item 1, tracking of optima may be performed when objective functions change. However, the tracking of optima does not consider the scenario where schedule/solution associated with the objective function is partially executed when the environment changes. Adaptation on the other hand, considers this type of scenario. We discuss these two areas in the following subsections.
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2.4.1 Finding/Tracking Optima

There are several EA-based methods [42, 142, 200] to search and track optima of varying objective functions. They usually make use of the last population before a problem change as a starting point for the new EA search for the new problem. It should be noted that the change should be bounded; thus its effect on the last associated search space is not radical so that the information in the individuals of the population that corresponds to the last problem is still useful. Three popular approaches are considered for the search and tracking of the optima:

- **Generating diversity after a change**: Population diversity is considered as an important element for EAs to effectively track optima after a problem change. The most natural way to do this is to re-initialise the population after a change. However, with some bounded changes, the new EA search space that corresponds to the new problem is not radically different from the previous one. In such cases, re-initialisation might slow down the EA convergence process; hence, reusing the previous population obtained in solving the previous problems might be a better option. Note that the last population might be driven toward the area surrounding the previous optima/solution for the previous problem. However, with a change, the new optima might be at a different location. Therefore, if we use the last population, it needs some diversity. A popular approach is the use of hypermutation [51] where the mutation rate is set to a high value for a limited number of generations, or to just the first generation and then decreased over time. Note that a very high mutation rate may result in a re-initialisation of the last population, whereas a too low mutation rate does not help to boost diversity of this population.

- **Maintaining diversity during the run**: Diversity is maintained over time to make sure the population is diverse enough to obtain a solution with quality recovered from the effect of change. Typical approaches include the Random Immigrant [82] where new individuals are inserted into the population on a regular basis, the multi-objective-
based method utilising diversity as the second objective [42], and the thermodynamic genetic algorithm where an entropy-based value for niching is used during an optimisation process [142].

- **Multi-population approaches**: Several sub-populations are evolved together to cover several promising areas of the fitness landscape. In this way, it is hoped that the whole system will be able to quickly find new optima when experiencing a change in its environment. Also, with this approach, several local optima can be tracked simultaneously. Some typical examples are self-organising scouts [35], the multinational approach [200], and the shifting balance approach [215].

### 2.4.2 Adaptation

As discussed above, the task of finding and tracking the optimal solution to a problem does not take into account the situation where this solution is partially executed. If some components/tasks of this solution/schedule are finished or ongoing, they cannot be altered or there is a high cost associated with such alteration. In a military operation for example, after a bridge has been destroyed and tanks have been transported over two thousand miles, rescheduling the bridge destruction is impossible and the tank transport is extremely costly. Adaptation, however, takes into account the finished and on-going components. Generally speaking, adaptation is a process of adjusting to the new conditions to keep a system functioning properly. Since the world is dynamic, adaptation is an important process for many existing systems from biological, ecological, to social organisations [168]. After some changes in the weather, species might take several evolutionary cycles to develop new abilities to deal with new weather conditions. A company might need to change some components of their business solution to deal with new market conditions. Although adaptation is a complex process and different from system to system, it needs to be executed in an incremental style in which, in the case of scheduling, current ongoing tasks cannot be cancelled without careful consideration of cost. The following rule has been suggested [127]:
Schedule revision must judiciously be made to avoid the high cost of altering its ongoing tasks which thus can be preserved.

Scheduling and planning have emerged as a popular adaptation test problem in which dynamic factors are common, such as the arrival of new jobs (or tasks), cancellation of current jobs, disruption of machines (or resources), and time delays in executing jobs. There have been considerable research efforts on this topic [58, 90, 205, 236]. In general, there are four classes of methods for tackling the adaptation issue.

1. **Robust Proactive**: These methods take into account some assumptions (and anticipations) about uncertainties in environments in order to find the most suitable solution [75]. The assumptions can be on the bound or level of environmental changes, and on the probabilistic distribution of the changes. An example of these methods is the addition of slack time to a schedule to make the quality and feasibility of this schedule more robust to environmental changes. Solutions determined through this method are usually obtained via sensitivity analysis (e.g. using MCS). The methods are also considered as a robustness analysis process [208]. Schedules created through these methods are expected to maintain high quality and be feasible despite environmental changes, i.e. to be robust. In accordance with this expectation they are intended to be implemented entirely regardless of changes in this environment. However, when change in this environment is extreme they could become infeasible [117].

2. **Reactive-Predictive**: In these methods, a pre-optimised solution is used as a baseline for scheduling. Whenever an environmental change happens, this baseline solution is revised or repaired to adapt to new environmental conditions. However, this baseline is determined without any anticipation about present or future environmental uncertainties. The repairing or revising process is usually repetitive and is considered as a local search process [127, 205]. Aside from the cost (e.g. material, fuel and labour) of implementing a schedule, the revision could incur another cost such as penalties in breaching contracts made to material or labour suppliers.
3. **Robust Reactive-Predictive (RRP):** These methods combine Robust Proactive and Reactive-Predictive approaches. Analogous to the Robust Proactive approach, these methods create robust baseline schedules with foresight on future uncertain environmental changes. However, the schedules are revised when the environment changes by a degree beyond a given limit or when the change causes violation of given constraints [11, 30, 58]. The revision may still involve the foresight.

4. **Completely Reactive:** In these methods, there is no pre-optimised solution determined in advance. A new search process is carried out to find a new solution adapting to new environmental conditions [175].

It is usually beneficial that a schedule revised through either method in Items 2 to 4 deviates as little as possible from its original form to avoid the high penalty costs of violating decisions which are dependent on its to-be-executed activities [175]. Further, these methods may be incorporated with machine learning strategies to improve their performance in searching for solutions to problems set in the current environmental state. These strategies utilise information that corresponds to past environmental states. They are categorised as follows [156]:

- **Rote Learning** is a simple memorisation scheme. It records valuable solutions and problems (e.g. $g_2$ in Equation 1.6) set in previous environmental states. The recorded information is then retrieved to assist in solving the problem set in the current environmental state. However, this learning mechanism is not useful when the probability of the environment returning to one of its previous states is small [156].

- **Case-Based Reasoning** records features of solutions and problems. It also forms rules to select its recorded information which is relevant to a current problem. However, if the database of recorded information has a small number of pairs of solution-problem features it is likely to be inadequate to assist in solving a current problem [156].

- **Induction Methods** infer rules from previous information they had accepted and/or produced. However, these rules are not guaranteed to be correct or accurate, i.e.
as in inductive reasoning. For example, after an Artificial Neural Network had been trained [207] using the solutions to previous problems and information on these problems, it can give a prospective solution for a current problem [156]. This prospective solution may become part of an initial population which, after evolving, could yield an optimal solution to the current problem.

- **Classifier Systems** make use of genotypes which are strings of rules. In each genotype, genes are successively used in the iterations of an algorithm to obtain a solution (e.g. schedule) to a given problem. The objective values of this solution become the fitness values of the genotype. EA is applied to evolve the genotypes to obtain a genotype that yields a high-quality solution [156].

Rote Learning and Case-Based Reasoning belong to the class called memory-based approaches explained in Section 1.1. Let us now discuss an important concept behind memory-based approaches. Consider a dynamic environment, say a battlefield. And, suppose sub-problems $g_{\text{prev}}$ and $g_{\text{curr}}$ (see Equation 1.6) are set, respectively, in previous and current snapshots (defined in Section 1.2) of this environment. If based on a certain definition of distance between sub-problems $g_{\text{prev}}$ is close to $g_{\text{curr}}$, then the fitness landscape that corresponds to sub-problem $g_{\text{curr}}$ could also be close to that of $g_{\text{prev}}$. It could then be expected that solutions to these sub-problems are also close, based on another distance definition. By the proximity of these solutions, only a few EA cycles could be required to evolve an initial population that contains solutions or derivatives of solutions to $g_{\text{prev}}$, to become solutions to $g_{\text{curr}}$ [40, 161]. This expectation underlies several memory-based approaches in EA [40, 131, 161, 224]. Note that the solution-searching ability of memory-based approaches is highly dependent on the diversity of population which they create [36].
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Let us now extend the exploration of Multi-Objective Optimisation undertaken in Chapter 1. Let \( x = \{x_1, x_2, \ldots, x_M\} \in \mathbb{C}^M \) be referred to as the decision vector (e.g. genotype) of decision variables \( x_i \) (e.g. ID of task in a schedule); \( M \) is the number of decision variables; and \( f_k(x) \) as the \( k^{th} \) objective function which relates a decision vector to the \( k^{th} \) objective value (e.g., cost to implement an entire schedule). The objective vector \( f(x) \) for a \( K \)-objective problem is denoted as,

\[
    f(x) = (f_1(x), f_2(x), \ldots, f_k(x), \ldots, f_K(x)).
\]  

The concept of dominance of a solution is relevant for comparing the quality of this solution to another solution of the same MOO problem \[55\]. To explain this concept, consider two sets of indices, \( C = \{i_1, i_2, \ldots, i_L\} \) and \( D = \{j_1, j_2, \ldots, j_E\} \) where \( C \cap D = \emptyset \) and \( C \cup D = \{1, 2, \ldots, K\} \). Let the indices be those of the objective functions \( f_k \) contained in the expression of \( f(x) \) in Equation 2.5. A solution \( x_1 \) dominates another \( x_2 \), denoted as \( x_1 \preceq x_2 \), if there exists a non-empty set \( C \) where \( f_i(x_1) < f_i(x_2) \) for all \( i \in C \) and \( f_j(x_1) = f_j(x_2) \) for all \( j \in D \), i.e. if there is one or more of the objective functions each yielding an objective value at \( x_1 \) less than that at \( x_2 \) and if the rest of the objective functions each yield an objective value at \( x_1 \) equal to that at \( x_2 \). This definition is applicable when objectives are to be minimised. Otherwise, the inequality sign will be reversed and “greater than” will be used instead of “lesser than” in the definition of dominance.

To exemplify dominance, recall from Section 1.2 the three objectives: the minimisation of schedule cost, duration and probability of implementation failure. For any schedule \( x \), let the objective functions \( f_1(x), f_2(x), \) and \( f_3(x) \) yield schedule cost, duration and the probability respectively. If the cost in implementing schedule \( x_1 \) is smaller than that of schedule \( x_2 \), i.e. \( f_1(x_1) < f_1(x_2) \); the duration in accomplishing schedule \( x_1 \) is shorter than that of schedule \( x_2 \), i.e. \( f_2(x_1) < f_2(x_2) \); and the probabilities that implementing
\( x_1 \) and \( x_2 \) will fail are equal, i.e. \( f_3(x_1) = f_3(x_2) \) then \( x_1 \preceq x_2 \). In this example, the sets of indices \( C = \{1,2\} \) and \( D = \{3\} \).

Now, consider the case where \( f_3(x_1) > f_3(x_2) \). Thus, not all of the three objective functions yield values at \( x_1 \) less than or equal to the values they respectively yield at \( x_2 \). Therefore, \( x_1 \) does not dominate \( x_2 \). Following a similar reasoning, the converse is also true, i.e., \( x_2 \) does not dominate \( x_1 \). In this case, \( x_1 \) and \( x_2 \) are referred to as non-dominated solutions. A set of non-dominated solutions is called a Non-Dominated Set (NDS). A set of solutions to any MOO problem contains a NDS \([54]\). In practice, it is from this NDS that a decision-maker selects one solution guided by his/her experience and intuition, to implement in the field. Let the selected solution be referred to as the chosen individual from here onwards. The objective vectors that correspond to elements of NDS form a hypersurface called Pareto Front (PF). This hypersurface is exemplified over a bi-objective space in Figure 2.11 and labelled as “PF”. In this figure, the circles represent objective vectors \( o_j = f(x_j) \) (see Equation 2.5) where \( x_j \) is a decision vector.

![Figure 2.11: Sample Pareto Front](image)

Pareto improvement is the displacement of a decision vector \( x \) in a NDS so as to improve at least one objective value of \( f(x) \) without making other elements of the NDS dominated by the displaced \( x \). If elements of NDS can no longer be Pareto improved then this NDS is called Pareto Optimal Set (POS) and its corresponding hypersurface is called
2 Background Knowledge
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the Pareto Optimal Front (POF).

2.5.1 Hypervolume

Hypervolume is one measure of the quality of NDS [239]. As shown in the following example, one way to compute hypervolume is as follows. Let \( O_v = \{ o_1, o_2, \ldots, o_5 \} \) be a set of objective vectors \( o_j \) that correspond to decision vectors \( x_j \) in an NDS. For each objective vector \( o_j \in O_v \), a hypercube with corners \( R_p \) and \( o_j \) is formed where \( R_p \) is a chosen reference point that has coordinates greater than those of any point in \( O_v \). Figures 2.12(a) to (e) illustrate the hypercubes that correspond to objective vectors \( o_1 \) to \( o_5 \) respectively. The reference point \( R_p \) is indicated by “◊” in these figures. The volume of the union of all the hypercubes is called, the hypervolume, and illustrated in Figure 2.12(f). This approach is appropriate when all objectives in MOO problems are intended to be minimised, such as in the thesis. Other methods to compute hypervolume are also applied in the literature, such as the Hypervolume by Slicing Objectives (HSO) algorithm [213], the LebMeasure algorithm [69], and the MCS-based algorithm [64].

Hypervolume is useful for evaluating the behaviour/performance of a single method for finding solutions under different conditions (e.g. with problem instances), or at different runs or evolutionary cycles of an EA-based algorithm for solving the same MOO problem. It is also useful for comparing the performance of techniques that solve similar MOO problems [239]. In relation to these applications of hypervolume, we define the following:

**Definition 1**: Let \( H_1 \) and \( H_2 \) be hypervolumes of sets \( S_1 \) and \( S_2 \) of solutions respectively. Further, let solutions in \( S_1 \) and \( S_2 \) be computed by a technique under conditions \( C_1 \) and \( C_2 \), respectively. If \( H_1 > H_2 \) then this technique performs better under condition \( C_1 \) than under \( C_2 \).

**Definition 2**: Suppose \( S_1 \) and \( S_2 \) are solutions computed, respectively, by techniques \( T_1 \) and \( T_2 \) under similar conditions, and \( H_1 \) and \( H_2 \) are hypervolumes of sets \( S_1 \) and \( S_2 \) of solutions respectively. If \( H_1 > H_2 \) then technique \( T_1 \) performs better than \( T_2 \) under this
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Figure 2.12: Hypercube corresponding to objective vector (a) $x_1$ (b) $x_2$ (d) $x_4$ (e) $x_5$

condition.

2.5.2 Set Coverage

Another way to compare the quality of the set $A$ of solutions to a MOO problem, determined by the method $T_A$, to another set $B$ of solutions to the same MOO problem, determined by another method $T_B$, is through the set coverage [55]. Let $D(A, B)$ be the
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Figure 2.12: (c) Hypercube corresponding to objective vector $x_3$ (f) Hypervolume

set containing elements of $B$ which are dominated by an element in $A$,

$$D(A, B) = \{ b \in B \mid \exists a \in A : a \preceq b \}.$$  \hfill (2.6)

The set coverage is defined as,

$$SC(A, B) = \frac{|D(A, B)|}{|B|},$$  \hfill (2.7)

where $| \cdot |$ is the set cardinality. This definition can also be applied to mono-objective optimisation.

Based on Equation 2.7, the set coverage has a range of $0 \leq SC(A, B) \leq 1$. It will be convenient for later discussions to have a set coverage-related quantity that has a range symmetric around zero. For this purpose we define,

$$dSC(A, B) = SC(A, B) - SC(B, A),$$  \hfill (2.8)

where $dSC(A, B)$ is referred to as differential set coverage which is anti-symmetric in its
arguments. Assuming that $|A| = |B|$ and based on Equation 2.8, $dSC(A, B)$ has a range of values,

$$-1 \leq dSC(A, B) \leq 1.$$ (2.9)

If $dSC(A, B) > 0$, Equation 2.8 implies that $SC(A, B) > SC(B, A)$. By the definition of set coverage in Equation 2.7, the implication indicates that there are more solutions in $B$ dominated by an element from $A$ than the converse. Thus, technique $T_A$ is capable of determining more solutions that dominate those determined by technique $T_B$ than the converse. In view of this, technique $T_A$ is considered to perform better for determining solutions than technique $T_B$. We then take the following definition:

**Definition 3:** Suppose $A$ and $B$ are sets of solutions determined, respectively, by techniques $T_A$ and $T_B$ under similar conditions. Technique $T_A$ performs better than technique $T_B$ under these conditions if $dSC(A, B) > 0$.

### 2.5.3 The Multi-Objective Evolutionary Algorithm (MOEA)

As noted in Chapter 1, the RCPS problem is an NP-hard problem and is often approached using modern heuristic methods such as EA [123]. Further, $\mathcal{M}$ is a class of RCPS problems, and each has multiple objectives. A class of EA-based methods applied to solve multi-objective NP-hard problems (such as those in $\mathcal{M}$) is referred to as a *Multi-Objective Evolutionary Algorithm* (MOEA). A popular member of this class is the *Non-Dominated Sorting Genetic Algorithm*-II (NSGA-II) [55]. It is generally efficient for solving MOO problems with small number (two or three) of conflicting objectives [159], such as those being solved in this thesis. In the following, its framework is discussed first followed by its three modules.

#### 2.5.3.1 Non-Dominated Sorting Genetic Algorithm II (NSGA-II)

The NSGA-II algorithm starts with a parent population $P_0$. At evolutionary cycle $i = 0$, these parents are subjected to evolutionary operators and a selection scheme to create
their offspring population $C_i$ of the same size as $P_i$. Next, a module, called \textit{Fast Non-Dominated Sorting} (FNDS) to be described in Section 2.5.3.2, is applied to the union $G_i = P_i \cup C_i$. Then the measure, called \textit{crowding distance}, for each individual in $G_i$ is determined through a process to be described in Section 2.5.3.3. The individuals from $G_i$ are selected through the scheme to be discussed in Section 2.5.3.4 to form the parent population $P_{i+1}$ (of the same size as $P_i$) of the next generation. Now, the offspring population $C_{i+1}$ of the next generation are formed from $P_{i+1}$ by applying the evolutionary operators and selection scheme which selects individuals based on crowding distance or, in some applications, dominance. The steps from the application of FNDS to the creation of $C_{i+1}$ are repeated with $i$ incremented by one at every cycle for a given number of cycles.

\subsection{2.5.3.2 Fast Non-Dominated Sorting}

As pointed out above, \textit{Fast Non-Dominated Sorting} (FNDS) is a module of NSGA-II. It is an algorithm for segregating solutions into groups whose attributes form some of the basis in the selection process of NSGA-II. Given a population $P$, it starts by determining two attributes of each decision vector $s_j \in P$. The attributes are the number $n_j$ of elements in $P$ that dominate $s_j$, called \textit{domination count}; and the set $D_j \subseteq P$, called \textit{dominated set}, whose elements are dominated by $s_j$.

Let $q_k \in P$ be denoted as $q_{j,k}$ to indicate that it is related to $s_j$. If $s_j \preceq q_{j,k}$, then $q_{j,k}$ is stored to $D_j$, which starts from empty. However, if $q_{j,k} \succ s_j$ then the domination count $n_j$ of $s_j$, that starts from zero, is incremented by unity but $q_{j,k}$ is not included in $D_j$. These steps are applied for each element of $P$; as a result, each element of $P$ will have its own domination count and dominated set. For example, consider Figure 2.13 where circles, diamonds and squares represent two-dimensional objective vectors labelled by $o_j = f(s_j)$; $f$ is defined in Equation 2.5; and $s_j$ is a decision vector in a population $P$. In particular, consider $o_2$ indicated in Figure 2.13. Applying the definition of dominance, the domination count of $s_2$ (corresponds to $o_2$) is zero and the dominated set of $s_2$ is $D_2 = \{s_8, s_9, \ldots, s_{15}\}$ whose elements have corresponding objective vectors in the set.
\[ O_2 = \{ o_8, o_9, \ldots, o_{15} \} \text{ enclosed by the thick polygon in Figure 2.13.} \]

After determining the dominated set and domination count for each decision vector in \( P \), a set \( S_1 \), which starts from empty, is formed by transferring to it elements from \( P \) whose domination counts are zero. Note that after this transfer the set \( P \) is now reduced to a set \( P - S_1 \) (note the set subtraction). From \( S_1 \), a set called \textit{First Pareto Front} \( F_1 \), is determined through,

\[
F_k = \{ o_{k,i} \mid o_{k,i} = f(s_{k,i}), \ s_{k,i} \in S_k \} \tag{2.10}
\]

with \( k \) set to unity, and where \( f \) is defined in Equation 2.5. To indicate that \( s_i \) corresponds to an objective vector belonging to the \( k^{th} \) Pareto Front it is denoted as \( s_{k,i} \). For similar reasons, \( o_{k,i} \equiv o_i \). As an example of Equation 2.10, the first Pareto Front in Figure 2.13 is, \( F_1 = \{ o_1, o_2, \ldots, o_7 \} \). The process of determining the second, third and higher-order Pareto Fronts is discussed next.

A dominated set of \( s_{k,i} \) is denoted as \( D_{k,i} \). For example, \( s_{1,2} = s_2 \) has the dominated set \( D_{1,2} = D_2 \) expressed above. Now, to indicate that a decision vector \( q_m \) is an element of \( D_{k,i} \) it is expressed as \( q_{k,i,m} \). The algorithm for determining the first and succeeding
Pareto Fronts is expressed as pseudo-code which utilises the symbols just defined in Figure 2.14. The determination of the second Pareto-Front starts by decrementing by one the domination count of each element $q_{1,i,m} \in D_{1,i}$ dominated by the decision vector $s_{1,i} \in S_1$. Note that an element of population $P$ could be a member of more than one dominated set. For example, let $q$ have a domination count of two and belongs to both $D_{1,2}$ and $D_{1,3}$ which are dominated sets, respectively, of $s_{1,2}$ and $s_{1,3}$; both in turn are elements of $S_1$. The domination count of $q$ becomes one after the domination count of each element in $D_{1,2}$ is decremented and then becomes zero after the domination count of those in $D_{1,3}$ are decremented next. If after all the deductions the resulting domination count of a decision vector $q_{1,i,m}$ is reduced to zero, then $q_{1,i,m}$ is transferred from the set $P - S_1$ to $S_2$ which starts empty. This process is applied to all elements of dominated sets $D_{1,i}$ of all $s_{1,i} \in S_1$ to form $S_2$. Note that after all elements of $P - S_1$ whose domination counts reduced to zero are transferred to $S_2$, the set $P - S_1$ is now reduced to $P - S_1 - S_2$. By Equation 2.10 with $k = 2$, the second Pareto Front $F_2$ is determined from $S_2$. As can be inferred from Figure 2.13, the second Pareto Front $F_2 = \{o_8, o_9, \ldots, o_{12}\}$.

The steps of decrementing and storing above are repeated until each decision vector of $P$ is associated with a Pareto Front. Figure 2.13 showed three Pareto Fronts labelled: $F_1$, $F_2$ and $F_3$ whose elements are differentiated by the type of shape. The order of Pareto Front is called rank.

### 2.5.3.3 Crowding Distance

NSGA-II also provides diversification of individuals in a population as it evolves them. The diversification can facilitate quicker (fewer evolutionary cycles in NSGA-II) determination of optima being a solution to a MOO problem [55]. NSGA-II diversifies a population $P$ by first determining the crowding distance $C_{k,i}$ of each decision vector $s_{k,i} \equiv s_i \in P$. The next diversification step is discussed in the next section. To determine $C_{k,i}$, the objective vectors $o_{k,i}$ (equal to $f(s_{k,i})$) are sorted based on their $m^{th}$ components,
**Procedure** Fast Non-Dominated Sorting  
**Begin**  
Set the first Pareto Front as empty: $F_1 = \emptyset$  
Set $S_1 = \emptyset$  
**For** each $s_{1,i} \in P$  
Set domination count of $s_{1,i}$ to zero: $n_{1,i} = 0$  
Set dominated set of $s_{1,i}$ as empty: $D_{1,i} = \emptyset$  
**For** each $q_{1,i,m} \in P$  
If $s_{1,i} \preceq q_{1,i,m}$  
Include $q_{1,i,m}$ to $D_{1,i}$  
Else if $q_{1,i,m} \preceq s_{1,i}$ then  
Increment domination count of $s_{1,i}$: $n_{1,i} = n_{1,i} + 1$  
**End**  
If the domination count $n_{1,i} = 0$  
Set Pareto Rank of $s_{1,i}$ to unity  
Include $s_{1,i}$ to $S_1$  
Include $f(s_{1,i})$ to the first Pareto Front $F_1$  
**End**  
**End**  
Remove $S_1$ from $P$  
Set Pareto Rank $k = 1$  
Set $S_{k+1} = \emptyset$ and $F_{k+1} = \emptyset$  
**While** $P \neq \emptyset$  
**For** each element of $s_{k,i} \in S_k$  
**For** each $q_{k,i,m}$ of dominated set $D_{k,i}$ of $s_{k,i}$  
Decrement domination count of $q_{k,i,m}$: $n_{k,i,m} = n_{k,i,m} - 1$  
If $n_{k,i,m} = 0$  
Set rank of $q_{k,i,m}$ to $k + 1$  
Include $q_{k,i,m}$ to $S_{k+1}$  
Include $f(q_{k,i,m})$ to the $(k + 1)^{th}$ Pareto Front $F_{k+1}$  
**End**  
**End**  
Remove $S_{k+1}$ from $P$  
Move to the next Pareto Front: $k = k + 1$  
**End**  
**End**

Figure 2.14: Fast Non-Dominated Sorting (FNDS)
thereby obtaining an ordered set of values,

\[ G_{k,m} = \langle o_{k,r_m(1)}^m, o_{k,r_m(2)}^m, \ldots, o_{k,r_m(L_k)}^m \rangle \]  

(2.11)

where \( o_{k,r_m(l)}^m \) is the \( m \text{th} \) component of the objective vector \( o_{k,r_m(l)} \); \( l \) is a sequential order of a value \( o_{k,r_m(l)}^m \) in \( G_{k,m} \); \( L_k \) is the number of elements in the \( k \text{th} \) Pareto Front \( F_k \); and \( r_m \) is a sorting function. To exemplify this equation, consider the objective vectors, in the first \( (k = 1) \) Pareto Front \( F_1 \) in Figure 2.15, sorted based on their first component (i.e. \( m = 1 \) that corresponds to the axis labelled “objective value 1” in the figure) from the least to the largest in order to obtain the ordered set of values,

\[ G_{1,1} = \langle o_3^1, o_2^1, o_7^1, o_5^1, o_1^1, o_6^1, o_4^1 \rangle \]  

(2.12)

The sorting function \( r_1 \) for this example maps sequential orders 1 to 7 to subscripts 3, 2, 7, 5, 1, 6 and 4 of elements in \( G_{1,1} \) respectively (e.g. \( r_1(3) = 7 \)).

![Figure 2.15: First Pareto Front with Cuboid](image)

The crowding distances of the decision vectors (e.g. \( s_3 \equiv s_{1,r_1(1)} \) and \( s_4 \equiv s_{1,r_1(7)} \)) that respectively correspond to the two objective vectors (e.g. \( o_3^1 \) and \( o_4^1 \) in Figure 2.15) at the edges of the \( F_1 \) Pareto Front are set to infinity. Except for these decision vectors, the
crowding distances of decision vectors \( s_{k,i} \) that correspond to objective vectors in the first Pareto Front (i.e. \( k = 1 \) are,

\[
C_{k,i} = \sum_{m=1}^{M} \left| o_{k,r_{m}(r_{m}^{-1}(i)-1)}^{m} - o_{k,r_{m}(r_{m}^{-1}(i)+1)}^{m} \right| \\
\left| o_{k,r_{m}(L_k)}^{m} - o_{k,r_{m}(1)}^{m} \right| (2.13)
\]

where \( M \) is the number of objectives. This process is repeated for all decision vectors that correspond to objective vectors in Pareto Fronts other than \( F_1 \).

Let us discuss the implication of Equation 2.13. Consider the objective vector \( o_5 \) (that corresponds to \( i = 5 \) in Equation 2.13) in the first Pareto Front (\( k = 1 \)) illustrated in the two-dimensional (\( M = 2 \)) Figure 2.15. With the number \( L_1 \) of objective vectors in the first Pareto Front in this figure equal to 7, the crowding distance of \( s_5 \equiv s_{1,5} \) is,

\[
C_{1,5} = \frac{\left| o_{1,r_1(r_1^{-1}(5)-1)} - o_{1,r_1(r_1^{-1}(5)+1)} \right|}{\left| o_{1,r_1(7)} - o_{1,r_1(1)} \right|} + \frac{\left| o_{2,r_2(r_2^{-1}(5)-1)} - o_{2,r_2(r_2^{-1}(5)+1)} \right|}{\left| o_{2,r_2(7)} - o_{2,r_2(1)} \right|} (2.14)
\]

Using the definition of \( r_m \), the coordinates of the objective vectors in the figure, and the convention, \( o_{k,i} \equiv o_i \), we obtain,

\[
C_{1,5} = \frac{|o_7 - o_1|}{|o_1 - o_3|} + \frac{|o_2 - o_7|}{|o_3 - o_7|} (2.15)
\]

The numerator of the first fraction in Equation 2.15 amounts to the length of the horizontal side of the cuboid (square with dash-lined perimeter) in Figure 2.15. And, the numerator of the second fraction amounts to the length of the vertical side of the cuboid. As can be inferred from the figure, the denominators’ expressions in Equation 2.15 imply an assurance that all fractions in this equation are normalised, i.e. have values between zero and one. Now, from this equation, if the objective vectors \( o_7, o_5 \) and \( o_1 \) are crowded relative to the span of the first Pareto Front then the two lengths are small. Consequently, the crowding distance \( C_{1,5} \) of \( s_{1,5} \equiv s_5 \) is small. By generalising this conclusion to any decision vector, Equation 2.13 implies that if an objective vector \( o_i \) is in a crowded region of a Pareto Front where it belongs then its corresponding decision vector \( s_i \) has a small
crowding distance, except if it is located at either edge of the Pareto Front. Crowding distance could be monotonically increasing with the distance (e.g. Euclidean distance) between two decision vectors. Thus, \( s_i \) that has small crowding distance could be near to its neighbouring decision vectors and hence could be situated in a crowded region of its associated search space [55].

Now, if all decision vectors in a sub-population have large crowding distances they could be far from each other in their search space. Hence, this sub-population could be diverse. NSGA-II implements diversification by giving a selection preference to decision vectors with large crowding distances to persist to the next generation of its evolutionary cycles. This selection is explained next.

### 2.5.3.4 Selection

Being a type of EA, NSGA-II has a mechanism to select the next generation population. In this mechanism, the selection of an individual is based on its crowding distance and on the rank of the Pareto Front (a set discussed in Section 2.5.3.2) in which its corresponding objective vector belongs.

The selection process starts by applying FNDS (discussed in Section 2.5.3.2) to a given population \( P \) of size \( N_p \) to yield a set of Pareto Fronts, \( \{F_1, F_2, \ldots, F_j, \ldots, F_J\} \) where \( J \) is the number of Pareto Fronts. Let \( N_{sel} \leq N_p \) be the number of individuals that will persist into the next generation in NSGA-II’s evolutionary process. Starting from \( S_1 \), each \( S_j \) (corresponding to \( F_j \) in Equation 2.10) is included in ascending rank \( j \) in a population \( P_{sel} \) – which starts from empty. This inclusion will stop before including \( S_q \) which will yield \( |P_{sel}| > N_{sel} \). If at the moment of stopping \( |P_{sel}| < N_{sel} \) then decision vectors in \( S_q \) will be sorted in descending order of their crowding distances, and thereby \( S_q \) becomes an ordered set \( S_{rtq} \). Next, the set \( S_{first} \) of first \( N_{sel} - |P_{sel}| \) elements of \( S_{rtq} \), will be included in \( P_{sel} \). Thus, at the end of this step \( P_{sel} \) will have exactly \( N_{sel} \) elements. As exemplified in Figure 2.16, if \( S_3 \) will be included in \( P_{sel} \), \( |P_{sel}| > N_{sel} \), such that only its subset \( S_{first} \) is included in \( P_{sel} \). Now, if at the moment of stopping \( |P_{sel}| = N_{sel} \), there
is no need to include any element of $S_q$.

Figure 2.16: NSGA-II selection

Considering that the sorting of elements in $S_q$ is in descending order of crowding distance, elements of $S_{\text{first}}$ have larger crowding distances than those of $S_{\text{last}} = S_{\text{rt}} - S_{\text{first}}$. From the last paragraph of Section 2.5.3.3, it can be seen that individuals (decision vectors) in $S_{\text{first}}$ can be more diverse than those of $S_{\text{last}}$. Thus, NSGA-II’s selection process just described gives preference to diverse individuals.

As explained in Section 2.5.3.1, NSGA-II applies FNDS to the combined offspring and parent populations at its current evolutionary cycle. This is followed by the application of its selection process to the combined populations to form the next generation parent population. The preference of the selection process to diverse individuals in the combined populations can enable NSGA-II to produce a diverse next-generation population.

### 2.6 Estimation Distribution Algorithm

The *Estimation Distribution Algorithm* (EDA) is a class of evolutionary heuristics which, instead of using evolutionary operators, makes use of sampling and estimation of *Probability Density Functions* (PDFs) to create its next-generation population [119]. It has...
the ability to detect and preserve good quality building blocks of chromosomes [183], an ability that could be important in some applications [119].

Before discussing a particular member of EDA, let us describe Figure 2.17. Suppose genes in genotypes, which correspond to individuals in a given population, are task IDs. Each coloured rectangle in this figure signifies the percentage of the genotypes, which have task IDs in the vertical axis at the gene index in the horizontal axis, over all genotypes in the population. The matrix of percentage depicted in the figure is referred to as the probability matrix.

Figure 2.18 presents a particular EDA algorithm: beginning at its first evolutionary cycle \( i = 0 \), this algorithm creates a probability matrix \( P_i \) with equal entries. This probability matrix is then sampled to form a set of genotypes \( G_i \), sized \( N \). Genotypes in \( G_i \) are then selected to form another set \( G_{sub_i} \) of genotypes, sized \( \lceil \rho N \rceil \), where \( \lceil \cdot \rceil \) is a round-up operator and \( \rho \) is a constant where, \( 0 < \rho \leq 1 \). Their selection is based on the fitness of their corresponding phenotypes. A new probability matrix \( P_{i+1} \) is then estimated from \( G_{sub_i} \). The cycle of sampling, selection and estimation is repeated until a stopping condition is met.

**2.6.1 Characteristics of EDA**

In Figure 2.17, consideration is given to the visually detected high (of blue hue) probability block of genes indexed 15 to 17 with task IDs 5, 15 and 17 respectively. During the sampling of the probability matrix depicted in the figure, task IDs that correspond to these high probability blocks are more likely to appear at gene indices of the offspring genotypes that correspond to the block, thereby preserving this block [183].

In EDA, if a prospective high quality (e.g., fitness value) genotype has less probability of persisting to the next generation, it is less likely to be in the next generation. Note that, based on elementary statistics, the probability of a genotype in \( G_i \) (defined above), for some \( i \), to be in the next generation \( (i \leftarrow i + 1) \) after sampling \( P_i \) (defined above) is
Figure 2.17: Sample task ID distribution
Procedure EDA
Begin
(1) Set entries of the probability matrix $P_i$, $i = 0$, to equal probability
While stopping condition not meet
(2) Create $N$ genotypes by sampling $P_i$ to form a set $G_i$ of genotypes
(3) Select $\rho N$ genotypes from $G_i$ using a fitness measure
(4) $i \leftarrow i + 1$
(5) Estimate $P_i$ from the $\rho N$ of genotypes
End
End

Figure 2.18: Estimation of Distribution Algorithm

derivable from $P_i$. The EDA drawback was remedied in [178]. Another drawback of EDA is that after several evolutionary cycles (large $i$), the diversity of genotypes in $G_i$ will be lost, a drawback remedied in [130].

2.6.2 EDA in Scheduling

In [65, 209], EDA was applied to solve an RCPS problem in a static environment with tasks on various execution modes. The authors utilised a probability matrix, $P_i = [\lambda_{j,k}^i]$, (2.16)

where $j$ is the task index, $k$ is the gene index of genotype used in EDA, and $i$ is the evolutionary cycle count which is equivalent to that in Figure 2.18. Before the start of the first evolutionary cycle ($i = 0$) of the applied EDA, all entries of $P_0$ were set to $1/N$ where, $N$ is the number of tasks in the environment and also the genotype length. This implies that all of the tasks have equal probability of being placed into any gene location in any genotype formed during the sampling of $P_0$ at the first evolutionary cycle.

A copy $C_i$ of $P_i$ was used to generate a genotype as follows: the $k^{th}$ column of $C_i$, i.e. $C_i^k \equiv \{\lambda_{j,k}^i | 1 \leq j \leq N\}$ is sampled to obtain a task that can be assigned to the gene indexed $k$ of the genotype. However, it could happen that not all tasks with non-zero corresponding probability in $C_i^k$ are eligible for the assignment due to the task precedence
constraint in the RCPS problem. To remedy this, let $E_k^i$ be a set of indices of eligible tasks with non-zero corresponding probability in $C_k^i$. The corresponding probabilities of these eligible tasks are provisionally revised to,

$$
\hat{\lambda}_{j,k}^i = \frac{\lambda_{j,k}^i}{\sum_{j \in E_k^i} \lambda_{j,k}^i},
$$

where $j \in E_k^i$. The provisional probability vector $\{\hat{\lambda}_{j,k}^i \mid j \in E_k^i\}$ is then sampled to obtain a task that will be assigned to the gene indexed $k$. After this assignment, all entries of row $j$ of $C_i$ are set to zero to avoid reassigning the obtained task thereafter. Further, each column of $C_i$ is renormalised. The steps just described enable the assignment of a task to one gene only. They are repeated for each gene, from first ($k = 1$) to last ($k = N$) gene consecutively, thereby creating one genotype in the next generation genotype set $G_{i+1}$ (step 2 of Figure 2.18).

The steps described in the last paragraph are repeated, but starting with a fresh copy $C_i$ of $P_i$ for every production of the other genotypes in $G_{i+1}$. The remaining steps in Figure 2.18 are executed to complete one cycle.

## 2.7 Measure of Risk

As shown in Section 1.2, some environmental changes can cause schedules to become infeasible. Consider, for example, the on-going tasks in a given single-mode (defined in Section 2.3) RCPS schedule still being executed even after their expected completion times due to some environmental changes. Suppose further that the items of a certain resource type they utilised are unavailable to their respective immediate succeeding tasks scheduled to commence immediately after their expected completion times. Thus, if no other items of similar resource type are available, the immediate succeeding tasks could no longer be executed immediately after the expected completion times. Hence, the schedule can no longer be fully implemented and needs to be revised. This revision could entail
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penalty costs, e.g. a contract infringement penalty with material and labour suppliers. Thus, it is sensible to reduce the risk of failing to fully implement a schedule.

In the scheduling literature, risk is measured in various ways. In some financial applications, risk is measured as a monetary value lost after a given time bound [167]. In a fleet scheduling application, risk is the probability that a fleet would be unable to accommodate the load or passengers [214]. A measure of risk was axiomatically defined in [16]. Risk in a RCPS problem is measured as the probability that a given schedule will violate the resource constraint when the duration of tasks in this schedule is varied, given that task starting times are fixed [41]. The authors in this work defined this probability $P_f$ through MCS:

$$P_f = \frac{1}{N_s} \sum_{j=1}^{N_s} x_j$$

(2.18)

where $j$ is the simulation index; $N_s$ is the number of simulations; and $x_j$ represents whether a schedule violates resource constraints or not and is determined as follows:

$$x_j = \begin{cases} 
1 & \text{if } Pl \text{ violates the constraints} \\
0 & \text{otherwise}
\end{cases}$$

(2.19)

where $Pl$ is the plan.

2.8 Response Surface Methodology (RSM)

Response Surface Methodology (RSM) is a class of techniques for developing adequate empirical models of phenomena (e.g. McBAR solving problems from $\mathcal{P}^2$) through statistical means [141]. Before proceeding to explore RSM, let us first introduce some definitions. Experiment is defined as a procedure undertaken to determine quantity/quantities. For example, the procedure undertaken to determine the performance of an algorithm is an experiment. The independent variables in an experiment are called factors, e.g. task duration in an RCPS problem. The value or type of a factor is called level, e.g. crossover rate of 0.7 of an EA technique. For equally-spaced levels, the absolute difference between any
pair of adjacent levels is called resolution. The absolute difference between the minimum and the maximum levels is called range. Treatment is a vector (ordered set) of levels, one for each factor. For example,

$$\mathbf{p} = (\chi, \mu, \sigma) = (0.8, 0.05, 0.5),$$  \hspace{1cm} (2.20)

where the factors $\chi$, $\mu$ and $\sigma$ are crossover, mutation, and selection rates of an EA technique respectively. Experiment instance is an experiment endowed with a treatment, i.e., an experiment whose parameters and/or categories are set to their respective values and/or types found in and comprising a treatment. A sample experiment instance is the application of McBAR to determine the solutions to a problem from $\mathcal{P}^2$ (defined in Section 1.2.5) where McBAR utilises the EA parametric values in Equation 2.20. Observation is a particular run/execution of an experiment instance, e.g., a single run of McBAR in the last example. The outcome of an observation is called data. For example, data can be a hypervolume of the NDS (elaborated in Section 2.5) of solutions determined by McBAR in the last example. In view of this, data is considered as the response of a system to a treatment.

The independent variables in any RSM model correspond to factors and are also called by the same name. Consider a sample model expressed as,

$$\hat{y} = \hat{\alpha} + \sum_{i=1}^{N_f} \hat{\beta}_i x_i + \sum_{i=1}^{N_f-1} \sum_{j>i}^{N_f} \hat{\gamma}_{i,j} x_i x_j + \sum_{i=1}^{N_f} \hat{\omega}_i x_i^2,$$  \hspace{1cm} (2.21)

where $N_f$ is the number of factors assumed as being greater than two from here onwards; $\hat{y}$ is the estimated response to a treatment composed of factors $x_i$; and the Greek letters are estimated constant coefficients. Note that the models in RSM are only estimates of the actual characteristics of phenomena [144]. This explains the use of estimates in the equation. Let us now relate these models to some characteristics of phenomena. In an experiment, the main effect is present when the system’s response due to one of the factors is not influenced by another factor. The factor that causes the main effect is called
the main factor. For example, consider a model of McBAR’s performance for solving a problem from $P^2$. If the rate of change of this performance with respect to the change in the number of tasks is not influenced by the level of anything in the environment where the problem is set other than the change, then the change is a main factor. A linear term in a polynomial model only contains, aside from a constant coefficient, a single unity-exponent factor, e.g. the term $\hat{\beta}_1 x_1$ in a summation-expanded Equation 2.21. This factor corresponds to a main factor. An Interaction effect is present in an experiment when the influence of a factor on experimental responses is dependent on the levels of other factors. An interaction term in a polynomial model only contains, aside from a constant coefficient, a product of two unity-exponent factors, e.g. the term $\hat{\gamma}_{1,2} x_1 x_2$ in a summation-expanded Equation 2.21. The interaction term corresponds to the interaction effect. A quadratic term in a polynomial model only contains, aside from a constant coefficient, a single exponent-two factor, e.g. $\hat{\omega}_1 x_1^2$ in a summation-expanded Equation 2.21. Aliasing exists when it is impossible to determine which factors make a significant system response. It has to be avoided [165].

RSM can be used to model computational characteristics of the algorithms (e.g. EA) which possess stochasticity and yield approximate outcomes. It is relevant for the development of the models for such algorithms due to the following reasons: each of these algorithms could produce different data on different observations of an identical experiment instance; and its stochasticity and approximation could diminish the confidence on the models created from its outputs [165,166].

### 2.8.1 Design of Experiment (DOE)

In RSM, empirical models are built using data observed from experiments endowed with the designed treatments. The Design of Experiment (DOE) is a class of techniques for designing treatments. Note that some applications of DOE are not used for developing empirical models [141].

Let us now explore various techniques in DOE. A Full Factorial Design (FFD) is a
type of DOE that utilises all points (others are repeatedly used) in a bounded discretised
parametric and/or categorical space as treatments [141]. Suppose, for example, we want
to model the performance of McBART for solving a problem from $P_2$ with changes only
in task duration. Further, the amount of task duration change is either one or two time
units only. Thus, for 30 tasks, FFD forms at least $2^{30} = 1,073,741,824$ unique treatments
(combinations) of task duration changes. The number of experiments endowed with these
treatments could be impractical to conduct. When a design judiciously chooses a proper
subset of these treatments, it is called a *Fractional Factorial Design* (FrFD) [141]. The
popular FrFDs applied in the EA domain are the *Central Composite Design* (CCD) [144]
and the *Box-Behnken Design* (BBD) [33,67]. They are suitable for developing models with
interaction terms. In these models, aliasing due to the terms of degrees (equal to the sum
of all factor exponents) of two or less can safely be ignored but not otherwise [165]. BBD
is more commonly applied than CCD to design treatments for RSM that builds models
with required quadratic terms. A popular type of DOE called the Taguchi method is
generally harnessed to analyse systems that do not have significant interaction effects [169].
However, this method is less effective than RSM as a tool to optimise a system which has
a large number of factors [216].

An important use of an RSM-built model is for predicting the outcomes of experi-
ments endowed with given treatments. A set of DOE-designed treatments is described
as rotatable if its elements, when utilised in RSM model building, yield a model which
has equal prediction variance at any two of its elements that are equidistant to the centre
of all of its elements. A type of CCD called a *circumscribed CCD* yields a rotatable set
of treatments but is generally not suitable for designing with integral-valued factors. On
the other hand, a type of CCD called *center-faced CCD* does not yield a rotatable set
of treatments but is suitable for designing with integral-valued factors. BBD yields a
nearly rotatable set of treatments and is suitable for designing experiments with integral
three-levelled factors [141]. Each factor of the models considered for the thesis has nearly
three levels. Hence, we choose BBD to design experiments for creating these models.
2.8.2 Model Significance and Adequacy

After designing treatments through DOE, the data gathered from executing experiments endowed with the designed treatments are utilised to determine the coefficients of a model through statistical regression. Next, tests must be performed to measure the significance and verify the adequacy of the coefficient-determined model. Let us first discuss the significance tests. One of these tests is called an *Analysis of Variance* (ANOVA). In the ANOVA of a polynomial model, an F-test is undertaken under the null hypothesis that the model has an all zero-valued coefficient, except the constant term in this model. A p-value obtained from the F-test less than 0.05 is popularly accepted in the literature to indicate that the null hypothesis must be rejected. This rejection implies that at least one term does not have a zero coefficient and hence this term is relevant to the model. Thus, this model is considered as significant. Any RSM-built model found as being significant is regarded to fit the data used to create it. Note that there are other ANOVA results on which model’s significance are based, e.g. goodness of fit. For ANOVA results to be valid, the residues (model predictions minus observed responses from a system being modelled at similar treatments) from the model must be normally distributed with a zero mean. This rule is met if, among many plots, the normal plot of residuals is approximately or exactly linear [141].

It is also necessary to verify the adequacy of a model for approximating the system being modelled. The following are some model adequacy criteria:

1. The linear plot of the model residues against observation numbers has no trend.
2. The linear plot of the model residues against the model predicted values is random.
3. The linear plot of the model predicted values against the data used to build the model is nearly or exactly a 45° line.
4. Most of the data are located between the ±2 levels in the *Difference in Fits* (DF-FITS) plot.
5. Most of the data are located below the level,

\[ \frac{4}{N_{data} - N_{vars} - 1} \]  

in the *Cooks distance* plot, where \( N_{data} \) is the number of data and \( N_{vars} \) is the number of factors in the model.

6. Most of the data are located inside \( \pm 3 \) levels in the residue plot.

7. Most of the data are located below \( \frac{2 \text{rank}(X)}{N_{data}} \) in the *leverage* plot, where \( X \) is the data matrix and “rank” extracts the rank of its matrix argument.

The data located by some magnitudes outside the bounds in Items 4 to 7 are called *outliers*. Note that some additional adequacy criteria are found in the literature.

The fitness (significance) of a model could be improved by applying the *Box-Cox transformation* to the data used to determine the model coefficients and then using the transformed data to determine these coefficients again. This transformation is useful when the data range is fairly large. It is expressed in,

\[ BC(\rho) = \frac{1}{\lambda} \left[ (\rho + \zeta)^\lambda - 1 \right], \]  

where \( \rho \) is the data; \( \zeta \) is a constant to make the sum \( \rho + \zeta \) always positive; and \( \lambda \) is another constant that could reduce the data’s non-normal distribution. The model fitness could also be improved by judiciously eliminating some outliers from the data then reapplying a regression on the remaining data to determine the new model coefficients [141].

### 2.8.3 Screening of Factors

Let us now explain a methodology applied to enhance model fitness, referred to as screening of factors which is a process of eliminating insignificant experimental factors from being considered either for the design of treatments or as the components of an empirical
model. This process could be performed through some approaches, e.g. by preliminary experimentations without the use of a model or by analysis of a model with known coefficients. The first approach is called a \textit{Model-Free approach} and is applied to possibly reduce the number of factors to be considered in a final treatment design (say, through CCD). Note that the number of treatments produced by a DOE is generally an increasing function of the number of factors. Thus, the Model-Free approach could reduce the number of required treatments to develop an empirical model. One way to identify insignificant factors under this approach is by designing treatments with two-level factors. A T-test is then applied on data observed in executing experiments endowed with the treatments. Factors with p-values determined in this t-test greater than 0.05 are usually considered as insignificant [19, 216]. In the second approach, called a \textit{Model-Based approach}, model terms with p-values determined on t-test greater than 0.05 are considered as insignificant and could be eliminated. Any model term elimination must be pursued judiciously, using the practitioner’s knowledge and experiences [141].

\subsection*{2.8.4 Model Building}

All the topics discussed so far in this section are useful to explain the model building process through RSM. This process involves the search for the highest ordered polynomial model that fits (defined in Section 2.8.2) a given data. A particular RSM model building procedure is as follows:

1. The Model-Free approach is performed to possibly reduce the number of factors to be considered in a DOE.

2. Based on the factors remaining after their possible reduction, treatments are designed through the DOE.

3. Experiments endowed with the designed treatments are executed to obtain data.

4. Fit the data to a first order polynomial model as follows:
(a) Apply regression analysis to determine the model coefficients using the data.

(b) Check the fitness and adequacy of the resulting model as related in Section 2.8.2.

(c) Improve the fitness of the model as explained in Section 2.8.2.

(d) Eliminate the insignificant model terms through the Model-Based approach described in Section 2.8.3.

5. Repeat step 4 with models of increasing polynomial order until either the fitness (based on p-value in F-test explained in Section 2.8.2) of the current un-aliased model decreases or saturates from the last un-aliased model. In either of the events, the last un-aliased model is considered as the best to describe the system being modelled and referred to as the final model [141].

2.8.5 Model Prediction

It is important to determine the accuracy of the recently-defined final model for predicting system responses to treatments. One way to determine this prediction accuracy is to randomly generate treatments (not used in step 2 of Section 2.8.4) that have factor levels which lie within the factor ranges established by a practitioner. The experiments endowed with these treatments (i.e. experiment instance) are then executed. If the observed data/responses from these experiment instances are mostly within 95% (the exact number depends on the practitioner) of a prediction interval then the final model is considered as accurate. The prediction interval is a range of values whereby the observed responses gathered from executing the experiment instances have 0.95 probability of being within this range.

Figure 2.19 depicts predictions from a model where: the middle curve is the sorted data predicted by the final model at randomly-generated treatments; the horizontal axis indicates the labels of the treatments; the lowest and highest curves bound the 95% prediction interval; and the dots are the observed responses from executing the experiments.
endowed with the treatments. The figure shows that most of the observed responses are within the prediction interval. This outcome confirms that the final model is accurate in predicting responses.

### 2.8.6 Optimal Treatment

After building a final model through RSM and proving it to be accurate in prediction as just explained, it can now be used to investigate the system being modelled. One of its usages is for determining treatments at which the system is optimal [141]. For example, the parametric values (e.g. 0.7 crossover and 0.03 mutation rates) of some evolutionary operators that yield optimal McBAR’s performance can be determined through RSM. The *Method of Steepest Ascent* (MSA) is a technique that applies RSM and is popularly utilised to determine the response-optimising treatments of some systems. Its modified version which is suitable for system optimisation that involves several important (highly influential on system’s response) system factors have the following algorithm [31]:

1. Viewing treatments as points in factor space, design a set of treatments located around and at a centre. This centre is referred to as base point $B_p$ and supplied by the RSM practitioner.
2. Execute the experiments endowed with the designed treatments to obtain responses from a system being optimised.

3. Fit a linear model to the responses following step 4 in Section 2.8.4.

Let this model be expressed as,

\[ \hat{y} = \hat{a} + \sum_{i=1}^{N_w} \hat{b}_i w_i + \sum_{j=1}^{N_x} \hat{c}_j x_j, \]  

(2.24)

where \( \hat{y} \) is the estimate of system response; \( \hat{a}, \hat{b}_i \) and \( \hat{c}_j \) are constants determined through the regression analysis applied in step 4a in Section 2.8.4; \( w_i \) and \( x_j \) are factors that form the sets \( W = \{w_i\} \) and \( X = \{x_j\} \) respectively; \( W \cap X = \emptyset; w_i \in W \) and \( x_k \in X \) are the only important factors; \( Nw = |W| \); \( Nx = |X| \); and \( Nf = Nw + Nx \) is the number of factors.

4. Beginning with index \( m = 1 \), perform the following for a chosen number of cycles:

(a) Beginning with index \( n = 1 \), perform the following inner cycle:

i. Displace the base point to become the treatment,

\[ T_{m,n} = Bp + m \mu b + n \lambda c, \]  

(2.25)

where \( b = \sum_{i=1}^{N_w} \hat{b}_i \hat{w}_i \); \( \hat{w}_i \) is a unit vector that corresponds to factor \( w_i \) and has coefficient \( \hat{b}_i \) in Equation 2.24; the set of \( \hat{w}_i \)s is orthonormal; \( \mu = B_l/\hat{b}_l \); \( B_l \) is a practitioner-selected constant; \( c = \sum_{i=1}^{N_x} \hat{c}_i \hat{x}_i \); \( \hat{x}_i \) is a unit vector that corresponds to factor \( x_i \) which has coefficient \( \hat{c}_i \) in Equation 2.24; the set of \( \hat{x}_i \)s is orthonormal; \( \lambda = C_k/\hat{c}_k \); and \( C_k \) is another practitioner-selected constant.

Based on Equation 2.25, if \( n \) is held fixed, the base point \( Bp \) will be displaced by \( \mu b \) at every increment of \( m \). This displacement has a magnitude of \( B_l \) along the unit vector \( \hat{w}_l \) which corresponds to a system-important factor \( w_l \).
Further, if \( m \) is held fixed, the base point \( B_p \) will be displaced by \( \lambda c \) at every increment of \( n \). This displacement has a magnitude of \( C_k \) along the unit vector \( \hat{x}_k \) which corresponds to another system-important factor \( x_k \).

ii. Execute the experiment endowed with treatment \( T_{m,n} \).

iii. Increment \( n \rightarrow n + 1 \).

This inner cycle is to be repeated for a chosen number whereby a peak in system response to treatments \( T_{m,n} \) must be observed. The base point \( B_p \) should be selected to obtain a likely progressive increase in response to treatments \( T_{m,n} \) at the first few inner cycles; thus, the name MSA.

(b) Increment \( m \rightarrow m + 1 \).

5. The treatment \( T_{m,n} \) that yields the maximum response can be considered as the system optimising treatment being sought or as a new base point for further analysis.

### 2.9 Lagrange Optimisation

The EA is versatile in searching solutions to many optimisation problems and belongs to a class of stochastic algorithms. By its stochasticity, however, it does not consistently yield a similar solution every time it solves the same optimisation problem [166]. Lagrange Optimisation, on the other hand, is one of the popular optimisation methods that overcomes this limitation for being a deterministic method [91]. Let us now discuss its basic features through an example. Consider a problem of determining a vector \( x = \{x_1, x_2\} \) which yields an optimal value of a function \( f(x) \) – whose selected contours are depicted as thin curves in Figure 2.20 – under the constraint,

\[
c(x) = b
\]  

(2.26)

where \( b \) is a constant and \( c \) is a certain function. The values of \( x \) that satisfy the constraint are points that comprise the thick curve in the figure. Any thin curve is composed of
points \( y \) whereby \( f(y) = \text{lvl} \) with \( \text{lvl} \) being the number at this thin curve. As any possible solution to the problem must satisfy the constraint, then it must either be the intersection (e.g. point A in the figure) of a contour of \( f(x) \) and the thick curve or the point (e.g. point T in the figure), called a touch point, at which a contour of \( f(x) \) is tangential to that of the thick curve.

![Contour graphs](image)

Figure 2.20: Contour graphs

Now, starting from the lowest right point of the thick curve up to its leftmost point \( f(x) \) changes to several values, such as 1.2, 0.8, and 0.4, indicated in the figure. It is only at a contour of \( f(x) \) which touches the thick curve when \( f(x) \) remains constant (zero slope) over an infinitesimal range of points centred on the touch point and being parts of the thick curve. Thus, the touch point corresponds to an optimum (zero slope) of \( f(x) \) that satisfies the constraint (found at the thick curve) and therefore the solution to this particular optimisation problem.

This touching happens when the tangent vector (represented as the right-directed arrow in the figure) of a contour of \( f(x) \) is in anti-parallel to that (represented as left-directed arrow in the figure) of the constraint. Thus,

\[
\nabla f(x) = -\lambda \nabla c(x)
\]

(2.27)

where the constant \( \lambda \) will make the magnitudes of the two tangential vectors equal and
is called the *Lagrange Multiplier*. This constant must not be equal to zero or complex-valued. Otherwise, the two vectors may not be anti-parallel and yet could satisfy Equation 2.27 [91].

Let the touch point be denoted as \( \mathbf{x}^* = \{x_1^*, x_2^*, \ldots, x_M^*\} \) where \( M \) is the vector dimension. For any continuous \( f(\mathbf{x}) \) and \( c(\mathbf{x}) \), and constraint as in Equation 2.26, Lagrange Optimisation could be performed as follows:

1. Express \( \mathbf{x}^* \) in terms of \( \lambda^* \) using Equation 2.27 with \( \mathbf{x} \leftarrow \mathbf{x}^* \) to obtain,

\[
\mathbf{x}^* = h(\lambda^*)
\]  

(2.28) where \( h(\lambda^*) \) is a vector function.

2. Substitute \( \mathbf{x}^* \) from Equation 2.28 to the constraint in Equation 2.26 to obtain,

\[
c(h(\lambda^*)) = b
\]

(2.29)

3. Determine \( \lambda^* \) from Equation 2.29.

4. Substitute \( \lambda^* \) to Equation 2.28 to obtain \( \mathbf{x}^* \).

Note that there could be several values of \( \lambda^* \) that can satisfy Equation 2.29. Let \( \lambda^\# \) be one of these values and which yields \( \mathbf{x}^\# \) when substituted to Equation 2.28. If \( \mathbf{x}^\# \) satisfies both Equations 2.26 and 2.27, and \( \lambda^\# \) is real and non-zero then \( \mathbf{x}^\# \) is a possible solution to the optimisation problem [91]. If there are several possible solutions, the possible solution \( \mathbf{p} \) that yields the maximum/minimum value of \( f(\mathbf{p}) \) is the solution to the maximisation/minimisation (optimisation) problem.
2.10 Measures of Intelligence

The intelligence of a machine, such as a computer, can be measured in several ways. One machine intelligence measuring test is the Turing test where a human and a machine both provide answers to a series of similar questions in a teletype conversation. If the quality of answers given by the machine cannot be distinguished by human judges from that of the human then the machine is considered as intelligent. Although practically impossible but not illogical, the machine can be built with a database containing an infinite number of question-answer pairs. This machine is therefore capable of answering any question and will consistently be judged as intelligent, based on the Turing test, despite lacking other facets of human intelligence such as creativity [121]. A popular measurement of human intelligence is the psychometric test. However, a computer programmed to excel only in psychometric tests will not be able to pass other tests, such as an exam on Riemannian Manifolds [120] or Quantum Gravity [171]. Other machine intelligence measuring tests are Compression, Linguistic Complexity, Multiple Cognitive Abilities (which was used in IBM’s Joshua Blue project), and Smith’s, to name a few. The Turing and psychometric tests are only suited to measure specific facets of human-quality intelligence. However, the Universal Intelligence (UI) test is a general measure of human-quality intelligence [121]. It is based on the principle of Occams Razor and Reinforcement Learning (RL).

2.10.1 Reinforcement Learning (RL)

Let us briefly introduce Reinforcement Learning. Consider an ancient man in a forest. When feeling hungry, for instance, he either performs a series of bodily actions to go up a hill and then search for food there, or performs a different series of bodily actions to go down a valley and then search for food there. Suppose that on several of his hunger-catalysed experiences, he was able to find food on the hill more frequently than in the valley. The next time he feels hungry after these experiences, he will likely choose the series of actions to go to the hill and search for food there since this series is more likely to
be rewarding (i.e. satisfies his hunger) than the other series of actions. The fundamental principle of Reinforcement Learning is that, actions learned by an agent (a learning entity, such as the ancient man) as having greater likelihood of being rewarded are likely to be executed by this agent. A significant merit of an agent following this principle is the ability to learn autonomously; experience is its only teacher [190].

![Sample Reinforcement Learning system](image)

Figure 2.21: Sample Reinforcement Learning system

An RL system is composed of an environment and agents who dynamically interact with this environment and among themselves [121]. For the purpose of introducing RL, only one agent is considered in this subsection. The agent’s action can alter the environment, e.g. digging an animal trap. As a consequence of this action, the environment could give this agent an observation (e.g. an animal is trapped) and reward (e.g. food) or punishment (e.g. starvation). Let the reward value quantify reward as a positive value, including zero, while punishment is a negative value.

Consider a sample RL system, as illustrated in Figure 2.21, for the scenario above involving an ancient man. Labels in circles and rectangles in this figure correspond, respectively, to states and series of actions of this ancient man. Let the types of series of actions be in the set \(A = \{h, v, n\}\) where \(h\), \(v\), and \(n\) denote, respectively, the series of actions to go to the hill then search for food, go to the valley then search for food, and do nothing. Further, let the types of state he can experience be in the set \(S = \{H, F\}\) where \(H\) and \(F\) denote, respectively, hungry and full. The states on the left of the figure
are the possible current states in $S$ that the ancient man can experience while those on the right are the possible next states also in $S$, distinguished from the current states by an apostrophe.

Now, after the ancient man had gone through several experiences of being in a state $s \in S$ and then taking series of actions $a \in A$ the probability $P(s, a, s')$ that he ends in next state $s' \in S$ with an average reward value $\mathcal{R}(s, a, s')$ received for executing $a$ can be determined. Both the probability and average reward are indicated in the figure for different (current state)-(series of action)-(next state) triples. For instance, when hungry $H \in S$, the reward (degree of stomach fullness $F \in S$) for going to the valley might be 0.7, i.e. $R(h, v, f) = 0.7$. For a given current state $s$ and series of actions $a$, the sum of probabilities $P(s, a, s')$ over all next states $s'$ is unity.

The probability of being in a state $s$ and then taking a series of actions $a$ is called a policy, denoted as $\pi(s, a)$. After determining the probabilities $P(s, a, s')$ and average reward values $\mathcal{R}(s, a, s')$ the policy $\pi^*(s, a)$ – referred to as the optimal policy – that yields optimal reward value can be determined. Once known, the optimal policy can be utilised to determine the series of actions (e.g. go to a hill and then search for food), given a state (e.g. being hungry), that yields the greatest reward (e.g. bountiful food) [190].

### 2.10.2 Universal Intelligence (UI)

The concept behind RL is utilised in defining a measure of intelligence, referred to as Universal Intelligence (UI). The UI of an agent/software $\alpha$ over a set of tasks $Tsk$ is expressed as [121],

$$ \Psi(\alpha) = \sum_{\tau \in Tsk} 2^{-K(\tau)} R^\alpha_\tau $$

(2.30)

where $K(\tau)$ is the Kolmogorov complexity which is the length of the program executed by the agent that can accomplish a given task $\tau$ (e.g. playing chess) where the reward value to the agent for this task is $R^\alpha_\tau$ [121].

Accomplishing a task by an agent can manifest a facet of this agent’s intelligence. If
the summation in Equation 2.30 is over all types of tasks then this equation accounts for all facets of intelligence. To determine the agent’s intelligence, this equation only requires the obtainable lengths of the programs of the agent to accomplish the tasks; and rewards for executing the tasks. Thus, UI can determine the totality of an agent’s intelligence. Based on the equation, Kasparov is still more intelligent than the Deep Blue machine even if Deep Blue won over Kasparov in their chess games. This is because, other than playing chess, Kasparov can accomplish almost infinitely many types of rewarding tasks, which Deep Blue is not programmed to accomplish.

If the degree of simplicity of a program is taken as the program length $K(\tau)$, the simplest program (i.e. smallest $K(\tau)$) that can accomplish a task $\tau$ yields the largest value of $2^{-K(\tau)}$. Thus, Equation 2.30 shows that the simpler the programs utilised by an agent to accomplish most tasks, the more intelligent this agent is, i.e. the simpler the better; an idea based on Occam’s Razor.

The inclusion of reward value $R^\alpha_\tau$ to Equation 2.30 is inspired by the RL principle [121]. It is a legitimate component of this equation since, accomplishing more rewarding types of tasks, e.g. winning a Nobel Prize in Physics, can be regarded as requiring more intelligence. Kolmogorov complexity, such as in Equation 2.30, is non-computable [126] thus constituting a drawback to the UI measure. A different computable complexity measure might be appropriate [121].
This chapter reviews current work in areas related to multi-objective dynamic RCPS problems with time-varying number of tasks (i.e. problems from M), areas that were investigated in Chapter 2 such as, Genetic Programming, RCPS, schedule optimisation in dynamic environments and multi-objective schedule optimisation. This is followed by the review of current techniques utilised to demonstrate in the thesis the relevance of McBAR, techniques also explained in Chapter 2 such as, EDA, robust proactive and reactive-predictive approaches to scheduling, RSM and Reinforcement Learning. This chapter concludes with the provision of information on a current method in Artificial Intelligence. This method, referred to as Multi-Agent System (MAS) is applied to scheduling but not at all for McBAR.

3.1 Genetic Programming (GP)

Let us explore the various applications of GP. In priority scheduling, the priorities of executing certain components of scheduling system are to be determined aside from the schedule itself. The prioritisation scheme is referred to as dispatching rule, scheduling rule, or heuristic. It is usually represented by a priority function which maps scheduling system components to their priorities. It is produced by GP applied in various applications [20,43,102] to create schedules for dynamic job-shop environment with time-varying number of tasks. From a GP-evolved heuristic in [147] the priority function was used as basis for executing a job with current highest priority. The GP applied for the job-shop scheduling problem in [102] utilised addition, subtraction, multiplication and protected
(against zero divisor) division of real numbers as functions and utilised job processing time, job due date, and slack time as terminals, to name a few. It was also applied in [146] to determine dispatching rules for single objective job-shop scheduling problems. GP was applied to solve multi-objective problem on edge detection in image in [234], where the objectives are the minimisation of the depth of the GP-evolved tree and the minimisation of the image component misclassification in applying the tree (executing the program). GP evolved a heuristic for an exam timetabling problem instance in [20], where measurement is made at every evolutionary cycle on the quality of the solution found using the current heuristic. This approach is repeated until a high quality solution is found. In a dynamic semiconductor manufacturing scheduling problem (a type of job-shop scheduling problem) in [154], GP was applied to evolve job assignment rules, each composed of rules extracted from fundamental job properties. It is assisted by EA to allocate assignment rules to manufacturing work centers.

Let us now explore a GP-based algorithm, referred to as Diversified Multi-Objective Cooperative Evolution (DMOCC), applied to solve multi-objective dynamic (with time-varying number of tasks and dispatching rule, to name a few) job-shop scheduling problem in [147]. The problem accounts dispatching rule (DR) and due-date assignment rule (DDAR) of the jobs. The algorithm started with two initial populations, \( P_{dr} \) and \( P_{ddar} \), created using ramped-half-and-half technique [115] and composed of DRs and DDARs respectively. Each element \( p_{dr} \in P_{dr} \) was paired to a binary tournament (accounts the quality and distribution of selected individuals) selected element \( p_{ddar} \in P_{ddar} \) to form a complete scheduling policy. This policy was evaluated at the simulation of the system at which the problem was set to obtain the fitness values (e.g. makespan and tardiness of schedule found through this policy) of \( p_{dr} \). This process of fitness evaluation was applied to all elements of \( P_{dr} \). The same pairing and evaluation processes were performed on the elements of \( P_{ddar} \), except that the pairings are between elements of \( P_{ddar} \) and the binary tournament selected elements of \( P_{dr} \). After these evaluations, an archive which started from empty was updated using the populations \( P_{dr} \) and \( P_{ddar} \). Next, the pareto rank and crowding distance (defined in Sections 2.5.3.2 and 2.5.3.3 respectively)
of each element of the archive was computed. If the number of evolutionary cycles was reached the algorithm was terminated, otherwise new $Pdr$ and $Pddar$ was formed from the elements of the archive using mutation and crossover operators.

Let us focus on non-scheduling GP applications. In the domain of signal processing: Esparcia and Sharman [63] applied GP to evolve the topology of and the transfer function of each node in each Recurrent Neural Networks (RNN). However, the neuronal weights were determined using Simulated Annealing. At each stage of the evolution, the developed RNNs are individually applied to equalize nonlinear telecommunication channels with additive white gaussian noise [45], an application where the network fitness is determined. Howard, et al. [97], utilised GP to evolve detectors in algebraic form and applied these detectors to identify information on ships in Synthetic Aperture Radar (SAR) images. Detection of information on vehicles in infrared images was undertaken in [98] where the performances of evolved detectors are compared between two sets of terminals utilised in a GP evolution. The discrete Fourier transform set was found to evolve detectors with the better performance under the considered images in [98]. GP was also applied to profile tissues using the data from the vibrational spectroscopy of these tissues [80].

Genetic Programming was also applied to develop mathematical models in various applications. Cai, et al. [44], utilised GP to evolve regression model of correlations in considered heat transfer processes, where the fitness function was influenced by the observed and model-predicted quantity of transferred heat. Lew, et al. [124], created surrogate model of a highly complex structural dynamics using not the traditional multinomial model through Response Surface Methodology (explored in Section 2.8) but a model evolved through GP. The learning dynamics of each artificially intelligent player was modelled in [49]. The model, called forecast rule, is being evolved through GP while its associated agent/player is interacting to other agents. An interesting result in the investigation in [49] is that the behaviour of the agents (influenced by each associated model) in a game is closely related to that of human players on same game.

An explicit memory-based approach was applied in [147], where some GP-evolved non-
dominated programs applied to solve past sub-problems (defined in Section 1.2.3) were used to search for high-quality programs to solve for a current sub-problem. However, intuitively, it is extremely challenging to define a meaningful representative of a non-dominated set of programs for implicit memory-based approach (defined in Section 3.3.1). Consider, for example, two GP trees with the same structures but with some different nodes. It is extremely challenging to define the average of functions, say $+$ and $\times$, at two nodes of same locations in two GP trees whereby this average becomes a meaningful part of a representative (also a tree) of a non-dominated set of programs/trees where the two trees belong. In fact, no literature applied GP that incorporated implicit memory-based approach for solving RCPS problems, such as problems found in [72, 149] to which GP was applied. Considering the relevance of implicit memory-based approach (which could utilise representative of non-dominated set of programs) as explained in Section 3.3.1 GP was not utilised in this thesis.

### 3.2 Resource Constrained Project Scheduling

As noted in Chapter 1, many RCPS problems are NP-hard [123]. In general, they can be modelled as mixed integer programming problems. Therefore, conventional linear programming, such as the simplex method, is not really suitable, and many researchers have developed a number of approaches over recent years. Broadly speaking, these approaches can be classified into two categories: exact and approximate methods. For exact methods, the final solution will be the optimal one for the RCPS. Some typical approaches of this category are branch and bound [56], Lagrangian relaxation [59], and dynamic programming [46]. However, exact methods usually face an issue of execution time with large scale problems (the number of RCPS tasks should not exceed 60, according to [10]). Therefore, approximate methods are preferred, including a variety of heuristic/meta-heuristic techniques, such as priority-based, truncated branch and bound, sampling techniques, local search techniques, tabu search, simulated annealing, scatter search, multi-agent systems and EAs [14,92,114,136].
As elaborated in the previous chapters, RCPS inherently possesses a feature of multi-objectivity. Surprisingly, the literature on RCPS is dominated by work considering only single objectives [186, 206]. There exist a number of possible conflicting objectives of RCPS such as the minimisation of schedule duration and implementation cost, resource balancing and maximisation of schedule robustness. Note that for multi-objective optimisation, finding good (optimal) solutions is not the only consideration; addressing the trade-off between objectives among obtained solutions is another consideration.

A common approach in dealing with multi-objective RCPS (also for machine scheduling [145]) is the weighted-sum [1]. For this approach, objectives are summed according to a predefined vector of weights. However, this approach systematically faces several issues, such as objective scaling, and it is also not easy to address the matter of solution trade-off analysis. Alternatively, Pareto-based approaches are used to obtain a set of trade-off solutions in a single run [25, 206]. Therefore, these approaches seem to be more suitable for solving the multi-objective RCPS problem. One of these approaches is NSGA-II described in Section 2.5.3.1 and is utilised in the thesis.

3.3 Dynamic Optimisation Problem (DOP)

Some current literature on DOP had already been explored in Section 2.4. Thus this section only presents current work on memory-based approaches (explained in Section 2.4.2) to solve DOPs, and on techniques for solving scheduling problems with a time-varying number of tasks, two areas which are fundamental to McBAR.

3.3.1 Explicit Memory-Based Approach

The explicit memory-based approach defines how the raw information produced by EA for solving problems, and/or the raw information about environments where these problems are set, are stored and retrieved [223]. In [223, 224], a combination of competitive learning
and explicit memory-based approaches was applied. The fundamental algorithm in these studies is as follows. First, a probability vector $\mathbf{P}$ is initialised with all of its components set to 0.5 and a memory is set as empty. Now a loop is entered that begins with $\mathbf{P}$ being utilised to generate a population $S$ of genotypes. Then, the memory is updated at the random cycle number of this loop. During an update, if the memory is not full, the pair of the best fit sample $\mathbf{B}$ from $S$ and the current probability vector $\mathbf{P}$ is stored in the memory. Otherwise, a sample $\mathbf{B}_m$ in the memory that is mathematically nearest to $\mathbf{B}$ is considered. If the fitness of $\mathbf{B}$ is better than that of $\mathbf{B}_m$, $\mathbf{B}_m$ and its probability vector pair $\mathbf{P}_m$ are replaced in the memory by $\mathbf{B}$ and $\mathbf{P}$ respectively. After processing the memory, if the environment where the problem is set and considered in the work changes, the sample $\mathbf{B}_f$ with the best fit among all samples in the memory is determined. If the fitness of $\mathbf{B}_f$ is better than that of $\mathbf{B}$ (best fit among genotypes of $S$) then $\mathbf{P}$ is replaced by the probability vector $\mathbf{P}_f$ pair of $\mathbf{B}_f$ from the memory. However, if there is no change in the environment, $\mathbf{P}$ is transformed through a competitive learning towards a linear function of $\mathbf{B}$. The probability vector, either the result of the replacement or the transformation, is mutated to obtain a new current probability vector $\mathbf{P}$. The loop is then repeated until a termination condition is reached.

An explicit memory-based EA approach in [185] was based on the human immune system and applied to solve a dynamic knapsack problem. The snapshot (defined in Section 1.2.3) of the dynamic environment, where the problem is set, was considered as an antigen (molecule foreign to the immune system). And, the solutions to the sub-problem (defined in Section 1.2.4) set in the snapshot were considered as antibodies. For each previous snapshot of the environment, the antigen that corresponds to this snapshot and the set of solutions/antibodies that have good fitness among all solutions to the sub-problem set in this snapshot are stored to a memory. Now, the antigen $C$ that corresponds to the snapshot taken right after the current change of the environment is compared to those in the memory. The set of antibodies paired to the memorised antigen nearest to $C$ has its antibodies cloned and then these antibodies replace the less fit antibodies/solutions to the sub-problem set in the last snapshot. The resulting set
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of solutions is then evolved to obtain the solutions to the sub-problem set in the current snapshot.

The basic approach in [228] was to search for a solution to a sub-problem set in the current snapshot of a dynamic environment where this solution has a higher likelihood of still having an appreciable quality when implemented in one or more future snapshots of the environment. The implementation of the solution in the future snapshots can be considered as being an explicit memory use. A solution such as this is referred to as a Robust Solution Over Time (RSOT) and the problem of determining it is referred to as a Robust Optimisation Over Time (ROOT). In [73], some measures on the changes of a dynamic environment were investigated, namely measures that can be used to decide which approach is suitable to solve a ROOT problem.

The system in [161] continuously learned of the changes in an environment by dynamically updating its knowledge base of pairs of environmental properties and solutions to a problem set in the environment. A pair will be retrieved if it contains environmental properties that match, based on a mathematical measure, those of the current environmental state. The solutions contained in the retrieved pair were then utilised to form an initial population which was evolved through EA to search for optimal solutions to a problem set in the current state of the environment. A system described in [131], closely related to that discussed in [161], was applied to some dynamic resource allocation problems in a command and control environment. This allocation problem considered risk and cost in a project implementation, factors which were lumped into one objective function.

3.3.2 Implicit Memory-Based Approach

The implicit memory-based approach defines the way in which the results of processing the raw information produced by EA for solving problems are stored and retrieved [223]. This information may or may not be paired in the memory with the raw or processed information in the environment where the problems are set. In the EA approach of [22] for solving a job-shop scheduling, at every fixed number of evolutionary generation and at
every rescheduling moment (when the environment, to where the problem is set, changes), each task in the best fit individual is categorised to obtain a prioritised list of categories that is stored in a memory. A process is applied to store the list to a memory. At every evolutionary generation, pending tasks are categorised. And, using the priority of categories in a prioritised list in the memory a prioritised list of the tasks is obtained, the list that constitutes an individual/schedule. This step is performed for each memory element. The obtained individuals are inserted to the population being evolved.

Multi-stranded chromosomes (polyploidy) were utilised in [85,125,202] to store representatives of solutions which correspond to past environmental changes. This utilisation was shown to be useful in searching solutions, through the Genetic Algorithm, to some dynamic problems. Chromosomes utilised in [52] have a multi-level genetic structure which serves as a long-term memory of representatives of solutions and environmental properties. They facilitate quick adaptation of a function optimiser to environmental changes.

In the scheduling domain, performance of an implicit style is better than that of an explicit style because, in a dynamic scenario, the schedule produced by an explicit style will swiftly become irrelevant due to variation in the priority and precedence order of schedule components [22].

### 3.3.3 Time-Varying Task Number

There have been several reactive-predictive (defined in Section 2.4.2) scheduling approaches applied to revise schedules to cope with the effects of the time-varying number of tasks. For example, in the EA approach to the job-shop scheduling problem in [22], genes which correspond to new/old jobs that arrived/finished were inserted/removed to/from genotypes of phenotypes (schedules). The resulting population of gene-inserted genotypes was then evolved further to search for new high-quality schedules. It is worth noting that despite the genotype alteration, significant improvements in the search convergence of the EA and in the quality of the obtained solutions/schedules were found [27,28,127,164].
In [150], tasks in processors of a distributed computing system arrive randomly and were put on queue. These tasks were then processed in batches, each has a varying number of tasks. This processing followed a schedule created through the Genetic Algorithm to obtain a minimal combined execution time of tasks in every batch. In [15], genes that correspond to new tasks were also inserted into genotypes which were then processed by an EA to obtain a new high-quality schedule for multi-resource scheduling with cumulative constraints. In this EA process, the lateness of the new schedule with respect to a given deadline was minimised and at the same time important properties of the original schedule were preserved. EDA (presented in Section 2.6) was applied to solve a non-RCPS problem whose dimension changed in time [78, 79]. However, the objective functions of the problem were simple. More techniques in revising schedules to cope with the variation of the number of tasks in the environments in which these schedules are set can be found in [58].

### 3.4 Multi-Objective Optimisation (MOO)

As explained in Chapter 1, MOO can be useful for creating schedules or plans. Let us now review prominent approaches in this domain. The MOEA techniques (a type of MOO elaborated in Section 2.5) can be classified into two broad categories: those with and those without elitism. In the elitism approach, a set is utilised to store high-quality solutions determined at previous evolutionary generations. Its subset becomes a part of a population of a current generation. In this manner, the best individuals of some generations can be preserved, thereby helping to obtain solutions close to the Pareto optimal front (defined in Section 2.5) for a given problem. Algorithms such as SPEA2 [238], PDE [2] and NSGA2 [55] are examples of this category. In contrast, the non-elitism approach has no concept of elitism when it selects individuals for a next evolutionary generation from the population at a current generation [240]. Examples of this category include VEGA [179] and NSGA [53].
MOEA techniques can also be classified according to criteria other than elitism: criterion selection bases the selection of next generation individuals on the objective values of the individuals [179]; aggregation selection bases the selection on the weighted sum of the objective values of each individuals [86]; and Pareto selection, the most popular, concentrates the selection on finding a set of promising individuals [227]. Examples of Pareto selection schemes are: Pareto ranking [71], niched Pareto GA [96], non-dominated sorting GA (NSGA) [188], strength Pareto EA [237], Pareto archive evolutionary strategy [112], and NSGA-II [55]. NSGA-II is one of the most popular methods in the MOEA literature and was chosen in this thesis as a part of the solution-searching mechanism of techniques from $T$ (defined in Section 1.2.6).

MOO is utilised in Chapter 7 to solve some scheduling problems that have random variables. Let us review some of the literature related to its use to solve this type of problems. In Multiprotocol Label Switching [134], the random information transmission blockages degrade the quality of service (QoS) to telecommunication customers. This QoS was traded-off with the operational cost of a telecommunication company through MOO. In [12], the probability of (random) pipe breakage was utilised to estimate the pipe repair cost of a piping system. The repair cost was traded-off with the expected volume of lost water due to the pipe breakage, a trade-off where both of these quantities were minimised through MOO.

### 3.5 Estimation Distribution Algorithm (EDA)

The EDA was presented in Section 2.6 as a heuristic algorithm that significantly differs from EA. Let us now look at current literature pertaining to this heuristic.
3.5.1 EDA in Scheduling and Planning

The EDA was applied in [65, 209] to solve a RCPS problem set in a static environment where tasks were executed in various modes (ways). It was also applied in [48, 178, 233] to solve job-shop scheduling problems. Some important guidelines for designing implementations of the EDA were developed in [48] for solving a machine scheduling problem. A type of Particle Swarm Optimisation technique combined with a version of the EDA was applied in [129] to solve a flow shop problem.

The Bayesian Optimisation Algorithm (BOA) is a variety of the EDA and utilises Bayesian networks (statistical inference networks) to estimate its probability matrix (described in Section 2.6). However, it requires solving NP-complete problems to search for the Bayesian networks which fit given criteria best [151]. The search is computationally expensive. BOA was applied to determine task schedules for a multi-processor computing system where its Bayesian network was established by learning the dependencies between the tasks [222].

3.5.2 Multi-Objective EDA

The EDA was applied in [87] to improve the performance of a technique which utilises Reinforcement Learning (investigated in Section 2.10.1), a performance for solving a multi-objective problem. In the improvement process, its probability matrix was revised every time the Reinforcement Learning system dynamically interacted with an environment. The EDA was applied to classify tissues at molecular level in [66]. The selection (an implementation of step 3 in Figure 2.18) of genotypes in this work is based on the Pareto ranks and crowding distances (explained in Section 2.5.3) of their corresponding phenotypes. This work is one of the bases upon which the thesis relies in its application of the EDA.
3.5.3 Dynamic EDA

The EDA was applied to determine the optimum of functions with time-varying dimensions in [78, 79]. In this application, the utilised probability matrix was a Mixed Gaussian Model whose number of clusters was determined through Bayesian Information Criteria [182]. The EDA was applied to some dynamic optimisation problems with fixed dimensions [130, 152, 218]. In [152], some parameters of the current state of a dynamic environment were used to retrieve, from a memory, parameters of a probability matrix utilised before hand for solving a problem set in a previous state of the environment. These retrieved parameters were utilised to form the probability matrix of an EDA process that solved the problem set in the current state of the environment. Further, population diversity loss correction (discussed in Section 2.6.1) was applied in the EDA process. A variant of EDA called Univariate Marginal Distribution Algorithm (UMDA) was applied in [130] to combat population diversity loss. It was also applied in [218] with a multi-modal probability model and multi-population to tract multiple peaks of the search space associated with a problem.

3.6 Robust Proactive Approaches

Some unpredictable events in an environment, where a scheduling problem is set, can cause uncertain changes in the parameters or data of this problem; examples of such changes are events such as a road blockage caused by a landslide, a machine breakdown in a manufacturing system [106], new activities appearing in the process of executing a schedule [208, 241], or asset breakdown [227]. The parameters or data could be the duration of activities during a schedule execution, the number of required or available resources, sensor measurements, or transport and goods information on supply chains [18]. The solution (schedule) to a scheduling problem is defined as being robust if it is still suitable to be implemented, at a specified satisfaction level, despite minor uncertain changes in the parameters and/or data of the problem [104, 106]. This section provides
information on the approach, referred to as robust proactive, used to determine robust solutions and also on some related topics.

### 3.6.1 Support for Schedule Robustness

By virtue of its robustness, the revision of a robust schedule can be unnecessary when slight disturbances occur in the environment in which it is implemented [40]. On the other hand, a non-robust schedule could require frequent revisions which could be detrimental in some applications. For instance, air flight schedules that need to be revised every time minor but frequent flight disruptions occur could be detrimental for airline businesses [241]. The search for robust schedules could entail anticipation or forecast. It is advantageous to anticipate risks arising from executing schedules to avoid possible unfavourable schedule implementation outcomes whether in finance, vacation, or other fields of endeavour [23]. In building a robust supply chain schedule, the ability to forecast could also help envisage the coordination of the activities to attain the goals agreed upon by the constituting entities of the supply chain [23]. Uncertainty in transport and goods information is common in logistics and supply chain applications due to their opaqueness in the entire chain to all entities involved or due to the stochastic customer demands [104,220].

The techniques for finding robust solutions have also been applied to solve problems with stochastic variables [12,18,208,241]. One such problem was found in Multiprotocol Label Switching (MPLS) where the information transmission blockage is stochastic [134]. In a supply chain of an electronic market, the costs of supplied goods are stochastic [221]. The Markov Decision Process-based Q-learning [9] was applied to solve a project scheduling problem that involved stochastic parameters. The following sub-sections will present some robust proactive techniques.
3.6.2 Distribution-Based

One way to obtain a solution to a problem that is robust against a noisy (stochastic) parameter is to take the first or second order moment of the problem’s fitness function with respect to the noisy parameter and then optimise the result. Consider a probability density function \( \phi(z) \) of a random variable \( z \). The first order expectation of a fitness function \( f(x,z) \), also called the effective fitness function [106], with respect to the random variable is,

\[
E_z[f(x,z)] = \int_{-\infty}^{\infty} f(x,z) \phi(z) \, dz \equiv g(x) \tag{3.1}
\]

and the second order expectation of the fitness function is,

\[
\sigma_z^2(f(x,z)) = \int_{-\infty}^{\infty} f^2(x,z) \phi(z) \, dz - E_z[f(x,z)]^2 \tag{3.2}
\]

where \( x \) is a vector of deterministic variables. The effective fitness function \( g(x) \) can be different to and can have more local optima than those of its corresponding fitness function \( f(x) \) [104]. Probability theory can be applied to the historical data of \( z \) to find \( \phi(z) \) [220].

The optimisation of \( E_z[f(x,z)] \) may not yield a sufficiently robust solution \( x \). On the other hand, optimisation of the variance \( \sigma_z^2(f(x,z)) \) alone may not account for solution quality [104, 106]. One remedy for this dilemma is to account for the expectation, the variance, and the original fitness function [106]. For example, in [104], the mean and the variance of a fitness function were optimised through MOO. In [106], a measure of the robustness \( R \) of the solution to a problem is defined in terms of the standard deviation of the fitness function and the standard deviation of the random variables of the problem,

\[
R = \frac{1}{n} \sum_{i=1}^{n} \frac{\sigma_f}{\sigma_{z_i}} \tag{3.3}
\]

where \( n \) is the number of random variables; \( \sigma_{z_i} \) is the standard deviation of the statistically
independent random variable \( z_i \); and

\[
\sigma_f^2 = \sum_{i=1}^{n} \left( \frac{\partial f}{\partial z_i} \right)^2 \sigma_{z_i}^2;
\]  

(3.4)

This measure is a decreasing function of robustness.

### 3.6.3 Scenario-Based

Consider the average of a fitness function with several random variables \( z_1, z_2, \ldots, z_m \),

\[
E_{z_1, z_2, \ldots, z_m} \left[ f \left( x, z_1, z_2, \ldots, z_m \right) \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f \left( x, z_1, z_2, \ldots, z_m \right) \phi \left( z_1, z_2, \ldots, z_m \right) dz_1 dz_2 \ldots dz_m
\]  

(3.5)

where \( m \) is the number of random variables \( z_i \), \( 1 \leq i \leq m \); \( \phi \) is a multi-variate PDF; and \( x \) is a vector of deterministic variables. If \( m \) is large the computation of the average could be extremely expensive. One economising approach is to generate values of the random variables, input these values to the fitness function and then average the output of this function. This approach is a type of MCS that has the advantage of circumventing the computational extravagances in solving problems with multi-variate PDFs [18]. For example, in a Vehicle Routing Problem (VRP), various matrices which represent destination and travel time were randomly generated and from this process various fitness values of this problem were obtained. These values were then averaged to yield an effective fitness value (defined above). The measure of schedule robustness was defined in this particular problem as the average delay where delay is the amount of time in missing a given vehicle arrival time window [180]. Notice that the random variables of this problem are statistically dependent: a traffic jam on one road could influence traffic conditions on other roads; and a delay-causing bad weather in one area could influence travel time in other areas. Further, if the fitness function utilised in the MCS is convoluted, the randomly generated input values in the MCS could possibly be utilised for simulating real-life scenarios before their respective scenario outcomes can be obtained, outcomes which are the
output values of the fitness function [18].

### 3.6.4 EA on Robustness

Let us now review some literature that explores the application of EA to the search of robust solutions. A numerical integration applied in either Equations 3.1, 3.2 or 3.5 could be costly as this samples several points in an associated fitness landscape. Note that even to determine the fitness value at a single sample could be costly, such as in some aerodynamic design optimisation problems [105]. Considering that an optimisation which applies a heuristic (e.g. EA) inherently possesses a population of solutions (which could be viewed as samples in the search space), then the integral (e.g. Equations 3.1, 3.2 or 3.5) involved for determining a robust schedule could be estimated from this population, an approach that could reduce the computational cost of the numerical integration [106].

In another approach, a PDF was approximated from an EA-produced population and was shown in some tests to be sufficient for determining a robust solution [106]. Several heuristic and statistical approaches to determine robust schedules can be found in [18, 104, 106].

A non-statistical but purely EA approach was applied in [197] to search for robust solutions. In this work, random perturbations on phenotypes were performed. If the perturbation of a phenotype reduces its fitness then it (i.e., it could be a schedule) is not considered as robust. If at each evolutionary cycle the offspring of non-robust phenotypes are not selected to subsist to the next cycle then a robust phenotype could be obtained at the end of the evolutionary cycles [106].

### 3.6.5 Multi-Objective Optimisation on Robustness

As explained above, the creation of a robust schedule – being a solution to a given scheduling problem – could entail the anticipation of events. If these events will not occur, the robust schedule could have a lower quality than that of a non-robust schedule as a solution.
to the same problem. As an example, consider a man who creates a robust travel schedule. In this creation, he anticipates a severe weather condition by bringing equipment which could help him overcome this condition and would not require him to revise the schedule. In another case, he did not anticipate the condition and consequently did not bring the equipment and created a non-robust schedule which needs to be revised when the condition occurs, a revision which could incur travel delay. If in following the robust schedule the condition indeed occurs, he could arrive at his destination sooner than when he follows the non-robust schedule, i.e. the duration of the robust schedule could involve minimal travel time. However, if the anticipated condition does not occur, he could arrive at his destination later than by following the non-robust schedule, perhaps because of the burden in carrying the equipment, i.e. the duration of the robust schedule could not be minimal. Thus, it could be beneficial to trade-off the quality (shortness of travel time) and robustness of the schedule. In [180], a trade-off between the robustness and quality of a solution to a VRP Time-Windowed (VRPTW) problem was performed to determine a detour whereby the robustness and the quality of the solution are simultaneously high. In [18], the variance and expectation of the total cost (supplies, processing, transportation, shortage and capacity expansion) of a schedule were minimised to guard against the effects (i.e. made robust) of the large random changes of the total cost on schedule quality. The standard deviations of the random variables of a problem in [241] were minimised to determine a robust and high quality production schedule. A heuristic called starting time criticality was applied in a multi-objective project scheduling. It utilises the weights of the activities in the project and the variance of each activity duration to insert time buffers in front of critical activities, to cope with unexpected disruptions while implementing a high quality schedule. The insertions preserve an established project deadline [208].

### 3.6.6 Robust Reactive-Predictive Approaches

As explained in Section 2.4.2, the robust reactive-predictive approach in scheduling is a combination of the robust proactive and the reactive-predictive approaches. Let us now
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review some work related to this combination. In creating a robust baseline production schedule, Bonfill, et al. [30], anticipate various types of uncertainties, from processing time, equipment availability, to technology change and market parameters. Their results showed that the benefit of considering robustness is heavily influenced by the parametric values of the associated problem; and that schedule robustness becomes less crucial as the need to revise the schedule intensifies during schedule execution. Lambrechts, et al. [117], applied the robust reactive-predictive approach to an RCPS problem. The baseline solution to this problem is created by giving tasks time slack, defined as the amount of time delay in commencing a task without the need to delay other tasks. Further, it is created by giving tasks resource slack whereby tasks are constrained only to utilise a certain number smaller than the maximum available number of resources. The system in [11] assists decision-makers to select, from several pro-actively created schedules, one that suites the current state of a job-shop environment every time this environment changes. The robust reactive-predictive approach was applied in [191] to create a schedule with minimised Printed Circuit Board (PCB) production cost, which includes penalties on mailing PCBs through express mail and penalties imposed by customers due to late delivery. The work of Umang and Bierlaire [199] investigated the difference between the cost of executing a berthing schedule of arriving ships that is created and revised through the reactive-predictive method (described in Section 2.4.2) and the cost of executing a schedule for the same environment created through the robust proactive method (explained in Section 2.4.2). The approach of this investigation is utilised in the thesis to demonstrate the significance of a robust reactive-predictive approach to solve the problems from $L^3$ described in Section 1.2.

3.6.7 Anticipating Risk

As explained in Section 1.2, the search for solutions to any problem from $L^3$ involves anticipation of a type of risk. Let us now review current literature that pertains to risk anticipation in schedule creation. The work of Bui et al. [41] investigated a robust proac-
tive approach to solve a multi-objective RCPS static problem. The approach anticipates
the risk of being unable to execute the components of a schedule that immediately suc-
cceed just-finished duration-changed components. This risk is one of the few objectives to
minimise in creating the schedule. Bruni et al. [39] also examine the risk in an RCPS
with renewable resources and uncertain task duration modelled through a cumulative
probability distribution function. In [140], the search of a schedule – for a hydro-electric
operation – that used stochastic dual dynamic programming [153] considers protecting
contracts with electricity consumers. In this protection, several risk factors are antici-
panied, e.g. price volatility. In the area of finance, Hochreiter [93] used a model of
future returns of budget-allocated assets. This model is called scenario tree and deter-
mined through EA to be as close to reality as possible given the uncertainties in asset
returns. Stochastic programming [173] is applied to this tree to determine the budget
allocation which will maximise expected return and minimise investment risk. Tometzki
and Engell [194] explored production planning problems that involve uncertain param-
eters, and applied stochastic models and MOEA to maximise profit and minimise risk
of high economic loss during plan execution. In the domain of control theory, Ouarda
and Labadie [148] solved a dynamic optimisation problem on a multi-reservoir system by
applying Lagrangian formalism which incorporated a stochastic approach in accounting
for risk of defying operational restrictions on water resources. Real-time optimisation ex-
plored in [225] utilised a transition matrix to model the dynamics of a chemical plant as
a Markov Decision Process (MDP). Some nodes in the MDP correspond to failed states,
e.g. broken machines, with transition probabilities to these states signifying risk. Direct
application of memory-based EA approaches (e.g. McBAR), to the best of our knowledge,
is absent in the domain of risk anticipation in dynamic environments.

3.7 DOE and RSM

As explored in Section 2.8, DOE is useful for configuring parametric values and/or cat-
egorical types of experiments to obtain mathematical models of a phenomenon under
investigation or for other purposes. Let us review some literature that made use of DOE. In the domain of scheduling and planning, DOE was applied for RCPS [65, 209], staff scheduling [176], flowshop scheduling [62, 108, 176], sequence planning [195], vehicle routing problem that applied Ant Colony Optimisation [165, 166, 196], and trading [217]. In conjunction with MOO, DOE was applied to solve problems in [219, 229]. All of these applications are set in static environments. Under dynamic environments, DOE was applied for solving problems in economic lot scheduling [162, 163] which involves the determination of production sequences, each implemented at similar production facility. Also, it was applied in [230] for solving semiconductor wafer production problems whose dimension varies in time. Note that the last problems are closely related to the problems from $\mathcal{M}$ that are investigated in this thesis. However, due to the several significant differences between the single-objective semiconductor wafer production problems and the multi-objective RCPS problems from $\mathcal{M}$, in this thesis the approaches in [230] were not adopted.

### 3.7.1 Performance Comparison

One thesis’ goal involves the comparison of performance of techniques. Let us now explore the literature on the application of DOE to compare the performance of some EA techniques that solved similar problems. This type of application was undertaken in [184] through statistical hypothesis testing on performance. To measure performance, it utilised in [99] statistical quantities, such as mean and standard deviation, and computational time spent for determining solutions, and in [226] RSM-built models of computational time and memory storage. Without using statistical techniques, it was applied in [13] to the performance of techniques solving MOO problems, and in [50] with memory-based techniques. Without applying DOE, an Artificial Neural Network was used in [26] to model the performance of an EA-based technique. After training the network, computational cost was significantly saved by not executing the technique but instead by using the network to predict the technique’s performance.
3.7.2 Search for Optimising Parameters

DOE and/or RSM were/was utilised to determine the performance optimising parametric values and/or categorical types of some EA algorithms. In [47], the parametric values of a Genetic Programming (GP) technique applied to solve a MOO problem were determined whereby this technique produced high-quality solutions. The authors applied *Fractional Factorial Design* (FrFD) to design treatments that contain the parametric values. The responses to these treatments were used to form a polynomial empirical model that has linear and interaction terms. First, the search for the parametric values separately applied the methods of steepest descent and ascent (investigated in Section 2.8.6). Between these two methods, the method of steepest descent was shown to be promising and consequently used to determine a treatment that yielded an approximate best performance of the GP technique. Next, BBD was applied with three-levelled factors and the treatment to accurately determine the performance-optimising parameters of the GP technique. A *Central Composite Design* (CCD) variant called Minimum Run Resolution V design was used in [165] to build the performance models of an *Ant Colony System* (ACS) applied to solve vehicle routing problems. The search for the performance-optimising parameters of the ACS involved a MOO which used the performance models and did not involve the method of steepest descent/ascent. CCD was also applied to optimise the physical and production parameters of Integrated Circuit (IC) encapsulation in [111]. In [163], *Full Factorial Design* (FFD) was applied to determine the efficiency enhancing parametric values of a Tabu search algorithm used to solve an economic lot scheduling problem. FFD was also applied to find the efficiency optimising parametric values of a *Genetic Algorithm* (GA) used to solve a flow-shop scheduling problem in [62]. The factors considered in [62] were population size, selection rate, crossover method (six levels/different methods), crossover rate, mutation method (five levels/different methods), and mutation rate of the GA. The uniformity and the value of the sensitivity distribution of an electrical sensor were maximised using RSM and GA in [34]. The optimal parametric setting of an electrical discharge machining process was determined in [198] through Artificial Neural Network
(ANN), RSM and GA. The optimum cutting conditions were determined through RSM and GA in [170] to obtain minimum surface roughness. The treatments designed through the Taguchi method were utilised in the search for performance-optimising parametric values of the following techniques: Shuffled frog-leaping algorithm applied to solve an RCPS problem [65, 209]; Mixed-integer algorithm used to solve a non-linear stochastic staff scheduling problem [176]; and Self-guided Ants algorithm applied to solve a sequence planning problem [195]. DOE was applied to tune the weights of the multi-objective fuzzy rule criteria for a semiconductor wafer production scheduling problem that has a time-varying dimension [230].

### 3.7.3 Other Usages of RSM Models

The RSM models developed in [165] were utilised to predict the performance of an ACS for solving a vehicle routing problem. Similar approach was undertaken in [143] to predict the quality-improving size of a weld zone. CCD was utilised in building an RSM model for predicting surface roughness at different cutting conditions considered in [103].

A simple but effective RSM model was developed in [210] as a surrogate to a computationally expensive model and was utilised for MOEA. RSM was used to create a model which is the reduced form of the complex model composed of differential and algebraic equations for chemical distillation investigated in [177]. A versatile approach was developed in [77] to reduce the experimental cost in building a RSM model with multi-dimensional output, instead of the customary scalar output. This model is the surrogate of a computationally expensive model of a dynamic temperature field defined by partial differential equations. As far as our research goes, there seems a lack of dedicated research to apply RSM to model the performance of memory-based EA techniques for solving problems set in dynamic environments.
3.8 Reinforcement Learning in Scheduling

Reinforcement Learning (RL), being one of the fundamental concepts of universal intelligence (utilised in this thesis), was applied to solve scheduling, planning and allocation problems. Let us now present literature related to this application. RL was applied in electrical power allocation [211]. RL states (refer to Section 2.10.1 for terminology) in this allocation were derived from the continuously varying electrical power input to an electrical system; actions signify the allocation percentages of the power; and reward is related to the difference between allocation result and targeted allocation value. A dynamic optimisation problem (DOP) was solved in this allocation without the use of EA. Another DOP was solved in [235] through EA with phenotypes which represent schedules of elevators; and through RL which learns the merits of scheduled tasks (as actions) encoded in the genes together with the merits. RL was applied to solve multi-objective DOP in [87,139].

EA and RL were combined to solve non-DOPs, such as, the travelling salesman problem in [128]. In this combination, locations correspond to states, location selections correspond to actions, and distance travelled is one of the domains of a reward function. In [24], RL was applied to learn the best move in a Tabu Search [163] for solving a lot scheduling problem. And in [68], it was applied to learn the best attributes of EA operators, such as mutation rate and crossover point.

3.9 Multi-Agent System (MAS)

A software agent (referred to as an agent for brevity) is a computer program authorised in a system to select and execute actions independently or on behalf of other entities in the system [23]. MAS is a system that has one or more agents and environments. One way to simulate a system is to model each system-constituting entity – the environments in this system may be exempted – as an agent, and then allow these agents to interact among themselves and the environment. In the manufacturing system in [203],
for example, machines, personnel, and raw materials are simulated as agents that mimic their properties. These agents were put into action from which their manufacturing gain optimising parametric values are determined. MAS is suitable for systems that could be disassembled into components. This facilitates ease of adding new components/agents or agent capabilities to a system. Thus, MAS could be scalable [23]. Let us now discuss more properties of MAS.

### 3.9.1 Hierarchical Systems

The traditional scheme of managing a system is hierarchical where commands start from the topmost level of the hierarchy and reached the bottom passing through intermediate levels. However, studies showed that hierarchical systems have disadvantages not limited to the following: 1) inadequate flexibility and slow response when new critical conditions arise; and 2) the information flow across the hierarchies is impeded by some constraints and rules of hierarchical components [135]. Examples of the inflexibility can be found in hierarchical structures of some manufacturing plants where schedules developed and imposed by higher levels of these structures could quickly become useless after executing the first few components of these schedules [100, 203].

### 3.9.2 Heterarchical Systems

The heterarchical system is the opposite of the hierarchical system. Each of its agents has ample freedom to decide on the immediately necessary actions to be taken and is responsible only to itself [189]. However, in several applications, heterarchical systems have no central controller and no global coordinating information which precipitates to systemic disadvantages such as: 1) poor performance; 2) behaviour predictions are challenging; and 3) instability of performance that can result in chaos [192], instability that is due to lack of coordination of agents [227].
3.9.3 Holonic Systems

The hybrid of hierarchical and heterarchical systems is called a holarchical or holonic system which in some cases can overcome the disadvantages of the two hybridising systems. The agents of holonic structures are called holons [113] which can function as whole or parts of a holonic system [227], i.e. holonic system is a type of MAS.

Being members of the partly heterarchical holonic system, holons are semi-autonomous. For example, in the case of a transport breakdown, transport personnel (represented by a holon) can utilise knowledge around the breakdown vicinity instead of executing suggestions from a far flung decision maker that would only delay problem resolution [23].

Being members of the partly hierarchical holonic system, holons may receive instructions from or be controlled by other holons of the system [227]. In a holonic system, an optimal plan for the locality of the holon could be formed with this holon at any level. For example, in a manufacturing application, holons were present at all levels. At the lowest level, where real-time operations dominated, the holons were coupled to the operations of the manufacturing control devices [38]. And on some higher levels, they are involved in planning [70].

Holonic systems can offer several advantages [76, 81, 89]. For example, holons that start from being disorganised could evolve autonomically and dynamically into a highly complex system triggered by some driving stimuli from their milieu. This immense plasticity can aid the development of systemic behaviours unknown to the holons [29,122], as can be observed in the schools of fish, human society, or some system containing interacting entities [138, 203]. Thus, a designer of holons need not plan the eventual remarkable behaviours of these holons, a facet of a holonic system that could result in a simplified design of this system [21]. Holonic systems are adaptive to the changes in the environments in which their holons interact. Holonic systems that interact with market environments were quick to adapt and flexible to market changes, abilities which are the key components of business competitiveness [100,101,122].
The evolution of a holonic system into an intricate system could be influenced by the learning mechanism of each of its holons, a mechanism that helps these holons to discover opportunities for systemic performance improvements. In a specific application, the learning of holons had boosted the performance of a holonic system in [172] by 500%. The learned knowledge of holons in [203] was used to forecast market demands.

Coordination of holons could be achieved in various ways. When holons leave traces as they explore or interact with their environment, indirect coordination could emerge that could help them to self-organise. This is akin to ants leaving pheromones as they move around that can help other ants to search for food, i.e., an emergence of a systemic intelligence that requires no control imposed on the ants [122]. The direct coordination among holons could be facilitated by inter-holon communication or system-global broadcast of information [23]. And, a control among holons can foster coordination among themselves [227].

The robust proactive approach defined in Section 2.4.2 entails anticipation. Being a part of their anticipation, holons of the holonic system in [203] explored various systemic states to guard the system against unexpected operational disruptions. The holons of some holonic systems performed statistical analysis to make these systems proactive [101]. A holonic manufacturing system in [14] with proactive agents was shown to be resilient to the failures of system components, to the changes in volume and variety of demands, and to the changes in job priority.

There are several holonic architectures in the literature, such as ADACOR [122], PROSA [204], MACSIMA [172], and Organisational Control Architecture (OCA) [227]. OCA in [227] is modelled from a command and control organisation, such as in the planning of a military mission. Note that this type of environment is similar to that utilised in this thesis.
3.9.4 MAS Applications

Traditionally, humans mediate between some components of most supply chains. With the fast-paced business transactions nowadays, agents in a supply chain could bear mediator roles. In this supply chain, each agent could work on behalf of each supply chain entity and cooperate with other agents through online inter-agent interactions to come up with decisions in a humanly-like as possible a manner [23, 94]. For example, suppose a customer purchases a can of milk from a supermarket. This transaction information could be transmitted online. Then, an agent representing the supermarket and another agent representing a milk producer may interact to decide on the wholesale price and the number of milk cans to be purchased by the supermarket from the producer to replenish the milk cans purchased by the supermarket customers.

An approach that utilised MAS was applied to solve a multi-objective dynamic paper production scheduling problem in [109]. Each agent in this application was dedicated to work on each stage of the production. The agents interact to determine the best feasible production schedule that satisfies several objectives. In a remarkable application, a MAS was utilised for the autonomous navigation of the Viking mission robot, thereby circumventing the need for an Earth-based control of the robot over the enormous Earth to Mars distance [23].

MASs (e.g. holonic system) could be extremely versatile for solving DOPs as exemplified in some applications discussed above. They may also be useful for solving the problems from $M$ in this thesis. Their versatility could be enhanced by utilising learning or intelligent mechanisms for their individual holons [172, 203]. The chosen implicit memory-based EA approach (McBAR) in the thesis to solve problems from $M$ could be useful in the future as one of the learning mechanisms. However, the scope of the thesis excludes the use of MAS.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
The selection of some RCPS-related problems from $M$ as the test problems in the thesis is based on the popularity of RCPS in the study of adaptation in dynamic environments [58]. Each of these problems is set in a military operation environment (MOE) such that it is referred to as the Military Mission Scheduling (MMS) problem. Note that, based on Equations 1.3, 1.5 and 1.6, there is a specific MOE for each of the problems. It is considered, however, that all sub-problems of the same problem are set in the same MOE. Section 4.1 explores the planning stage of MMS that is referred to as Military Mission Planning (MMP) and discusses the qualitative features of the MMS problems from $M$. Sections 4.2 and 4.3 present concrete features of sub-problems (defined in Section 1.2.3) of problems from $\mathcal{L}_2 \cup \mathcal{L}_3$ and $\mathcal{O}_2$ (subsets of $M$ and defined in Section 1.2.5) respectively; problems taken into account by the limited and general methods, respectively, to investigate some characteristics of techniques from $\mathcal{T}$ (defined in Equation 1.8). Section 4.4 elaborates on the procedure to computer simulate the problems whose mathematical definitions are found in Appendix A.1.

4.1 Military Mission Planning (MMP)

Military mission planning is a decision making process and an important element in military command and control aimed at providing a solution that implements the commander’s intent, establishes activities, time or conditions for the operation, allocates resources, assigns tasks and coordinates subordinates. This is a complicated process that involves two aspects: (1) Science which deals with measurable factors such as capabilities, tech-
niues and procedures, and which is closely related to the analytic decision making; and
tic where the intuition of the commanders about the relationships between friendly
forces, enemies and environment as well as the effects of the operation on the soldiers, is
the focus and which can be considered as a kind of intuitive decision making. Mission
planning is usually done as a matter of urgency or within a short time frame of a planning
horizon [201].

It is quite common in military domains that each level in mission planning corresponds
to a level of conflict: strategic, operational, and tactical, although the borders between
these three is not always clear. The strategic level of a conflict involves determining
national or alliance security objectives and developing and using national resources to
accomplish those objectives. It establishes strategic military objectives, sequences the
objectives, defines limits and assesses risks for the use of military and other instruments
of power. It develops strategic plans to achieve the objectives, plans which are then
provided to armed forces and other capabilities. Meanwhile, the operational level is des-
ignated for campaigns and major operations in order to accomplish strategic objectives
within theatres or areas of operations. The linking of tactics and strategies is achieved by
establishing operational objectives needed to accomplish the strategic objectives, sequenc-
ing events to achieve the operational objectives, initiating actions and applying resources
to bring about and sustain those events. Lastly, the tactical level involves battles and
engagements; they are planned and executed to accomplish military objectives assigned
to tactical units. The focus of this level is on the ordered arrangement and manoeuvre of
combat elements in relation to each other and to the enemy in order to achieve combat
objectives established by the operational level commander. In other words, the context
of tactical operations is defined at the strategic and operational levels [32,201].

In this section, we focus on the planning process at the operational level. Planners
at operational level need to follow the Operational Art (OA) of using military forces.
According to OA, the issues at this level include (1) identifying the military conditions
or end-state that constitute the strategic objectives; (2) deciding on the operational ob-
jectives that must be achieved to reach the desired end-state; (3) ordering a sequence of actions that lead to fulfilment of the operational objectives; and (4) applying the military resources (capabilities) allocated to sustain the desired sequence of actions. From this point onwards unless otherwise stated, we use the term mission planning to indicate planning at the operational level.

There is no doubt that the planning process is based on a particular military doctrine. However, the main steps are similar among militarised forces. We will take the JMAP framework from Australian Defence Forces (ADF) [232] as an example:

1. Initialisation: Including obtaining mission information (basically called Intelligence Preparation of the Battle-space - IPB)

2. Mission Analysis: Determining the objectives, available capabilities and other constraints for the mission. Also forming the commander’s planning guidance for the next step.

3. Course Of Action (COA) Development: Developing the course of actions (ways to achieve the objectives with regards to the constraints)

4. COA Analysis: Comparing and analysing COAs to obtain an optimal plan.

5. Decision & Execution: Deciding on the plan and executing it

Note that this is a repetitive process. Step 1 will be used to update information for all other steps. Once updated, the steps will be restarted for further analysis. If the time is available and the urgency is low, we will have a DEliberate Planning (DEP) process. This is used to produce plans for contingencies and for later execution. When a plan is needed for immediate action or within a very short time with a high urgency, there will be a crisis action planning (or immediate planning) process (CAP). These two types of planning are closely interrelated. DEP produces the plans, while CAP uses these plans and adapts them to current situations. In other words, CAP provides situation awareness.
For OA, it is also essential to define several key concepts. The concept of an end-state can be considered as the final behaviour of the system when the system stops operating. For JMAP, the end-state is defined as the set of conditions which will achieve the strategic objective. The national end-state is the set of desired conditions, incorporating the elements of national power, that will achieve the national objectives. The military end-state is the set of desired conditions beyond which the use of military forces is no longer required to achieve the national objectives. The military end-state for a mission planned at the operational level is defined by the command at the strategic level. This needs to be done in Step 2.

Next is the concept of Centre Of Gravity (COG). For JMAP, COG is considered as the key characteristic, capability, or locality from which a military force derives its freedom of action, strength or will to fight. Another concept is critical vulnerability (CV). That is a characteristic or key element of a force that if it is destroyed, captured, or neutralised will significantly reduce the fighting capability of the force and its COG. Also the concept of decisive point (DP) needs to be considered. JMAP defines a DP as a major event that is a precondition to the successful disruption or negation of COG. A DP can be defined either in a time or geographical space. A mission plan might have many DPs. The line of DPs forms a path of attack or defeat to achieve the end-state. We also call it the line of operations - (LOP). Determining LOP is the most important component of operational level planning. The sequence of operations needs to be followed in order to achieve the end-state. Each operation or (action or task) is defined to take care of one DP.

Determining COG, CV, and especially DPs is a challenge. It relies very much on the experience and knowledge of the staff and commanders. Further, given that these concepts are defined, finding LOPs is also a big issue. The scope of the problem means that a large number of possible LOPs exist. The limitation of capabilities, synchronisation of operations (the precedence relationship between operations) and time, make it very difficult to arrange sequences of tasks to achieve all DPs. From a computational point of view, it is valuable to quantify these concepts. Given the limitation of capabilities,
precedence, and time, there is a need to schedule the tasks to obtain the optimal sequence. The MMP problems can be transformed to MMS problems from $\mathcal{M}$ that has the following qualitative features.

### 4.1.1 Inputs

In the context of MMP a task is defined as a tactical operation (or action) that a military force must do for achieving a DP. From the previous analysis, we can see that modelling tasks is a very important component. Quantitatively, a task usually has the following:

1. *A set of pre-conditions*: Defining operational conditions for a task that need to be achieved before commencing it. It might be derived from the defined precedence relationship between tasks.

2. *A set of effects*: It is usually defined by the DP.

3. *Duration of execution*: A task cannot be executed without a time limit in order to synchronise with other tasks.

4. *A set of required capabilities*: This might be equipment, weapon, vehicles or troops.

5. *An identification number*.

6. *A status*: This can either be on-going, finished, or not yet executed. Cancelled un-executed tasks are not considered in this thesis.

7. *Starting time*.

The input information to the sub-problems of problems from $\mathcal{M}$ is Items 1 to 5 of the tasks in MOEs where the sub-problems are set. Feature values of the tasks in the MOEs are found in Table 4.1, the MOEs to where the sub-problems of problems from $\mathcal{L}^2$ and $\mathcal{L}^3$ (subsets of $\mathcal{M}$) are set. The first and second columns of this table are task IDs (Item 5) and durations (Item 3) respectively. Tasks with IDs of 2, 5, 16, and 17 in the table are exemplified in Section 1.2.1. They use the PNT illustrated in Figure 2.9.
Table 4.1: Properties of tasks in MOEs to where the sub-problems of problems from $L^2$ and $L^3$ are set

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Duration</th>
<th>$R_1 \leq 16$</th>
<th>$R_2 \leq 17$</th>
<th>$R_3 \leq 5$</th>
<th>$R_4 \leq 16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>22</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>18</td>
<td>23</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>21</td>
<td>27</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>13</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>13</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>27</td>
<td>23</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>17</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>20</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>31</td>
<td>12</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>19</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>34</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>35</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>36</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>37</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>38</td>
<td>23</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>39</td>
<td>17</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

As explained in Chapter 1, each type of resource in RCPS has a limited number of items, a number that is input information to the sub-problems of problems from $M$. The third to the last columns of Table 4.1, respectively, are the resources $R_1$ to $R_4$ utilised by the tasks with IDs in the first columns. For example, task 12 is to bomb enemies for 16 time units and to utilise at most four light mortar batteries ($R_1$).

After one task is finished, each resource item it utilised is either transferred to another task location or returned to a depot called central base. Another input to the sub-problems of problems from $M$ is the cost of moving each resource item from one task location to the next. Task location is identified by the ID of the task. For example, location labelled 7 in a battlefield is the venue for the execution of task with ID 7, e.g. to care for refugees by one infantry company. Central base has a location label of zero.
The transfer status of resource item can either be moved or unmoved, and its availability-to-task status can either be available, broken/dead, or occupied (utilised by a task). Additional inputs to the sub-problems of problems from $M$ are the transfer status and the availability status of resource items, and the execution locations of tasks.

Let us prove that the total number of tasks can only be constant or increase. As explained in Chapter 1, the total $\sigma$ number of tasks is the sum of the number $F$ of finished tasks, number $G$ of on-going tasks, and number $X$ of to-be-executed tasks. Now, suppose that at the moment of an environmental change there are $X'' \geq 0$ to-be-executed new tasks\(^1\), $G'' \geq 0$ just started new tasks, $G'$ of the previously on-going tasks that are finished, and $X'$ of the previously to-be-executed tasks that are started (considered as on-going). Considering that, as given in this thesis, none of the on-going and to-be-executed tasks are cancelled the number of finished, number of on-going and number of to-be-executed tasks at the moment of change are $F + G', (G-G') + X' + G''$, and $X - X' + X''$ respectively. Thus, the total number of tasks at this moment is $\sigma' = (F + G') + (G-G') + X' + G'' + (X - X' + X'') = F + G + E + G'' + X'' = \sigma + G'' + X''$. Therefore, if there are no new tasks (i.e. $G'' = 0$ and $X'' = 0$) then $\sigma' = \sigma$, i.e. the total number of tasks remains. However, if there are new tasks (i.e. $G'' + X'' > 0$) then $\sigma' > \sigma$, i.e. the total number of tasks increases.

### 4.1.2 Objective Functions

Minimisation of schedule cost and duration are the two objectives in sub-problems of problems from $L^2$ and $O^2$ (subsets of $M$). As explained in Section 1.2 and elaborated in Section 2.7, another scheduling objective considered in the thesis is the probability of a schedule becoming infeasible due to resource constraint violations caused by changes in task durations. In addition to the schedule cost and duration, sub-problems of problems from $L^3 \subset M$ also have the probability of becoming infeasible as another objective to minimise. All of these objectives are mathematically defined in Appendix A.1.

\(^1\)These are tasks which do not exist before any change in a considered environment
4.1.3 Constraints

The constraints imposed by a PNT and on resources are explained in Section 1.2.1. In Table 4.1, $R_i \leq n_i$ expresses the constraint on the total number of resource of type $i$ utilised by all on-going tasks; this is not to exceed $n_i$.

4.1.4 Output

Let us now investigate the computational products in solving the sub-problems of problems from $\mathcal{L}^2 \cup \mathcal{L}^3 \cup \mathcal{O}^2$. Some of these products are genotypes, each expressed as an ordered set,

$$I = \langle I_1, I_2, \ldots, I_N \rangle,$$  \hspace{1cm} (4.1)

where $I_i$s are the ID of tasks in a MOE and $N$ is the genotype length. From here onwards, any genotype has a form similar to that in Equation 4.1. The ordering of IDs in the genotype is dependent on a given PNT. The ordering rule is:

*Any task with ID $I_k$ at index $k$ in the genotype have successor tasks with IDs $I_j$ which must be at index $j$ in the genotype, where $j > k$.*

For example, the section $\langle 1, 14, 2, 7, 3, 9 \rangle$ of a genotype satisfies the ordering rule based on the PNT depicted in Figure 2.9. Given a PNT, any genotype whose IDs satisfy the ordering rule is characterised as task-precedence feasible. Genotypes are generated either through SSGS (explained in Section 2.3) or by some other means, such as described in Section 5.1.

The starting time of each task in the MOE is another computational product. It is determined either through SSGS or by some other means, such as described in Section 5.1.4. Any solution to a sub-problem of problems from $\mathcal{L}^2 \cup \mathcal{L}^3 \cup \mathcal{O}^2$ is an ordered set of determined starting times and referred to as a schedule,

$$S = \langle T_1, T_2, \ldots, T_k, \ldots, T_N \rangle,$$  \hspace{1cm} (4.2)
where the task with starting time $T_k$ at index $k$ in the schedule has ID $I_k$ at index $k$ in the genotype in Equation 4.1. By the ordering rule of IDs in genotypes, any task with starting time $T_k$ in Equation 4.2 must have successors with starting time $T_j$ where $j > k$.

Sample schedules are depicted in Figures 4.2 and 4.3 whose features are similar to those of Figure 2.3 (described in Section 2.1.1). All tasks in the schedules obey the PNT found in Figure 4.1. For example, in Figure 4.2 task 2 ends at 13 time units at which task 7 starts. Hence, task 7 succeeds task 2, thereby abiding the PNT. More details of Figures 4.2 and 4.3 will be given in the next section.

Figure 4.1: Precedence network of tasks for TNIS $T_4$
4.1.5 Dynamic Factors of $M$

Dynamics and uncertainties are unavoidable factors for military missions. This is the nature of wars where enemies as well as environmental aspects are highly unpredictable. This is the reason for introducing the concept of crisis action planning in Section 4.1. One important requirement from the US Army is that the planning process needs to be continuous and adaptive to any changes. The presence of these factors, such as delay in mission execution, failure of capabilities or uncertain intuition of commanders on the relationship between operations of the mission, makes the task of mission planning more complex [110, 201, 232] with a large number of what-if scenarios that usually goes beyond the handling ability of human planners. Hence, there is a need for finding a robust and responsive mechanism for the support and planning staff. These mechanisms could be the techniques enumerated in Section 2.4.2 that are intended to solve dynamic problems from $L^2 \cup L^3 \cup O^2$.

Some factors in dynamic environments are already described in Chapter 1 and Section 2.4. Here, we formally identify dynamic factors in MOEs where the problems from $L^2 \cup L^3 \cup O^2$ are set:

1. Execution time of tasks that varies according to Equation A.9
2. Availability of resources
3. Number of tasks

It should be noted that any changes to a military mission plan can cause an enormous cost in terms of logistics and safety.

Let us exemplify the dynamics of a problem $p^3$ from $L^3$. The schedule depicted in Figure 4.2 is one of the solutions to the sub-problem $p^3_5$ of problem $p^3$ set in the snapshot of the MOE taken immediately after the fifth SOSA, the state alteration at 13 time units. The schedule depicted in Figure 4.3 is one of the solutions to the sub-problem $p^3_6$ of problem $p^3$ set in the snapshot taken immediately after the sixth SOSA of the MOE, the state
Figure 4.2: Solution to the sub-problem set in the fifth snapshot
Figure 4.3: Mapping of Task IDs for CBAR in the sixth snapshot.
alteration at 16 time units. Problem $p^3$ has attributes from Table 4.1 and PNT in Figure 4.1. The duration of each task in the schedule depicted in Figure 4.3 is an alteration, following Equation A.9, of the duration of similarly-IDed task in the schedule depicted in Figure 4.2. The starting times of the similarly-IDed tasks are identical but their durations may not be due to the dynamics of the MOE. This is true for all similarly-IDed tasks depicted in the Figures 4.2 and 4.3. This illustrates the dynamics of task duration.

In Figures 4.2 and 4.3, the red rectangles correspond to a finished task, e.g. task 2; the yellow rectangles to on-going tasks, e.g. tasks 1 and 7; and the other coloured rectangles to tasks yet to be executed. Based on Table 4.1 and on the PNT of Figure 4.1, when the MOE – to where $p^3$ is set – changes at 13 time units (which corresponds to Figure 4.2), tasks 1, 3 and 7 are still on-going, task 2 is finished, and the rest are yet to be executed. Further, at the next SOSA of the MOE at 16 time units (which corresponds to Figure 4.3), tasks 1 and 7 are still on-going, tasks 2 and 3 are finished, and the rest are yet to be executed. This illustrates the dynamics of task status.

### 4.2 Problems from $\mathcal{L}^2$ and $\mathcal{L}^3$

Section 4.1 provides an intuitive description of the general features of the problems from $\mathcal{L}^2 \cup \mathcal{L}^3$, while Appendix A.1 presents mathematical formulations of these features. This section provides information on some parametric values and categorical types of the features of the problems from $\mathcal{L}^2 \cup \mathcal{L}^3$.

Each task in the MOEs, where the problems from $\mathcal{L}^2 \cup \mathcal{L}^3$ are set, utilises only one of the following four types of resources:

- Light Mortar Batteries ($R_1$) $\leq 16$
- Infantry Companies ($R_2$) $\leq 17$
- C130s ($R_3$) $\leq 5$
- Apache helicopters ($R_4$) $\leq 16$
The maximum number of items of any listed resource that can be utilised by all on-going tasks in the MOEs is indicated near the resource label $R_i$, $1 \leq i \leq 4$. Note that the availability status (defined in Section 4.1.1) of any of the resources can change from available to occupied (e.g. mortars firing) or vice-versa (e.g. mortars returned from combat to depot) in the course of executing a schedule, i.e. without the effects of a dynamic MOE. As proposed in this thesis, the only effect of the MOE on the availability status is to change this status from being available or occupied to broken (e.g. killed infantry soldier).

As pointed out in Section 4.1.1, properties of tasks in the MOEs where the problems from $\mathcal{L}^2 \cup \mathcal{L}^3$ are set are found in Table 4.1. Any one of the MOEs has 30 original tasks (which exist before this MOE changes) that abide by the PNT depicted in Figure 2.9. A total of ten new tasks are added to the original tasks during the entire dynamics of this MOE. New $dN$ tasks, which occur in a particular SOSA of the MOE, have IDs $I$, $l < I \leq l + dN$, where $l$ is the maximum ID of tasks which existed prior to this SOSA. For example, if at the last SOSA the maximum task ID is 30 and there are four new tasks at the current SOSA, then these new tasks are labelled with IDs of 31 to 34.

### 4.2.1 Labels

For convenience in the following discussion, we ascribe labels to some categorical types of problems from $\mathcal{L}^2 \cup \mathcal{L}^3$. The considered types of simultaneous changes in the MOEs where the problems are set are listed in Table 4.2. The first column contains labels for types of changes, and the second contains the parameters that change simultaneously. For example, type 6 indicates simultaneous changes in any one of the MOEs on task duration, total number of tasks, and resource availability. Change type 0 is referred to as light change type and the other types as severe change type.

The types of changes are chained to form a sequence of changes. Each type of sequence of changes (TSC) is presented as a column, labelled $S_i$, in Table 4.3. The first and last columns of this table contain, respectively, the SOSAs and times at which a specific type
of changes occur. For example, sequence $S_3$ of changes in one of the MOEs begins and is followed by change in task duration only (type 0 in Table 4.2), then is succeeded by simultaneous changes in task duration, total number of tasks, and resource availability (type 6 in Table 4.2) at the third SOSA of the MOE. The number of moments at which any one of the MOEs changes state is 12.

Some components of each TSC are types of changes that involve an increase in the total number of tasks. For example, $S_3$ has types of changes 6, 5, 2 and 3 that occur, respectively, at third, eighth, tenth, and 12th SOSAs of one of the MOEs; and all of these types involve an increase in the total number of tasks (based on Table 4.2). Task Number Increase Sequence (TNIS), labelled as $T_k$ in Table 4.4, is a sequence of numbers of new tasks which appear at the SOSAs of the MOE with a given TSC. The order of the numbers in TNIS found at the first column of Table 4.4 is the same as the order of the SOSAs. Using the example above, if $S_3$ has TNIS of $T_5$, there will be five, three, one and one new tasks which appear at the third, eighth, tenth, and 12th SOSAs of the MOE, respectively (based on Tables 4.3 and 4.4). Note that even with similar TSC but with different TNIS,
the number of new tasks in a given SOSA of the MOE could be different.

Table 4.4: Types of task number increase sequence (TNIS)

<table>
<thead>
<tr>
<th>Order</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>$t_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Problems from $\mathcal{L}^2 \cup \mathcal{L}^3$ with TNIS of $T_3$, $T_5$, $T_6$, $T_7$ or $T_4$ abide with the PNTs illustrated in Figures 4.4 to 4.7 or 4.1 respectively. The PNTs are formed by placing new nodes (which correspond to new tasks) on the original PNT, illustrated in Figure 2.9, and differ in their forms by the locations at which these new nodes are placed.

![Figure 4.4: Precedence network of tasks for TNIS $T_3$](image)

Some components of the sequences of changes in Table 4.3 involve change in task duration that is modelled by Equation A.9 whose parameter $\delta$ has to be specified. To recapitulate, a problem from $\mathcal{L}^2 \cup \mathcal{L}^3$ is specified by a TSC (e.g. $S_3$), a TNIS (e.g. $T_3$)
The problems from $\mathcal{L}^2$ have labels $l$ listed in Table 4.5 and denoted as $l^2$. For example, a problem from $\mathcal{L}^2$ with label 5 is denoted as $5^2$. With the mid column (of TNIS types) in Table 4.5 as the reference column, the problems from $\mathcal{L}^2$ with labels at the left and right correspond to $\delta = 3.0$ and $\delta = 6.0$, respectively; problems with labels under $S_i$ have TSC of $S_i$; and problems with labels at the same row as $T_k$ have TNIS of $T_k$. For example, problem 25 has TSC of $S_1$, TNIS of $T_7$, and task duration changes modelled by Equation A.9. Note that the actual amount of change in task duration is not specified in the problem but instead the value of $\delta$ is provided. Thus, to distinguish, we define a problem simulation as being a problem with its task duration change fully specified. More will be said regarding problem simulation in Section 4.4.

Figure 4.5: Precedence network of tasks for TNIS $T_5$
All the problems from $\mathcal{L}^3$ have labels $l$ of one to 30 and denoted as $l^3$. Thus, a problem from $\mathcal{L}^3$ can have an identical label to a problem in $\mathcal{L}^2$. These problems are differentiated by a superscript, e.g., $5^2 \in \mathcal{L}^2$ and $5^3 \in \mathcal{L}^2$. A problem from $\mathcal{L}^3$ with a particular label is defined by the objective to minimise the probability of its solution (schedule) to become infeasible due to resource constraint violations (explained in Section 2.7) and by all the features of the problem from $\mathcal{L}^2$ with a similar label found in Table 4.5. Note that a sub-problem of a problem from $\mathcal{L}^2 \cup \mathcal{L}^3$ may be denoted purely by numbers. For example, the sub-problem $12_7^2$ denotes a sub-problem of the problem labelled 12 from $\mathcal{L}^2$, the sub-problem set in the seventh snapshot of the MOE where the problem is set.
4.2.2 Tables as Functions

Let us define some functions that yield values found in Tables 4.2 and 4.4. Given a problem from $\mathcal{L}^2$ labelled $l$, a TSC $S_i$ of this problem can be obtained using Table 4.5. Given a SOSA $s$ of the MOE where problem $l^2$ is set, a change type label $c$ can be determined using $S_i$ in Table 4.3. Thus, Tables 4.5 and 4.3 serve as a function $Ct$,

$$c = Ct(l, s). \quad (4.3)$$

Using $c$ in Table 4.2, the MOE attributes that change simultaneously can be determined. For example, the problem labelled 3 has a TSC of $S_3$, based on Table 4.5. From the $S_3$
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4.2 Problems from $L^2$ and $L^3$

Table 4.5: Problem labels

<table>
<thead>
<tr>
<th>$\delta = 3.0$</th>
<th>$\delta = 6.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$ $S_2$ $S_3$</td>
<td>$S_1$ $S_2$ $S_3$</td>
</tr>
<tr>
<td>1 2 3</td>
<td>4 5 6</td>
</tr>
<tr>
<td>7 8 9</td>
<td>10 11 12</td>
</tr>
<tr>
<td>13 14 15</td>
<td>16 17 18</td>
</tr>
<tr>
<td>19 20 21</td>
<td>22 23 24</td>
</tr>
<tr>
<td>25 26 27</td>
<td>28 29 30</td>
</tr>
</tbody>
</table>

column of Table 4.3, the change type at the eighth Sosa of a MOE is 5, i.e. $C_t (3, 8) = 5$. Based on Table 4.2, type 5 of changes signifies simultaneous changes in resource availability and the total number of tasks in the MOE. This result implies that the simultaneous changes occur at the eighth Sosa of the MOE where problem labelled 3 is set.

Table 4.5 serves as a function $P_t$ that maps a problem labelled $l$ to type $p$ of TNIS,

$$p = P_t (l).$$ (4.4)

For example, $T_3 = P_t (3)$, i.e. problem 3 has TNIS of $T_3$ based on Table 4.5.

Note that, based on the $S_3$ column of Table 4.3, the increase in the total number of tasks for the third occasion is at the tenth Sosa of the MOE where the problem with TSC of $S_3$ is set. Further, the intersection of the third row (which is the third occasion) and $T_3$ column in Table 4.4 is two, the number of new tasks that appear at the tenth Sosa of the MOE (the first and the second occasions are at the third and eighth Sosa respectively). Thus, the set of Tables 4.2, 4.4 and 4.5 serves as a function $N_t$ to determine the number of new tasks,

$$w = N_t (l, s).$$ (4.5)

This function is applicable only when $C_t (l, s)$ yields a type of change that is either 2, 3, 5 or 6 which, based on 4.2, all involve an increase in the total number of tasks. Otherwise, there is no new task at a given $s^{th}$ Sosa of the MOE where the problem $l$ is set.

Let the functions $N_t$, $P_t$ and $C_t$ be distributive to vector elements, i.e. if $l =$
\[ \langle l_1, l_2, \ldots, l_m \rangle, \]

\[ c = C_t (l, s) \]
\[ = \langle C_t (l_1, s), C_t (l_2, s), \ldots, C_t (l_m, s) \rangle, \quad (4.6) \]

\[ p = N_t (l, s) \]
\[ = \langle N_t (l_1, s), N_t (l_2, s), \ldots, N_t (l_m, s) \rangle \]
\[ \quad (4.7) \]

and

\[ w = P_t (l) \]
\[ = \langle P_t (l_1), P_t (l_2), \ldots, P_t (l_m) \rangle. \quad (4.8) \]

where \( l_i \) is a problem label; and \( m \) is the dimension of \( l \). For example, for an ordered set of problem labels \( l = \langle 1, 7, 13, 19, 25 \rangle \),

\[ C_t (l, 4) = \langle C_t (1, 4), C_t (7, 4), C_t (13, 4), C_t (19, 4), C_t (25, 4) \rangle = \langle 2, 2, 2, 2, 2 \rangle \]

which implies that all problems with labels in \( l \) has change type 2 (change in the total number of tasks) at the fourth SOSA of the MOEs where these problems are set.

### 4.3 Problems from \( O^2 \)

Some parametric values and/or the categorical types of the features of the problems from \( O^2 \) will now be explored. These problems are taken into account by the general method (explored in Section 1.4.1) used to investigate the characteristics of the techniques from \( T \). Note that the MOEs considered in this section are where the problems are set. Any one of the MOEs has six moments of state alterations which occur at 4, 8, 12, 16, 21, and 26 time units after the start of the baseline schedule (unrevised schedule) implementation in this MOE.

#### 4.3.1 Tasks

The properties of tasks in the MOEs are listed in Table 4.6, MOEs where the problems from \( O^2 \) are set. In this table, the first and fifth columns are task IDs, the second and
sixth columns are task durations, the third and seventh columns are the numbers of items of resource type $R_1$ used by the tasks, and the fourth and eighth columns are the numbers of items of resource type $R_2$ used by the tasks.

Each of the MOEs has 30 original tasks before it changes. The maximum number of tasks is 50. They obey the precedence relationship depicted in Figure 4.8. New tasks may appear only from the third to the sixth SOSA, the range of SOSAs referred to as significant range of orders (SRO). The maximum number of new tasks which appear at any SOSA in the SRO in any of the MOEs does not exceed five.

In Figure 4.8, the circular nodes labelled “c1” to “cn” represent $n$ new tasks that appear at the third SOSA. An analogous representation scheme is applied for new tasks which appear at the fourth to the sixth SOSA whereby letters “d” to “f” respectively are...
Table 4.6: Properties of tasks in the MOE where the problems from $O^2$ are set

<table>
<thead>
<tr>
<th>ID</th>
<th>Duration</th>
<th>$R_1 \leq 28$</th>
<th>$R_2 \leq 28$</th>
<th>ID</th>
<th>Duration</th>
<th>$R_1 \leq 28$</th>
<th>$R_2 \leq 28$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>26</td>
<td>18</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>10</td>
<td>0</td>
<td>27</td>
<td>23</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>0</td>
<td>3</td>
<td>28</td>
<td>17</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>3</td>
<td>0</td>
<td>29</td>
<td>20</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>0</td>
<td>8</td>
<td>30</td>
<td>20</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>4</td>
<td>0</td>
<td>31</td>
<td>12</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>0</td>
<td>1</td>
<td>32</td>
<td>17</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>6</td>
<td>0</td>
<td>33</td>
<td>19</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>1</td>
<td>0</td>
<td>34</td>
<td>16</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>0</td>
<td>5</td>
<td>35</td>
<td>15</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>22</td>
<td>0</td>
<td>7</td>
<td>36</td>
<td>23</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>37</td>
<td>18</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>0</td>
<td>8</td>
<td>38</td>
<td>23</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>3</td>
<td>0</td>
<td>39</td>
<td>17</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>0</td>
<td>5</td>
<td>40</td>
<td>20</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>8</td>
<td>0</td>
<td>41</td>
<td>27</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>15</td>
<td>0</td>
<td>7</td>
<td>42</td>
<td>22</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>23</td>
<td>0</td>
<td>1</td>
<td>43</td>
<td>13</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>0</td>
<td>10</td>
<td>44</td>
<td>13</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>22</td>
<td>6</td>
<td>0</td>
<td>45</td>
<td>17</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>27</td>
<td>2</td>
<td>0</td>
<td>46</td>
<td>18</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>3</td>
<td>0</td>
<td>47</td>
<td>12</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>13</td>
<td>0</td>
<td>9</td>
<td>48</td>
<td>17</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>13</td>
<td>4</td>
<td>0</td>
<td>49</td>
<td>19</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>17</td>
<td>0</td>
<td>4</td>
<td>50</td>
<td>16</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

used instead of “c”. The number of new tasks ranges from zero to five. Thus, as there are five circles in Figure 4.8 that contain similar letters then not all of them may be used to represent new tasks, in which case non-representing circles/nodes are removed from the figure leaving links.

Although the alpha-numeric node labels represent tasks, they are not IDs of the new tasks. The ID of a new task about to be represented in the figure is equal to the current total number of tasks (finished or otherwise) plus one. For example, suppose there are 3 new tasks that appear at the sixth SOSA and there is a total of 34 tasks that existed prior to this SOSA. Based on the previously explained scheme, these new tasks will be represented by the circles labelled “f1”, “f2” and “f3” and will have IDs of 35 = 34 +1, 36 = 35 +1, and 37 = 36 +1 respectively. Note that the letter “f” in the labels corresponds to the sixth SOSA. Considering that the circles/nodes “f4” and “f5” do not represent any task then they will be removed from Figure 4.8 and this will leave links (curved arrows) between tasks 19 and 22, and between tasks 21 and 22 respectively.
4.3.2 Resources

The types and the constraints on the number of resources in the MOEs are as follows:

- Light Mortar Batteries ($R_1 \leq 28$)
- Infantry Companies ($R_2 \leq 28$)

The number of newly broken resources of either $R_1$ or $R_2$ type does not exceed four. The changes in resource availability from available or occupied to broken may occur only at any SOSA in the SRO.

Note that the definition given in this sub-section of any problem from $O^2$ is not complete. At any SOSA in the SRO, the number of new tasks and the numbers of newly broken resources of types $R_1$ and $R_2$ are undefined. The additional information to complete this definition is presented in Section 8.3.1.

4.3.3 Slight and Extreme Changes

Suppose that at each SOSA in the SRO five new tasks appear and, simultaneously, four items of each of $R_1$ and $R_2$ resource types are newly broken. This type of environmental dynamics is referred to as extreme change; the problem $x^2 \in O^2$ set in this MOE is referred to as the extreme problem; and the sub-problem $x_i^2$ set in the $i^{th}$ snapshot of this MOE, where $i > 2$, is referred to as the extreme sub-problem. A MOE is considered to undergo a slight change when, at each SOSA in the SRO, the number of new tasks, the number of newly broken resources of $R_1$ type and the number of newly broken resources of $R_2$ type are not simultaneously five, four and four, respectively (but as indicated above, range from zero to five, zero to four, and zero to four respectively). Tasks in the MOE, where a problem from $O^2$ is set, also have a change in duration that follows Equation A.9 with $\delta = 3.0$; and occur from the first to the sixth SOSA of the MOE.
4.4 Simulations

The MOE, in which a problem from $\mathcal{L}^2 \cup \mathcal{L}^3 \cup \mathcal{X}^2$ is set, is computer simulated for several times, where $\mathcal{X}^2 \subset \mathcal{O}^2$ and is comprised of DOE-designed problems and $\mathcal{X}^2$ is defined in Section 8.3.5. In each simulation, to reflect a real-life scenario:

1. Resources in the MOE may be moved from one task location to another (e.g. tanks moved from base camp to a valley).

2. Status of tasks and resources (enumerated in Section 4.1.1) in the MOE may be altered (e.g. soldiers killed).

3. Type of dynamics (e.g. TSC labelled $S_2$) of the MOE is implemented.

4. The original (before any change in the MOE) duration of each unfinished task in the MOE is added with a random sample of the model in Equation A.9 with $\delta$ dependent on the type of problem. Consequently, an unfinished task in the $i^{th}$ snapshot (taken immediately after the $i^{th}$ SOSA) of one MOE simulation could differ in the duration of the same task in the $i^{th}$ snapshot of other MOE simulations. For example, if task 43 in the fifth snapshot of the second MOE simulation has a duration of 16 time units its duration can be 25 time units in the fifth (same ordered) snapshot of the ninth MOE simulation. The difference could be true between the same-IDed unfinished tasks in the same-ordered snapshots of different MOE simulations, where the snapshot is of any order from the first to the sixth.

5. Sub-problems of the problem are sequentially solved (e.g. from $p_{i0}^2$ to $p_{i6}^2$) independently by techniques from $\mathcal{T}$. Further, the MOE is simulated at its $i^{th}$ SOSA before the techniques solve a sub-problem of the problem set in the $i^{th}$ snapshot of the MOE, where $1 \leq i \leq 6$. One $i^{th}$ snapshot is taken for each MOE simulation. By the various simulations, a group of different sub-problems are set in the $i^{th}$ snapshots due to the application of Item 4. Despite the difference, techniques from $\mathcal{T}$ independently solve the sub-problems from the same group. This approach reduces
the number of variables to consider for comparing the techniques.

6. The random seed used by the evolutionary processes of techniques from $\mathcal{T}$ to solve a sub-problem of the problem differs across snapshots and simulations of the MOE (where the problem is set).

This simulation is performed for each problem from $\mathcal{L}^2 \cup \mathcal{L}^3 \cup \mathcal{X}^2$. Note that the task duration change in the problem is specified, by the sampling, in Item 4 that makes the problem a problem simulation referred to in Section 4.2.1.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
This chapter describes the principal technique in this thesis, i.e. McBAR, and the other techniques utilised to manifest the characteristics of McBAR. It starts by explaining in Section 5.1 the algorithm of a source technique upon which McBAR is derived. This explanation is followed in Section 5.2 by the demonstration of the way in which the source technique becomes inapplicable to solve the sub-problems (related in Equation 1.5) of problems from $M$. The adopted remedy for this inapplicability is explained in Section 5.3. Section 5.4 demonstrates the performance degrading effect of this remedy on the source technique. Section 5.5 explains and rationalises a possible strategy to nullify the degradation. Section 5.6 describes the algorithm of McBAR that incorporates the source technique, the inapplicability remedy and the degradation nullification. Section 5.7 explores a slightly different version of McBAR. Then, the adaptation of EDA (described in Section 2.6) to solve the problems from $M$ is presented in Section 5.8. Section 5.9 enumerates all techniques being compared in the thesis.

## 5.1 CBAR

McBAR is an extension of the memory-based EA technique referred to as *Centroid-Based Adaptation with Random Immigrant* (CBAR). CBAR was applied in [40] to solve problems from $C^2$ defined in Section 1.2.5, i.e. bi-objective dynamic RCPS problems with a fixed total number of tasks. In this section, the algorithm of CBAR is explained. Further, a MOE where a problem $d^2$ from $C^2$ is set is simply referred to as the MOE.
5 Techniques from \( \mathcal{T} \)

5.1 CBAR

Being an implicit memory-based technique (explained in Section 3.3.2), CBAR applies representatives of sets of non-dominated solutions to past sub-problems \( d^2_n \) of problem \( d^2 \) from \( C^2 \) to compute the solutions to a current sub-problem \( d^2_c \) of \( d^2 \), where \( t_c(c) \leq n < c \) and \( t_c(c) \) is dependent on \( c \). Each representative is the centroid of genotypes of non-dominated solutions (phenotypes) to sub-problem \( d^2_n \). This centroid \( C(t) \) is defined as a genotype whose \( k^{th} \) gene is \([40]\),

\[
    c_k(t) = \left\lfloor \frac{1}{N_d} \sum_{x^j(t) \in Gnds(t)} x^j_k(t) \right\rfloor,
\]  

where \( k = 1, \ldots, N \); \( N \) is the total number of tasks in the \( t^{th} \) snapshot (a static environment) where the sub-problem \( d^2_n \) is set; \( x^j(t) \) is a genotype of a phenotype/schedule being a solution to the sub-problem; \( x^j_k(t) \) is the \( k^{th} \) gene/ID in the \( x^j(t) \) genotype (defined in Equation 4.1); \( Gnds(t) \) is a population of genotypes of all phenotypes/solutions in the non-dominated set \( Pnds(t) \) of solutions to the sub-problem; and \( \lfloor \cdot \rfloor \) is the operator to round its real-valued argument to integer. Note in Equation 5.1 that the equally-weighted average (mean) of IDs \( x^j_k(t) \) forms a centroid gene.

5.1.1 Centroid Repair

Centroid \( C \) formed through Equation 5.1 may not necessarily be task-precedence-feasible (defined in Section 4.1.4). If this is so, it will be repaired. Before explaining the repair process, a definition is presented. Given a genotype \( R \), its complementary genotype \( R^c \) is \( C \) less the elements of \( R \). For example, let the genotype \( R = \langle 2, 1 \rangle \) and the centroid,

\[
    C = \langle 14, 1, 2, 7, 9, 3, 11, \ldots \rangle,
\]

where numbers to the right of 3 are fixed but not shown for brevity. Thus, \( R^c = \langle 14, 7, 9, 3, 11, \ldots \rangle \). The repair of centroid \( C \) is undertaken by successively appending (described below) IDs to a genotype \( R \) which starts from empty. The ID \( \rho \) from \( C \) will be
appended to $R$ if it satisfies the following appending rule: the appending of ID $\rho$ should result in a new $R$ whose corresponding complementary genotype $R^c$ has IDs of tasks that are not predecessors of the task with ID $\rho$, and $\rho$ should not be found in the former $R$. However, if $\rho$ does not satisfy the appending rule, a different ID $\rho'$ is randomly picked from $R^c$ and then appended to the former $R$, if it satisfies the appending rule. Note that the complementary genotype used in checking the satisfiability of $\rho'$ to the appending rule is different from $R^c$ where $\rho'$ is picked.

At the start of the repair of centroid $C$, the first element of $C$ is attempted to be appended to an empty genotype $R$ following the appending process described previously. Note that based on the explanation above, the first element or a different element of $C$ may be appended to $R$. Next, the second element of $C$ is attempted to be appended to $R$ (which has one element at this stage). This repair process is continued until the last element of $C$ is attempted to be appended to $R$. After this stage, $R$ is the repaired version of $C$. The following three paragraphs will provide examples of this repair process.

Consider the centroid $C$ in Equation 5.2 whose repair will be based on the PNT illustrated in Figure 2.9. The repair process starts by attempting to append the first gene/ID 14 of $C$ to an empty genotype $R$. So let the new $R = \langle 14 \rangle$ whose complementary genotype $R^c = \langle 1, 2, 7, 9, 3, 11, \ldots \rangle$. However, ID 1 in $R^c$ is the ID of the task that is the predecessor of task with ID 14, based on the PNT. Thus, the appending rule is violated. A random pick of ID, say 1, from $R^c$ is then undertaken. If 1 is appended to the former $R$ (which is empty) the new $R$ becomes $\langle 1 \rangle$ whose complementary genotype $R^c = \langle 14, 2, 7, 9, 3, 11, \ldots \rangle$. Now, no task with ID in the new $R^c$ is a predecessor (based on the PNT) to the task with ID 1. Thus, the appending of 1 to $R$ is allowed, thereby obtaining $R = \langle 1 \rangle$. Notice that based on Section 4.1.4, the obtained $R$ is task-precedence feasible with respect to the PNT.

The next step in the repair process is to attempt to append the second gene/ID 1 of the centroid $C$ to $R$. Note that 1 is already present in $R = \langle 1 \rangle$ whose complementary genotype $R^c = \langle 14, 2, 7, 9, 3, 11, \ldots \rangle$. Thus, based on the above appending rule, a randomly chosen
ID, say 14, is randomly picked from $R^c$. It is then appended to $R$ to obtain $R = \langle 1, 14 \rangle$ whose complementary genotype $R^c = \langle 2, 7, 9, 3, 11, \ldots \rangle$. Now, no task with ID in the last $R^c$ is a predecessor to the task with ID 14. Thus, the appending of ID 14 is allowed, thereby obtaining $R = \langle 1, 14 \rangle$. Again, notice that this obtained $R$ is task-precedence feasible based on the PNT illustrated in Figure 2.9.

Consider this time the third gene/ID 2 of $C$. When appended to $R = \langle 1, 14 \rangle$ it yields $R = \langle 1, 14, 2 \rangle$ whose complementary genotype is $R^c = \langle 7, 9, 3, 11, \ldots \rangle$. Now, no task with ID in $R^c$ is a predecessor to the task with ID 2. Thus, the appending of 2 is permitted. Again, notice that the obtained $R = \langle 1, 14, 2 \rangle$ is task-precedence feasible based on the PNT illustrated in Figure 2.9. The repair process is continued until the last gene of $C$ is attempted to be appended to $R$. This sample repair process supports the claim that the resulting $R$, at each appending cycle, is task-precedence feasible based on the PNT. It will be proven that after $R$ is completely appended it will be task-precedence feasible.

Consider the expressions of the completely appended $R(t) = \langle r_{1,t}, r_{2,t}, \ldots, r_{N,t} \rangle$ and the centroid $C(t) = \langle c_{1,t}, c_{2,t}, \ldots, c_{N,t} \rangle$, where $N$ is the total number of tasks; and $t$ is a SOSA of the MOE. The element $r_{j,t}$ of $R(t)$ could be regarded as the result of mapping the element $c_{j,t}$ of $C(t)$. Let this mapping be denoted as $\mathcal{R}$ and referred to as Random Repairer. Formally stating the repair,

$$r_{j}(t) = \begin{cases} c_{j}(t) & c_{j}(t) \text{ satisfies append rule} \\ \mathcal{R}(c_{j}(t)) & \text{otherwise,} \end{cases}$$

(5.3)

where $c_{i}(t)$ is defined in Equation 5.1.

### 5.1.2 Initial Population

One sub-algorithm of CBAR is the creation of an initial population which CBAR evolves to obtain solutions to a sub-problem $d^2_t$ of problem $d^2$ from $C^2$, $t \geq 0$, a problem set in the
For $t = 0$, this initial population is a set of $N$ SSGS-generated genotypes. For $t > 0$, it is expressed as,

$$G_0(t) \equiv U(t) \cup Rnd(t) \cup Ichs(t - 1),$$

(5.4)

where,

1. $U(t)$ is a set of centroids,

$$U(t) = \bigcup_{k = t_o(t)}^{t-1} R_k.$$

(5.5)

2. $R_k$ is the repaired centroid of the population $Gnds(k)$ of genotypes of all the non-dominated phenotypes/solutions to the sub-problem $d^2_k$ of problem $d^2$;

3. The subscript of the repaired centroid $R_k$ starts at a value,

$$t_o(t) = \max\{t - N_c, 0\};$$

(5.6)

4. $N_c$ is a given maximum number of centroids in any initial population formed by CBAR. Note that, based on the definition of $t_o(t)$, the maximum number of centroids in $U(t)$ is restricted to $N_c$.

5. $Rnd(t)$ is a set of SSGS-generated genotypes where, $|Rnd(t)| = P - |U(t)| - 1$. Section 2.3 explains that SSGS randomly selects IDs of eligible tasks, in a given RCPS environment, to form genotypes. Hence, these genotypes have a stochastic facet. Thus, the SSGS-generated set $Rnd(t)$ constitutes the random component of the initial population $G_0(t)$.

6. $P$ is a fixed size of the initial population;

7. $Ichs(t - 1)$ is the chosen genotype from $Gnds(t - 1)$ that will be investigated in Section 5.1.6.
5.1.3 Genetic Operators

Being an EA-based technique, CBAR possesses an evolutionary process. The crossover and mutation operators in this process are designed to suit the computing system (defined in Section 5.6.1) for this thesis. The designed crossover operator has the following algorithm. Consider two parent genotypes $G_1$ and $G_2$ for crossover from whom two offspring genotypes $O_1$ and $O_2$ are generated. Each of the parent genotypes is broken into three parts (as exemplified in Section 2.1.4.1) at two randomly selected crossing points labelled $L$ and $R$. The crossing point $L$ is between gene locations $l$ and $l+1$ and the crossing point $R$ is between gene locations $r$ and $r+1$, where $1 < l < r < N$ and $N$ is the individual lengths of the parent and offspring genotypes. These crossing points are similar for both parents. First, offspring $O_1$ inherits the first part of parent $G_2$. Second, it inherits the genes of parent $G_1$ and consecutively places these genes at its gene locations $l+1$ to $r$. Suppose the $k^{th}$ gene location of $O_1$ is to be filled with a gene, where $l < k \leq r$. The genes of parent $G_1$, located from one to $r$, are consecutively searched for a gene different to all genes in $O_1$ located before location $k$. Once found, the search is terminated and the different gene is placed at location $k$ of $O_1$. Third, the second step is repeated with genes of $O_1$, located from $r+1$ to $N$, inheriting from $G_2$ where the search process is applied to all genes of parent $G_2$. The three parts of $O_2$ are inherited by consecutively using parents $G_1$, $G_2$ and $G_1$ in the first to the third steps respectively. The presented inheriting process has similarities to the PMX crossover [137]. The mutation of a genotype swaps two of its consecutive genes, at a randomly selected gene location with predefined probability, provided the resulting genotype is task-precedence feasible.

An infeasible or low quality schedule (ordered set) will become feasible or high quality, respectively, by rearranging its sub-sequences. Intuitively, the more sub-sequences are rearranged the better schedule improvement can be obtained. Rearranging three sub-sequences was found in preliminary tests to be best for improvement with small computational effort. Using the definitions of genotypes and schedules in Section 4.1.4, the two-point crossover of two genotypes (of phenotypes/schedules) just presented can be re-
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garded as effectively rearranging three sub-sequences of each of the two schedules. Thus, this type of crossover is utilised in the thesis. The schedule improvements will also be attained by changing task order in the schedule. Based on the definitions, the mutation method presented above can change the task order through the swapping of genes. Thus, it is also utilised in the thesis.

5.1.4 Schedule Formation

Let us discuss a method, referred to as Schedule Formation, to determine a schedule from a genotype. Given the genotype $G = \langle g_1, g_2, \ldots, g_N \rangle$ of length $N$ (described in Section 4.1.4), each of its genes/IDs is used consecutively. At the stage of using the gene/ID $g_k$ in $G$, the starting time $t$ of task with this ID is set to the earliest time later than or equal to the latest end time (starting time plus duration of a task) among its predecessors, i.e.,

$$t = \max\{0, \max\{st_i + d_i | i \in \text{Pred}(g_k)\}\},$$

where $st_i$ and $d_i$ are the starting time and duration of task with ID $i$, respectively; and $\text{Pred}(g_k)$ is a set of IDs of tasks preceding the task with ID $g_k$. Further, the starting time is such that there are enough resources for the task with ID $g_k$ to utilise until the completion of this task. After the consecutive usage of genes, the starting times of all tasks with IDs in the genotype are determined. As defined in Section 4.1.4, a schedule is an ordered set of starting times of comprising tasks. Thus, after the usage, the schedule/phenotype of the genotype is obtained. The cost to implement this schedule is determined through Equation A.8 and the schedule makespan is the end time of the finish of the last task. Hereafter, a genotype that corresponds to a schedule signifies that the genotype is used in the Schedule Formation method to obtain the schedule.
5.1.5 The Algorithm of CBAR

The static sub-problems \( d^2_i \) (set in the \( i^{th} \) snapshot of the MOE) of a dynamic problem \( d^2 \) from \( \mathcal{C}^2 \) are solved by CBAR sequentially, i.e. from \( d^2_0 \) to \( d^2_L \) where \( L \) is the number of state alterations of the MOE. To determine the solutions to the sub-problem \( d^2_0 \) (set in the original state of the MOE) CBAR simply executes SSGS to generate an initial population \( G_0(0) \) of genotypes. It then evolves \( G_0(0) \) to obtain the population \( G(0) \) of evolved genotypes. Then by applying the Schedule Formation method (described in Section 5.1.4) to the genotypes in \( G(0) \), the population \( P(0) \) of baseline schedules is then determined. These schedules are the solutions to the \( d^2_0 \) sub-problem. This and the remaining algorithms of CBAR are expressed as pseudo-code in Figure 5.1.

The evolutionary process executed by CBAR is performed through NSGA-II. In each cycle of this process, NSGA-II creates an offspring genotype population from a parent genotype population. The genetic operators utilised by NSGA-II to create the offspring are those described in Section 5.1.3. The offspring are then feed to the Schedule Formation method to obtain the cost and duration of the schedules that correspond to these genotypes. The Pareto rank and crowding distance (elaborated in Section 2.5.3) of each of these schedules are determined based on the cost and duration of each [55]. Following the explanation in Section 2.5.3, NSGA-II uses the Pareto ranks and crowding distances of the schedules in its selection process to obtain its next generation genotype and schedule populations.

To determine the solutions to the sub-problem \( d^2_t, t > 0 \), CBAR starts by determining the centroid \( C(t - 1) \) of genotypes which correspond to the non-dominated solutions to the sub-problem \( d^2_{t-1} \) (set in the last snapshot before the \( t^{th} \) snapshot of the MOE) through Equation 5.1; then it repairs this centroid using \( R \) (as explained in Section 5.1.1), followed by forming an initial population \( G_0(t) \) through Equation 5.4; and then it evolves this initial population using NSGA-II as described above. The schedules that correspond to the evolved genotypes are the solutions to the sub-problem \( d^2_t \) and form a population \( P(t) \).
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**Procedure** CBAR

**Begin**

Apply SSGS to generate an initial population $G_0(0)$
Evolve $G_0(0)$ using NSGA-II to obtain the set $G(0)$ of genotypes
Apply Schedule Formation method to $G(0)$ to obtain the set $P(0)$ of solutions to $d_0^2$

**For** $t = 1$ to number of SOSAs

Determine centroid $C(t - 1)$ of the set of genotypes of non-dominated solutions in $G(t - 1)$
Repair centroid $C(t - 1)$ using $R$
Form an initial population $G_0(t)$ based on Equation 5.4
Evolve $G_0(t)$ using NSGA-II to obtain the set $G(t)$ of genotypes
Apply Schedule Formation method to $G(t)$ to obtain the set $P(t)$ of solutions to $d_t^2$

**End**

**End**

Figure 5.1: Algorithm of Centroid-Based Adaptation with Random Immigrants (CBAR)

SSGS and NSGA-II are components of CBAR. Thus, from here onwards, CBAR is regarded as that which generates the initial population $G_0(0)$ and the SSGS-generated genotype population $Rnd(t - 1)$ in Equation 5.4, at any $t > 0$, by having the SSGS algorithm as the generator of the genotypes in these populations. Further, it is regarded as that which evolves the initial populations described in this section by having NSGA-II as its evolutionary engine.

5.1.6 Chosen Schedule

After CBAR has computed the population $P(t)$ of solutions to the $d_t^2$ sub-problem, a schedule $c$ is chosen from $P(t)$. This chosen schedule is utilised in the simulations of the MOE discussed in Section 4.4. At the $(t + 1)^{th}$ SOSA of a simulation of the MOE, CBAR evolves an initial population $G_0(t + 1)$ to obtain the solutions to the sub-problem $d_{t+1}^2$ of problem $d^2$ (set in the MOE). This initial population contains, based on Equation 5.4, the chosen genotype $Ichs(t)$ that corresponds to the chosen schedule $c \in P(t)$.

Consider the tasks in a schedule $S(t)$ which corresponds to a genotype in $G_0(t + 1)$ different to the chosen genotype $Ichs(t)$, tasks whose IDs are similar to those of the tasks.
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of the chosen schedule $\text{Schs}(t)$ (corresponds to $\text{Ichs}(t)$) that are on-going or finished at the instant of the $(t+1)^{th}$ SOSA of the MOE. The starting time of each of the tasks in $S(t)$ is set equal to the starting time of its counterpart (task of same ID) in the chosen schedule $\text{Schs}(t)$, i.e. copying them from the chosen schedule. This process is performed on all schedules that correspond to genotypes in $G_0(t+1)$ different to $\text{Ichs}(t)$; and also on schedules which correspond to offspring genotypes in every cycle of the evolutionary process of CBAR. At the end of this evolutionary process, the schedules which correspond to the evolved genotypes have copies of the on-going or finished tasks of the chosen schedule. Note that these schedules, as solutions to the $d_{t+1}^2$ sub-problem (set in the current state of the MOE), are revisions of the chosen schedule $\text{Schs}(t)$ which is one of the solutions to the $d_t^2$ sub-problem (set in the last state of the MOE). Thus, the preservation (copying) of the on-going and finished tasks in the revised schedules demonstrates CBAR will abide with the schedule revision rule described in Section 2.4.2.

5.2 Inapplicability of CBAR

Let us now discuss how CBAR becomes inapplicable for solving the dynamic problems from $\mathcal{P}^2$, each involving change in the total number of tasks. Suppose a static sub-problem $p_0^2$ of problem $p^2$ from $\mathcal{P}^2$ is set in the original state of a MOE which has $N$ total number of tasks. For this sub-problem, a sample PNT is depicted in Figure 4.1 where original tasks (the only tasks found in the original state of the MOE) and additional tasks are represented by numbered rectangles and circles respectively.

Now, suppose that the total number of tasks is increased for the first time to $N_\tau = N + dN$ at the $\tau^{th}$ SOSA of a MOE to where the problem $p^2$ is set; $\tau > 0$. When $dN$ or more tasks are finished at the $\tau^{th}$ SOSA of the MOE, IDs of new $dN$ tasks can be placed instead of the IDs of $dN$ finished tasks in each genotype in the initial population $G_0(\tau)$ used to solve through CBAR the sub-problem $p_\tau^2$ of problem $p^2$. Thereby, the need to change genotype length may be avoided. However, in the case where there is no task
finished at the $\tau^{th}$ SOSA of the MOE, the genotype must have a sufficient number of
genomes to accommodate IDs of $N$ original and $dN$ new tasks. Thus, this condition requires
the genotype to be implemented with $N_\tau$ number of genes. Therefore, the non-dominated
set of solutions (schedules) to the $p^2_\tau$ sub-problem must correspond to genotypes – that
form the set $G(\tau)$ – each of length $N_\tau$.

Before continuing our discussion, let us take the notation,

$$G[t] = \bigcup_{k = t_0(t)}^{t-1} G(k),$$

(5.8)

to denote the combined genotype populations that correspond to the non-dominated sets
of solutions to static sub-problems $p^2_{t_0}$ to $p^2_{t-1}$ of a problem $p^2$ from $P^2$, where $t_0(t)$ is
defined in Equation 5.6. Based on the definition of $t_0(t)$ and on Equation 5.8, the number
of genotype populations combined to form $G[t]$ is limited at most to $N_c$, the maximum
number of centroids used in Equation 5.6.

Suppose there is no finished task prior to the $\tau^{th}$ SOSA of a MOE where the dynamic
$p^2$ problem is set, where $0 < \tau < N_c$. Thus, each genotype in the combined populations
$G[\tau]$ has $N$ number of genes. Based on Equation 5.4, repaired centroids and the chosen
genotype in the initial population $G_0(\tau)$ are derived from $G[\tau]$. Thus, they each have
a length of $N$. Considering that CBAR does not increase the length of each of the
genotypes as it evolves them, it cannot determine $G(\tau)$ (whose genotypes must have the
length $N_\tau > N$) by evolving $G_0(\tau)$ (whose genotypes have length $N$). Thus, CBAR is
unsuitable to determine the solutions to $p^2_\tau$ that correspond to genotypes in $G(\tau)$.

## 5.3 Partial Remedy

Let us now consider how CBAR is revised to overcome its unsuitability to solve the
dynamic problems from $P^2$. Further, let any MOE considered in the remaining portion of
this chapter be the one where the problems are set and referred to simply as the MOE.
Now, suppose new tasks (not found in the original state of the MOE) appear for the first time at the $\tau^{th}$ SOSA of the MOE. Following [15], the partial remedy for the unsuitability is to insert new genes, which correspond to the new tasks, to each genotype $G$ in $G[\tau]$ defined in Equation 5.8.

The new gene that corresponds to a new task is inserted to the right of, and as near as possible to, the gene currently in $G$ that corresponds to the immediate predecessor of the new task. If there is more than one immediate predecessor to the new task, the insertion is to the right of and as near as possible to the gene of a randomly chosen immediate predecessor. This gene insertion abides by the gene ordering rule (explained in Section 4.1.4). It is performed for each of the new tasks. Sample gene insertion is illustrated in Figure 5.2 where genes are represented by boxed numbers. Genes/IDs 31 to 33 correspond to the new tasks and the rest of IDs to those of the original tasks. The gene arrangement in this figure abides by the gene ordering rule which uses the PNT illustrated Figure 4.1 with circles that represent tasks 34 to 40 replaced with links.

![Figure 5.2: Sample gene insertion](image)

The gene-insertion process performed for each population $G(k)$ (defined in Equation 5.8) of $G[\tau]$ is symbolised in Figure 5.3. In this figure, the horizontal line is the SOSA of the MOE. And, the $k^{th}$ SOSA in this line corresponds to the sub-problem $p_k^2$ of the problem $p^2$ from $P^2$. Each SOSA that is downward-pointed by an arrow corresponds to the sub-problem whose non-dominated solutions (phenotypes) correspond to genotypes being inserted with the new genes; these genotypes are from the population $G(k)$ in $G[\tau]$. Thus, the gene-inserted population $G(k)$ corresponds to the downward arrow pointing to the $k^{th}$ SOSA, for $t_o(\tau) \leq k < \tau$. This explains the presence of the downward arrows pointing toward the $(t_o(\tau))^{th}$ to the $(\tau - 1)^{th}$ SOSAs in the figure.

After the insertion of new genes into each genotype of each population $G(k) \in G[\tau]$, the initial population in Equation 5.4 is formed using the gene-inserted $G(k)$s and then
evolved by CBAR. The evolved genotypes are inputted to the Schedule Formation scheme (explored in Section 5.1.4) to obtain the solutions to sub-problem $p_2^2$ of problem $p^2$. The inclusion to CBAR of the just presented gene-insertion process, which is performed every time new tasks appear in the MOE, yields a technique referred to as Gene-Inserting CBAR (GIBAR).

5.4 Gene-Insertion Side-Effect

Let us now investigate the consequence of the above-explained gene-insertion process on the performance of GIBAR. First, Section 5.4.1 presents a problem whereby the gene-insertion is demonstrated to be the cause of the performance degradation of GIBAR upon the appearance of new tasks. Then the effect of the gene-insertion on the genotypes determined by GIBAR for solving the problem and on the centroid of these genotypes is analytically and empirically investigated in Sections 5.4.2, 5.4.3 and 5.4.5. And using the knowledge gained from these investigations, the performance degradation is intuitively explained in Section 5.4.6. The figure format utilised in Section 5.4.5 is described in Section 5.4.4.

5.4.1 Sample case

Consider the application of GIBAR to solve the problem labelled 7 from $\mathcal{L}^2$ (described in Section 4.2.1) that has TSC of $S_1$ based on Table 4.5. The effects of the environmental changes expressed by $S_1$ on the performance of GIBAR for solving the problem...
are illustrated in Figure 5.4. The vertical axis of this figure is the hypervolume of the non-dominated set of solutions to sub-problem $T_i^2$ of problem 7, where $i$ is the horizontal axis and the SOSA of the MOE where the problem is set. The hypervolume in this figure increases from the zeroth up to the third SOSA of the MOE and generally decreases thereafter. This decrease started exactly when the total number of tasks in the MOE increases for the first time, an increase that occurs at the fourth SOSA based on Tables 4.2 and 4.3 and on $S_1$. The general decrease in the hypervolume implies the general degradation of the performance of GIBAR, based on Definition 1 in Section 2.5.1. Considering that GIBAR performs gene-insertion when the total number of tasks in the MOE increases and that the performance degradation starts at this increase then the gene-insertion could be the cause of the performance degradation.

![Figure 5.4: Hypervolume of NDS determined by GIBAR](image)

Note that based on Equation 4.5, the number of new tasks that appears at the fourth SOSA is $Nt(7, 4) = 4$, where the function $Nt$ is defined in Equation 4.5. Further, based on the ID assignment rule in Section 4.2, the IDs of the new tasks are 31 to 34.
5.4.2 Large ID Discontinuity

Let us now explore the effect of the above-described gene-insertion. It could happen in practice that new tasks (absent in the original state of a MOE) in a MOE cannot be anticipated. Assuming positive integral task IDs, it is then sensible to label original tasks (present in the original state of a MOE) in the MOE with IDs from one to their number \( N \) (e.g. 30). In this set-up, the new tasks that correspond to new genes must have IDs (e.g. 31 to 33 in Figure 5.2) greater than \( N \). As exemplified in Figure 5.2, the labelling scheme can bring about a large discontinuity of task ID values along a gene-inserted genotype.

5.4.3 Analytical Investigation

Let us analytically investigate the centroid of gene-inserted genotypes. Consider a discrete space of genotypes, each being regarded as a point. For example, the genotype \( \langle 5, 2, 31, 7, \ldots \rangle \) expresses that its first coordinate has a value (ID) of five. To simplify our discussion, let us consider three-gened genotypes expressed as \( \langle \delta_1, \delta_2, \delta_3 \rangle \), where \( \delta_3 \)s are task IDs. Suppose that a set \( G_0 \) of genotypes is formed with genes/IDs each allowed only to take a value from the set \( L = \{1, 2, 3\} \). All possible genotypes (e.g. \( \langle 2, 3, 1 \rangle \)) created under this restriction comprise the cluster \( C_0 \) in Figure 5.5 whose every coordinate axis signifies the task ID at a gene index indicated by the number beside the word “Gene” near the axis. Now, suppose another set \( S_1 \) of genotypes is generated, genotypes whose second gene is allowed to take a value only from the set \( H = \{31, 32, 33\} \) while the rest of the genes are each only allowed to take a value from \( L \). Note that the second gene has IDs related to those of the new genes considered in Section 5.4.1. The set \( S_1 \) constitute the cluster \( C_1 \) of genotypes in the figure. Along the genes in each genotype (e.g. in \( \langle 1, 31, 2 \rangle \)) in the set \( S_1 \) is a large discontinuity in IDs. The other sets \( S_2 \) and \( S_3 \) of genotypes that constitute clusters \( C_2 \) and \( C_3 \) in the figure are configured through a scheme in an analogous manner to that of \( C_1 \). It will be shown that the large discontinuity of IDs in the genotypes from \( S_1 \) to \( S_3 \) is responsible for the existence of the clusters \( C_1 \) to \( C_3 \). Further,
the union of clusters $C_0$ to $C_3$ has a centroid, indicated by the solid rectangle in the figure, that is far from each of them. Note that if the clusters are absent, only cluster $C_0$ is present and its centroid would be near to itself. Thus, the presence of the clusters $C_1$ to $C_3$ causes the existence of the far centroid. Considering that the presence of clusters $C_1$ to $C_3$ is due to the large discontinuity, then the presence of the far centroid is due to the large discontinuity. If the genes from $H$, which caused the large discontinuity, are regarded as inserted genes then the existence of the far centroid is due to the inserted genes.

![Figure 5.5: Clusters of genotypes, some with abrupt changes in IDs](image)

5.4.4 Cluster Representation

To prepare for the discussion in the next sub-section, let us translate the presentation of cluster $C_1$ in Figure 5.5 to that in Figure 5.6(a) whose format is similar to that of Figure 2.17. Each of the gene indexes $k$ at the horizontal axis of Figure 5.6(a) corresponds to a dimension in the genotype space represented in Figure 5.5, the dimension labelled as “Gene $k$”. Following the construction of Figure 2.17, the genotypes with ID $i$ at gene index $k$ that comprised cluster $C_1$ are counted. Then, the percentage of this count of
Figure 5.6: Cluster representation in distribution format of cluster/s (a) \( C_1 \) (b) \( C_1 \) and \( C_3 \) (c) \( C_0 \) to \( C_3 \)

the total number of genotypes utilised to form Figure 5.5 is represented by a colour of the square located at \((k,i)\) in Figure 5.6(a). The colour scale beside Figure 5.6(c) reveals that the nearer the colour to blue the more popular an ID \( i \) is; the ID at gene index \( k \) of the genotypes utilised to form Figure 5.5. Consider only one cluster in Figure 5.5 that is represented in a figure X with the same format as that of Figure 5.6(a). The popularity of this cluster is defined as the average percentage count (nearness to blue of the colour) of all squares in figure X.

The clusters \( C_1 \) and \( C_3 \) illustrated in Figure 5.5 are translated in Figure 5.6(b) to coloured squares that are discriminated by “+” and “o” marks respectively. In a figure format such as Figures 5.6(a) to (c), the set of squares with the same mark is defined as
a cluster. Notice that some squares have double marks, which denote that the percentage count at each of these squares is the sum of percentage counts (in this case for Figure 5.6(b), half for cluster $C_1$ and half for cluster $C_3$) in one-to-one correspondence with the clusters. Further, all clusters have equal popularities.

Let the ID coordinate of a symbol “*” in Figure 5.6(c) be the mean of IDs rounded to the nearest integer, the IDs at gene index equal to the index coordinate of this symbol. And, suppose that the ID coordinate of a “*” is copied to a location in a genotype at index equal to the index coordinate of the “*”. If this process is performed on all “*”s, it will be shown that the genotype formed is equivalent to the centroid (red rectangle) of all the clusters in Figure 5.5. In a given figure with the same format found in Figures 5.6(a) to (c), the set (genotype) of rounded means ordered according to their corresponding gene indexes is defined as a centroid of the distribution illustrated in the given figure. We then say that the set of “*”s correspond to a centroid in Figure 5.6(c). Notice that this centroid is far from the cluster ($C_1$) marked by “o”s in Figure 5.6(c).

5.4.5 Empirical Investigation

In Section 5.4.3, we concluded that the insertion of new genes caused the existence of the far centroid. This analytically-derived conclusion is based on three-dimensional genotype space. Let us now investigate, through empirically obtained genotypes, the distance of the centroid of the clusters derived from these genotypes to these clusters set in a high-dimensional genotype space. Considering that each gene index in Figure 5.7 corresponds to a dimension (as in Figures 5.6(a) to (c)), Figure 5.7 illustrates a high-dimensional distribution. This distribution $D$ is that of IDs/genes in genotypes that correspond to solutions (schedules) determined by GIBAR for solving the sub-problem $1^2$ of problem $1^2$ from $\mathcal{L}^2$ (notations are based from Section 4.2.1). Using Bayesian Information Criteria [182], the distribution $D$ can be shown to be composed of several clusters (akin to those depicted in Figure 5.6(b)) with possibly different levels of popularity. Let one of these clusters be labelled as $H$ and be represented (through the scheme explained in Section
by the set of “o”-marked squares (akin to that in Figure 5.6(b)) in Figure 5.7, each having the highest percentage count among squares of the same gene index coordinate, i.e. cluster $H$ is highly popular. Note that in Figure 5.7, the centroid (corresponds to the set of “+”s akin to “*”s in Figure 5.6(c)) of the distribution $D$ is close to cluster $H$. Further, the distribution $D$ corresponds to the sub-problem $1^2_1$ which, by using Tables 4.2, 4.3 and 4.5, can be shown to be set in a MOE that had not undergone an increase in the total number of tasks at the first SOSA (denoted by the subscript in $1^2_1$).

Consider now Figure 5.8 which has a similar format to that of Figure 5.7. It illustrates the task ID distribution of genotypes that correspond to the solutions (schedules) obtained through GIBAR for solving the sub-problem $1^2_0$ of problem $1^2$ from $L^2$. Based on the sub-problem notation and Tables 4.2, 4.3 and 4.5, this sub-problem is set in a MOE that had undergone increases in the total number of tasks at the fourth, sixth, $10^{th}$ and $11^{th}$ SOSAs. By these increases, several new genes are inserted by GIBAR into the genotypes of a baseline solution to sub-problem $1^2_0$ set in the original (zeroth) state of the MOE. Among the squares at each gene index in Figure 5.8, the square (denoted by “o”) with the highest percentage count is generally far from the rounded mean (denoted by “+”). Thus, following the definition in Section 5.4.4, the centroid – corresponding to the set of “+”s – is far from the highly popular cluster marked by the set of “o”s in the distribution. Considering that the centroids illustrated in Figures 5.7 and 5.8 are, respectively, near to and far from their respective highly popular clusters and that the figures correspond to the non-insertion and insertion of new genes, respectively, then the far centroid in Figure 5.8 will be due to the insertion of the new genes. Therefore, based on either the empirically-based analysis in this section or on the analytically-based analysis of Section 5.4.3, the insertion of new genes by GIBAR to genotypes can cause the centroid of the distribution of IDs from these genotypes to become far from the highly popular clusters in this distribution.
Figure 5.7: Distribution of IDs in genotypes/solutions to sub-problem 1 obtained by GIBAR
Figure 5.8: Distribution of IDs in genotypes of phenotypes/solutions to sub-problem $\Omega^i$ obtained by GIBAR

Mapping of Task IDs for CBAR
5.4.6 Intuitive Explanation

Let us intuitively explain, using a particular case, the performance degradation of GIBAR. First, suppose that (a) there is no new task that appears from the first to the sixth Sosa of a MOE; (b) the set \( S_0 \) of genotypes which correspond to the non-dominated solutions obtained by GIBAR for solving sub-problem \( q_0^2 \) set in the original state (zeroth snapshot) of the MOE are those depicted in Figure 5.9 as points (dots) on the contour of a fitness landscape, points that are clustered around the label “0” whose location is also that of the centroid of the genotypes; (c) similar depiction and centroid labelling schemes are applied for the sets of genotypes that correspond to the NDSs of solutions obtained by GIBAR for solving sub-problems \( q_1^2 \) to \( q_5^2 \) set in the first to the fifth snapshot of the MOE respectively; (d) and the first and sixth snapshots of the MOE – where sub-problems \( q_1^2 \) and \( q_6^2 \) are set respectively – are nearly similar. Now, consider the expected set \( S_6 \) of genotypes that correspond to the non-dominated solutions which will be determined by GIBAR if GIBAR will solve sub-problem \( q_6^2 \) set in the sixth snapshot of the MOE. By supposition (d), they can be clustered near to \( S_1 \) (the set of genotypes that correspond to the solutions to sub-problem \( q_1^2 \)), such that, the centroids of these two clusters can be near (the distance between \( S_1 \) and \( S_6 \) can be measured using Hausdorff distance [57,60]), as exemplified in Figure 5.9.

Second, consider the event where new tasks appear for the first time at the sixth snapshot of the recently considered MOE. Based on the investigations in Sections 5.4.2, 5.4.3 and 5.4.5, the set \( T_6 \) of genotypes which correspond to the non-dominated solutions to sub-problem \( q_6^2 \) that are expected to be determined by GIBAR will be those depicted in Figure 5.10, genotypes that form three clusters whose centroid is located at label “6”. Considering that there is no new task that appears from the first to the fifth Sosa of the MOE, the sets \( S_k \), \( 0 \leq k < 6 \), of genotypes that correspond to the non-dominated solutions to sub-problems \( q_0^2 \) to \( q_5^2 \), each may form only one cluster.

Now, GIBAR inserts new genes, that correspond to the new tasks, to each genotype in \( S[6] = \bigcup_{k=0}^{5} S_k \); supposing \( N_c = 10 \) in Equation 5.8. Using the result of the investigations
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Figure 5.9: Clusters of solutions to various sub-problems without new tasks

Figure 5.10: Clusters of solutions to various sub-problems with one sub-problem set in the sixth snapshot with new tasks
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Figure 5.11: Clusters of solutions to various sub-problems with gene-inserted corresponding genotypes

in Sections 5.4.2, 5.4.3 and 5.4.5, a set $T_0$ comprised of the gene-inserted genotypes from $S_0 \in S^6$ could form three clusters such as those depicted in Figure 5.11 where the centroid of these clusters is far from any of them. A similar scenario can be observed in the sets $T_1$ to $T_5$ comprised of gene-inserted genotypes from $S_1$ to $S_5$ respectively.

Based on Equations 5.4 and 5.5, GIBAR prepares an initial population which contains the centroids, $R_0$ to $R_5$, of the sets $T_0$ to $T_5$ (defined above) of the gene-inserted genotypes from the sets $S_0$ to $S_5$ respectively. This initial population is used by GIBAR and is intended to determine the set $T_6$ of genotypes that correspond to the NDS of high-quality solutions to sub-problem $q_6^2$ set in a snapshot with new tasks. Based on the investigations in Sections 5.4.2, 5.4.3 and 5.4.5, the centroids $R_0$ to $R_5$ could be far from the centroid of $T_6$, as depicted in Figure 5.11.

Now, given a fixed number $E$ of evolutionary cycles, GIBAR could be unable to evolve the initial population to produce genotypes which are near to any genotype in $T_6$ that corresponds to an expected high-quality solution to sub-problem $q_6^2$. Thus, GIBAR could
only produce low-quality solutions when solving sub-problem \( q_6^2 \) set in a snapshot with new tasks. However, based on the investigations in Sections 5.4.2, 5.4.3 and 5.4.5, if there is no new task that appears at and prior to the sixth SOSA of the MOE, the centroid of genotypes from \( S_1 \) could be near to that of \( S_6 \), as exemplified in Figure 5.9. Consequently, GIBAR with \( E \) number of evolutionary cycles could evolve the initial population with this near (instead of the far) centroid to produce solutions near to \( S_6 \), i.e. high-quality solutions. Thus, the performance of GIBAR for solving a sub-problem set in a snapshot in the MOE with new tasks will be lower than that of the snapshot without current and previous new tasks.

In the researches of [27, 28, 127, 164], gene insertion was shown to be beneficial for searching high quality solutions to some problems. However, an implicit memory-based approach was not applied in these researches, such that the benefit does not necessarily hold in the performance of GIBAR for solving problems from \( P^2 \) that have time-varying total number of tasks. The resolution to the performance degradation of GIBAR will be explained in the next section.

### 5.5 Resolution of Effects

Before proceeding to discuss the approach that can possibly resolve the above-explained gene insertion side-effect, let us define the precedence order of a task. This order is the maximum number of directed links which connect a task to the start of a given PNT following the reversed direction of the links. For example, task 16 in Figure 4.1 is of seventh precedence order.

Consider a set of gene-inserted genotypes that correspond to GIBAR-determined non-dominated solutions to the sub-problem that is set in a snapshot with new tasks. As investigated in Section 5.4, the abrupt change of ID along each element of the set of genotypes could be the cause of the performance degradation of GIBAR. Thus, the chosen potentially-resolving approach for the degradation is to one-to-one map IDs of tasks – that
belong to a similar precedence order – to values that are as near to each other as possible and unique among mapped values of all IDs. Let the function $\mathcal{F}(I_d)$ represents this ID-mapping operation, where $I_d$ is the ID to be mapped. For example, second precedence ordered tasks in Figure 4.1, such as 4, 6, 7, 8, 9, 10, 12, 14 and 38 are mapped to themselves, except task 38 mapped to 15.

As will be explained in Section 5.6, the mapping operation $\mathcal{F}$ and GIBAR are components of McBAR. To manifest a sample effect of $\mathcal{F}$, McBAR is applied to solve the sub-problem $L_1^{11}$ of problem $L_2^2$ (defined in Section 4.2). The distribution of IDs in the elements of the set $G$ of genotypes which correspond to non-dominated McBAR-determined solutions to sub-problem $L_1^{11}$ is illustrated in Figure 5.12, which is of similar format as that of Figure 5.8 (described in Section 5.4). Figure 5.12 illustrates the rounded mean – represented by the “+”-marked square – to be near to the highest percentage count ID – represented by the “o”-marked square – at any gene index, in general. Thus, by the definition in Section 5.4.5, the centroid of the distribution is near to the highly popular cluster. In contrast, the rounded mean at any given gene index in Figure 5.8 is generally far from the high percentage count ID at the same index. Thus, the centroid of the distribution illustrated in Figure 5.8 is far from the highly popular cluster. Note that the distribution illustrated in Figure 5.8 is that of IDs in genotypes which correspond to GIBAR-determined non-dominated solutions to the same sub-problem from where the distribution in Figure 5.12 is derived. These empirical results show that the action of the mapping $\mathcal{F}$ of IDs (which resulted in the distribution in Fig. 5.11) can move a centroid closer to a highly popular cluster in the same distribution. This action is the reverse of the gene-insertion side-effect (investigated in Section 5.4) which can degrade the performance of GIBAR. Thus, it could be expected that McBAR can resolve this performance degradation, an expectation that will be fulfilled in Chapter 6.

Note that although a task ID may be transformed by $\mathcal{F}$, the task that it represents remains the same. For example, the starting time of and the type of resource utilised by a task are not affected by $\mathcal{F}$, except the ID of the task utilised by the resource is also
5 Techniques from $\mathcal{T}$

5.5 Resolution of Effects

Figure 5.12: Distribution of mapped IDs in genotypes of phenotypes/solutions to sub-problem $1^2$, obtained by McBAR
mapped by $\mathcal{F}$. Further, the node IDs in the PNT are also mapped by $\mathcal{F}$.

5.6 Algorithm of McBAR

This section elaborates on the algorithm of McBAR. First, the computing system utilised by McBAR is described in Section 5.6.1. Then Section 5.6.2 explains the algorithm of McBAR for determining solutions to a sub-problem set in a snapshot where new tasks appear for the first time. Section 5.6.3 investigates the algorithm of McBAR for determining solutions to sub-problems set in snapshots with no new task but succeeding the snapshot where new tasks appear for the first time. Section 5.6.4 describes the algorithm of McBAR for determining solutions to sub-problems set in snapshots where new tasks appear for the second or later times. Sections 5.6.5 and 5.6.6 describe other components of McBAR. And then, the algorithm of McBAR is summarised in Section 5.6.7.

5.6.1 Computing System

Let $S$ be the computing system used in the thesis to solve sub-problems of problems from $\mathcal{M}$. One attribute of any resource in the MOE considered in the thesis is the ID of task which utilises it. Thus, in system $S$, task IDs are part of the information about (a) the resources, (b) genotypes used in the evolutionary process of McBAR to solve the sub-problems, and (c) each PNT in the snapshots where the sub-problems are set. Further, the PNT in the last snapshot is simply copied to the current snapshot if no new task appears at the current snapshot.

McBAR inherits from GIBAR. The insertion by McBAR of new genes into genotypes is accompanied by the insertion of new nodes, with IDs of the new tasks, into the PNT in the snapshot with new tasks. And, the mapping $\mathcal{F}$ of task IDs in each gene-inserted genotype is accompanied by the mapping $\mathcal{F}$ of task IDs in the node-inserted PNT and in the resources utilised by the tasks. When all IDs in system $S$ are transformed by the
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mapping, system $S$ is considered to be in mapped mode.

### 5.6.2 First Appearance of New Tasks

Suppose McBAR is utilised to solve the sub-problems $p^2_k$ of problem $p^2$ from $P^2$, for all $t_o(\tau) \leq k < \tau$; the sub-problems are set in the snapshots taken prior to the $\tau^{th}$ SOSA of a MOE. Further, no new tasks appear prior to the $\tau^{th}$ SOSA. In this case, McBAR simply applies GIBAR to determine the non-dominated solutions to the sub-problems $p^2_k$s, for all $0 \leq k < \tau$. Note that $t_o(t) \geq 0$ based on Equation 5.6. Suppose the set $G(k)$ of genotypes correspond to the non-dominated solutions to the sub-problems $p^2_k$s. Thus, after solving $p^2_{\tau-1}$, $G[\tau]$ (defined as a set of $G(k)$s in Equation 5.8) can be determined.

Now, when new tasks appear at the $\tau^{th}$ SOSA of the MOE, new genes which correspond to the new tasks are inserted by McBAR into each genotype from $G[\tau]$ to obtain $A[\tau] = \bigcup_{k=t_o(\tau)}^{\tau-1} A(k)$ where $A(k)$ is comprised of the gene-inserted genotypes derived from $G(k)$, for all $t_o(\tau) \leq k < \tau$. New nodes which correspond to the new tasks are also inserted to the PNT that exists prior to any change in the MOE. Next, the system $S$ is set to mapped mode, i.e. the mapping function $\mathcal{F}$ is applied to every task ID in all in-use resources in the MOE, in all nodes of the gene-inserted PNT and in each gene-inserted genotype in $A[\tau]$, to obtain,

$$B[\tau] = \bigcup_{k=t_o(\tau)}^{\tau-1} B(k).$$

(5.9)

where $B(k)$ contains ID-mapped gene-inserted genotypes derived from $A(k) \subset A[\tau]$. Then, the centroid of each $B(k) \subset B[\tau]$ is computed and repaired. However, the centroid repairer $\mathcal{R}$ inherited by McBAR from GIBAR is revised (described in Section 5.6.5), intending to further increase the performance of McBAR. An initial population is then formed (explained in Section 5.6.6), comprised of the repaired centroids (derived from ID-mapped gene-inserted genotypes from $B(k) \subset B[\tau]$, for all $t_o(\tau) \leq k < \tau$), other ID-mapped elements of $B(\tau-1)$ (found in $B[\tau]$), and SSGS-generated genotypes. Based on the SSGS algorithm explained in Section 2.3, the generated genotypes have mapped
IDs due to SSGS using the node-inserted ID-mapped PNT in the \((\tau - 1)^{th}\) snapshot of the MOE. Note that all genotypes of the initial population have mapped IDs.

Under system S in mapped-mode, in each cycle of the evolutionary process of McBAR the ID-mapped evolutionary operator-produced genotypes which originated from the initial population are inputted to the Schedule Formation method (described in Section 5.1.4). Further, the mapped tasks IDs in resources and the ID-mapped PNT in the \((\tau - 1)^{th}\) snapshot of the MOE, and the inputted ID-mapped genotypes are then utilised by the method to obtain schedules with mapped IDs. Thus, at the end of the evolutionary process, the evolved genotypes and their corresponding phenotypes/schedules have mapped IDs. Because of these mapped IDs, the schedules are not as yet the solutions to sub-problem \(p^2_\tau\) set in the snapshot with the new tasks.

Let \(B(\tau)\) be a subset of the evolved ID-mapped genotypes which correspond to the non-dominated schedules. Now, copies of the ID-mapped genotypes in \(B(\tau)\) and the ID-mapped PNT are made. Then, IDs in each of the copies are unmapped. The ID-unmapped genotypes derived from \(B(\tau)\) are processed in the Schedule Formation method which utilises the ID-unmapped PNT copy. The processing yields the non-dominated solutions to sub-problem \(p^2_\tau\) set in the \(\tau^{th}\) snapshot where the first new tasks appear. The series of actions of copying, unmapping and processing in Schedule Formation method is referred to as Solution Production.

The Solution Production is only performed when required, for example, for a decision-maker to view the solutions (schedules) to sub-problem \(p^2_\tau\). However, the evolved ID-mapped genotypes in \(B(\tau)\) are utilised for finding solutions to sub-problems set in the snapshots taken after the \(\tau^{th}\) SOSA of the MOE.

### 5.6.3 No New Task in Succeeding Number of Snapshots

Suppose no new tasks appears from the \((\tau + 1)^{th}\) to the \((\eta - 1)^{th}\) SOSA of the last-mentioned MOE; and the second batch of new tasks occurs at the \(\eta^{th}\) SOSA of the MOE.
As supported in Section 5.3, the gene-insertion is performed only due to the occurrence of new tasks. Thus, there is no need to insert genes into each genotype in the populations $B(\tau+1)$ to $B(\eta-1)$ which correspond, respectively, to the non-dominated sets of solutions to the $p_{\tau+1}^2$ to $p_{\eta-1}^2$ sub-problems of problem $p^2$ from $\mathcal{P}^2 \subset \mathcal{M}$. The non-insertion of genes is depicted in Figure 5.3 by the absence of downward-pointing arrows at the $(\tau + 1)^{th}$ to the $(\eta - 1)^{th}$ SOSAs of the MOE.

Now, although the genotypes in the population $B(\tau)$ of genotypes, which correspond to the non-dominated solutions to sub-problem $p_{\tau}^2$, are evolutionarily derived from the initial population with individuals derived from the gene-inserted genotype populations in Equation 5.9, they had not undergone the gene-insertion process. This non-insertion is the consequence of the rule explained in Section 5.3 when no new task appears from the $(\tau + 1)^{th}$ to the $(\eta - 1)^{th}$ SOSAs. Thus, there is no downward-pointing arrow at $\tau^{th}$ SOSA in the figure.

To solve the sub-problem $p_{\sigma}^2$, where $\tau < \sigma < \eta$, an initial population is formed using the populations in,

$$B[\sigma] = \bigcup_{k=t_{\sigma}(\sigma)}^{\sigma-1} B(k),$$  \hspace{1cm} (5.10)

where $t_{\sigma}(\sigma)$ is defined in Equation 5.6; in accordance with Figure 5.3, $B(k)$ is a population of evolved ID-mapped gene-inserted genotypes – if $t_{\sigma}(\sigma) \leq k < \tau$ – or a population of evolved ID-mapped un-inserted genotypes – if $\tau < k < \sigma$; and $B(k)$ is the population of genotypes that correspond to non-dominated solutions (schedules) to the sub-problem $p_{k}^2$, for all $t_{\sigma}(\sigma) \leq k < \sigma$. Note that $B[\sigma]$ is a mix of populations of inserted and un-inserted genotypes. Next, the initial population with elements derived from $B[\sigma]$ is evolved by McBAR to obtain a population $E(\sigma)$ of evolved genotypes, where $B(\sigma) \subseteq E(\sigma)$ is a set of evolved genotypes which, when acted upon by the Solution Production, will yield all the non-dominated solutions to the sub-problem $p_{\sigma}^2$. Note that system $S$ is at mapped mode during this evolutionary process.
5.6.4 Other Batches of New Tasks

Let us now consider the $\eta^{th}$ SOSA of the last-considered MOE when the second batch of new tasks appears. Let $B[\eta]$ be a set of populations $B(k)$, where $t_o(\eta) \leq k < \eta$, and each contains either ID-mapped gene-inserted genotypes or ID-mapped gene-un-inserted genotypes, as was the case in Equation 5.10. Further, $B(k)$ is a set of genotypes which correspond to non-dominated solutions to sub-problem $p^2_k$. To solve sub-problem $p^2_\eta$ set in the $\eta^{th}$ snapshot of the MOE, first, the ID-mapped genotypes in $B[\eta]$ are unmapped to obtain a collection $D[\eta]$ of populations $D(k)$, $t_o(\eta) \leq k < \eta$, of ID-unmapped genotypes. Note that, as implied in Section 5.3, there is no unmapping of IDs in genotypes of $B[\eta]$ during the search for solutions to sub-problems $p^2_{\tau+1}$ to $p^2_{\eta-1}$, such that, the genotypes in $B[\eta]$ are mapped. The ID unmapping is also applied to task IDs in resources in the MOE and in the PNT in the $(\eta - 1)^{th}$ snapshot of the MOE. Thus, system $S$ is restored to unmapped mode. Second, new genes that correspond to the second batch of new tasks are inserted into the unmapped genotypes in $D[\eta]$ to obtain a collection $E[\eta]$ of populations $E(k)$, $t_o(\eta) \leq k < \eta$, of ID-unmapped gene-inserted genotypes. This second batch of gene insertion is depicted in Figure 5.3 as upward-pointing arrows. New nodes, which correspond to the new tasks, are inserted into the ID-unmapped PNT. Third, a different mapping function is applied to IDs in each genotype in $E[\eta]$ to obtain,

$$F[\eta] = \bigcup_{k=t_o(\eta)}^{\eta-1} F(k),$$

(5.11)

which is a collection of populations $F(k)$, $t_o(\eta) \leq k < \eta$, of ID-remapped gene-inserted genotypes. The different mapping function is still intended to minimise ID discontinuity along involved genotypes. This mapping is also applied to the task IDs in the resources and in the ID-unmapped node-inserted PNT. Thus, system $S$ is restored to mapped mode once again. Fourth, the collection $F[\eta]$ of population of ID-remapped genotypes is used to form an initial population of ID-mapped genotypes which are then evolved by McBAR to obtain the population $C(\eta)$ of evolved ID-mapped genotypes. Note again that system
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S is in mapped mode during the evolution of the initial population. Fifth, when required, the evolved genotypes in $C(\eta)$ are used in the Solution Production to obtain the non-dominated solutions (schedules) to the $p_\eta^2$ sub-problem. The successive processes of (a) restoring system $S$ to unmapped mode; (b) insertion of new genes which correspond to new tasks; and (c) reverting $S$ to mapped mode, are repeated every time a batch of new tasks appear in the MOE after the first batch.

Based on the discussion until this point, system $S$ is always in mapped mode when McBAR evolves initial populations to determine solutions to sub-problems set at or after the snapshot of the MOE taken immediately after the first batch of new tasks appeared. In addition, the formation of the initial population uses the genotype populations that correspond to sets of non-dominated solutions.

5.6.5 Centroid Repair

As briefly considered in Section 5.6.2, the centroid repairer $\mathcal{R}$ of GIBAR (inherited from CBAR) is revised so as to enhance the performance of McBAR. Let us now explore the revised repairer labelled $N$ which perturbs any given centroid/genotype as little as possible such that, intuitively, the essence of this genotype as a centroid is diminished the least.

First, let us recall the action of $\mathcal{R}$ explained in Section 5.1.1. An ID $\rho$ of a centroid $C$ is allowed to be appended to a genotype $R$ (which starts from empty) if it satisfies the appending rule. Otherwise, the function $\mathcal{R}$ of CBAR randomly picks a different ID $\rho'$, which satisfies the appending rule, from $R^c = C - R$ and then appends this to $R$, where $R^c$ is the complementary genotype of $R$. Now, the function $N$ of McBAR differs from $\mathcal{R}$ as follows: instead of randomly picking an element of $R^c$, the element of $R^c$ that is nearest in value to $\rho$, and satisfies the appending rule, is the one appended to $R$. If two IDs from $R^c$ are equidistant to $\rho$, and satisfy the appending rule, one of these is randomly picked for appending to $R$. The appending rule uses the node-inserted ID-mapped PNT in the $(t - 1)^{th}$ snapshot of a MOE, if $t$ is greater than or equal to $\tau$ which is the SOSA of the MOE at which new tasks appear for the first time. If $t < \tau$ the appending rule uses the...
PNT in the original state of the MOE.

As an example, consider the centroid \( C = \langle 14, 1, 2, 7, 9, 3, 11, \ldots \rangle \); its first gene/ID, 14; the current \( R = \emptyset \); and \( R^c = C \). As demonstrated in Section 5.1.1, ID 14 does not satisfy the appending rule. Using the PNT illustrated in Figure 2.9, among those from \( R^c \) that satisfies the appending rule; ID 3 is nearest to 14. Consequently, \( R = \langle 3 \rangle \) and \( R^c \) becomes \( \langle 14, 1, 2, 7, 9, 11, \ldots \rangle \). ID 1 of \( C \) is considered next for appending to \( R \). It satisfies the appending rule such that \( R = \langle 3, 1 \rangle \). ID 2 of \( C \) is considered next and also satisfies the appending rule, such that \( R = \langle 3, 1, 2 \rangle \).

Let the first three genes of \( C \) form the vector \( V = \langle 14, 1, 2 \rangle \); and the last \( R \) be treated as vector. The last \( R \), produced through the \( N \) function, has a Euclidean distance of 11 to \( V \); while \( R = \langle 1, 14, 2 \rangle \), produced (as explained in Section 5.1.1) through the \( R \) function, has a distance of 18.38 to \( V \). This result supports the lesser perturbation effected by \( N \) than by \( R \) on repairing centroids.

### 5.6.6 Initial Population for a Current Static Sub-Problem

As explained in Section 5.6.2, the sub-problem \( p^2_{s} \) of problem \( p^2 \) from \( \mathcal{P}^2 \) set in the \( s^{th} \) snapshot of a MOE taken prior to the first appearance of new tasks is solved by McBAR by applying GIBAR (inherited by McBAR) with the centroid repairer \( R \) replaced by \( N \). Now, suppose that new tasks first appear at the \( \tau^{th} \) SOSA of the MOE. And, \( B\{t\} \) (defined through Equation 5.9) is a collection of genotype populations \( B(k) \), where \( t_o(t) \leq k < t; \ t \geq \tau; \) and \( t_o(t) \) is defined in Equation 5.6. Considering the explanation in Section 5.6.4, \( B(k) \) is a population of gene-inserted ID-mapped genotypes (e.g. \( B(k) \)s in Equation 5.9 and \( F(k) \)s in Equation 5.11) or a population of un-inserted ID-mapped genotypes (e.g. \( B(k) \)s in Equation 5.10). Further, genotypes in \( B(k) \) correspond to the non-dominated solutions to the sub-problem \( p^2_{s} \). The collection \( B\{t\} \) is used to form an initial population,

\[
M_0(t) = C(t) \cup Rnd(t) \cup Mchs(t - 1),
\]  

(5.12)
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where,

1. $C(t)$ is a set of centroids,

$$C(t) = \bigcup_{k=L_t(t)}^{t-1} R(k);$$  \hspace{1cm} (5.13)

2. $R(k)$ is the $N$-repaired centroid of $B(k) \subseteq B[t];$

3. $Rnd(t)$ is the set of genotypes generated through SSGS which utilises the ID-mapped and node-inserted (nodes correspond to new tasks) PNT in the $t^{th}$ snapshot of the MOE. $|Rnd(t)| = P - |C(t)| - 1$. Being produced through SSGS (which endows stochasticity to its produced genotypes as explained in Section 5.1.2), the elements of $Rnd(t)$ are referred to as random components. As noted in Section 2.4.2, memory-based EA approaches need to diversify the genotypes at stages of their evolutionary cycles. In McBAR, this diversification is implemented through the random components, thereby justifying the inclusion of $Rnd(t)$ in Equation 5.12.

4. $P$ is a fixed size of the initial population;

5. $Mchs(t-1)$ is the ID-mapped gene-inserted genotype derived from $B(t-1)$ that corresponds to the chosen schedule from the population $P(t-1)$ of non-dominated solutions to the sub-problem $p^2_{t-1}$.

Based on the enumerated definitions above, all genotypes in the initial population $M_0(t)$ have mapped IDs. This initial population is then evolved (as explained in Section 5.1.5) to determine an ID-mapped evolved population. When necessary, this evolved population is fed to the Solution Production method to obtain a set $P(t)$ of schedules as solutions to the sub-problem $p^2_t$.

5.6.7 Summary of Algorithm

The summary of the algorithm of McBAR is depicted in Figure 5.13. The sub-problem $p^2_t$ of problem $p^2$ from $\mathcal{P}^2$ set in the $t^{th}$ snapshot of a MOE taken prior to the first
appearance of new tasks is solved by McBAR by applying GIBAR with the centroid repairer \( \mathcal{R} \) replaced by \( \mathcal{N} \). At the first appearance of new tasks, at \( t = \tau \), new genes are inserted then IDs are mapped to set the system \( S \) to mapped mode. Next, centroids are computed and then repaired; initial population is formed using these centroids; and NSGA-II evolves this population under system \( S \) in mapped mode. At SOSAs where there is no new tasks and after the first increase, GIBAR is applied under system \( S \) in mapped mode. Lastly, if it is desired to present schedules, say to a commanding officer, current genotypes and precedence network of tasks are copied; IDs in these genotypes and network are unmapped; Schedule Formation method is applied to form schedules for the presentation.

The sub-algorithms of McBAR applied at or after the first appearance of new tasks are the following:

1. Gene insertion
2. ID Mapping operation \( \mathcal{F} \)
3. Compute unrepaired centroid using mean in Equation 5.1
4. Minimal repairer \( \mathcal{N} \) of centroids
5. Initial population as defined in Equation 5.12
6. NSGA-II (explained in Section 5.1.5) used to evolve the initial population
7. Maintenance of system \( S \) at mapped mode
8. Preservation of ongoing and finished tasks in a chosen schedule (described in Section 5.1.6)
9. SSGS to form \( \text{Rnd}(t) \) in Equation 5.12

The algorithm of McBAR is similar to that of GIBAR derived from CBAR (described in Section 5.1.5), except that Items 1 to 5 are applied to form an initial population; and that system \( S \) is maintained at mapped mode, i.e., Item 7.
Procedure McBAR
Begin
For $t=0$ to $\tau - 1$
    Apply GIBAR with the centroid repairer $R$ replaced by $N$
End
For $t=\tau$ to number of SOSAs
    If no increase in total number of tasks
        Apply GIBAR with the centroid repairer $R$ replaced by $N$
        under system $S$ in mapped mode
    Else
        If first increase in total task number
            Insert new genes
            Map IDs to put system $S$ to mapped mode
        Else
            Unmap IDs to put system $S$ to unmapped mode
            Insert new genes
            Restore system $S$ to mapped mode
        End
    End
End
Compute and then repair centroids
Form initial population
Evolve using NSGA-II under system $S$ in mapped mode
End
If presenting actual schedule
    Copy evolved genotypes and current Precedence Network of Tasks
    Unmap IDs in copied evolved genotypes and current Precedence Network of Tasks
    Apply Schedule Formation method to form schedules
    Output schedule
End
End
End

Figure 5.13: Algorithm of McBAR
The core algorithm of McBAR is composed of the above algorithms except for the use of the statistical mean to determine the unrepaired centroid (Item 3); the minimal repairer N (Item 4); and the $\text{Rnd}(t)$ in the initial population (Item 5) in Equation 5.12. The exempted sub-algorithms in the algorithm of McBAR will be replaced with other sub-algorithms to form McBA, MedianBAR and McBAS, which are elements from $\mathcal{T}$ noted in Section 1.2.6.

5.7 MedianBAR

The centroid expressed in Equation 5.1 is a statistical mean of IDs. Note that mean is one type of tendency in statistics. It is of interest to determine the performance of McBAR when the centroid is a median of IDs, in which case the centroid is renamed as medoid and McBAR as MedianBAR. The algorithm of MedianBAR is the core algorithm of McBAR plus its utilised centroid as a median; centroid repairer as $N$; and initial population in Equation 5.12.

The $i^{th}$ gene of a medoid $M(t)$ is:

$$M_i(t) = \begin{cases} 
  s_i^{K+1}(t) & \quad P \text{ is odd} \\
  \left\lfloor \frac{s_i^K(t) + s_i^{K+1}(t)}{2} \right\rfloor & \quad P \text{ is even},
\end{cases} \tag{5.14}$$

where $s_i^k$ is an element of the ordered set $S_i(t) = \langle s_i^1(t), s_i^2(t), \ldots, s_i^P(t) \rangle$; $S_i(t) = \text{sort}(X_i(t))$; $X_i(t) = \{x_i^1(t), x_i^2(t), \ldots, x_i^P(t)\}$; sort is a sorting operation; $x_i^j(t)$ is the task ID in the $i^{th}$ gene of the $j^{th}$ genotype in a population of size $P$; $K = \lfloor P/2 \rfloor$; and $t$ is the order of taking the snapshot where a sub-problem is set whose solutions/phenotypes correspond to genotypes in $P$. 

Mapping of Task IDs for CBAR
5.8 EDA on \( \mathcal{P}^2 \) Problem

The EDA algorithm described in Section 2.6 is innovated in order to solve problems from \( \mathcal{M} \) and consequently labelled as EDA/\( \mathcal{P}^2 \). EDA/\( \mathcal{P}^2 \) determines a set of solutions to subproblem \( p_0^2 \) of problem \( p^2 \) from \( \mathcal{P}^2 \) by undertaking the following steps, starting with EDA cycle \( i = 0 \) and Sosa \( t = 0 \):

1. The probability matrix in Equation 2.16 is relabelled as \( P_i(t) \) to indicate the \( t^{th} \) Sosa of a MOE where the problem is set. It is initialised to have equal entries of \( 1/N_t \), i.e. \( P_i(t) = [1/N_t] \), where \( N_t \) is the total number of tasks at the \( t^{th} \) snapshot of the MOE. This step is the equivalent of EDA/\( \mathcal{P}^2 \) to step 1 in Figure 2.18.

2. The probability matrix \( P_i(t) \) is then sampled, following the sampling scheme in Section 2.6, to form a population \( G_i(t) \) of \( P \) genotypes. This step is related to step 2 in Figure 2.18.

3. From \( G_i(t) \), a set \( S_i(t) \) of schedules is formed through the Schedule Formation scheme described in Section 5.1.4.

4. The cost and makespan of each schedule in \( S_i(t) \) are utilised in NSGA-II’s fast non-dominated sorting to obtain each schedule’s Pareto rank and crowding distance (elaborated in Sections 2.5.3.2 and 2.5.3.3 respectively).

5. \( P_{sel} = \lceil \rho P \rceil \) genotypes are selected from \( G_i(t) \), where \( \lceil \cdot \rceil \) is a round-up operator; \( 0 < \rho \leq 1 \); and \( \rho \) is a predefined constant referred to as percent of population. This selection is performed following the scheme described in Section 2.5.3.4 and based on the Pareto rank and crowding distance of schedules in \( S_i(t) \) that correspond to the genotypes. This step is related to step 3 in Figure 2.18.

6. These \( P_{sel} \) selected genotypes are included in \( P - P_{sel} \) SSGS-generated genotypes to form a new population \( G_{i+1}(t) \) of size \( P \). Note that, as explained in Section 5.1.2, SSGS-generated genotypes add diversity to the population to which they are
included. This inclusion is intended to remedy the loss of diversity of the population produced by EDA as the evolutionary cycle $i$ of EDA progresses [130].

7. A probability matrix $Q_{i+1}(t)$ is estimated from the new population $G_{i+1}(t)$. Following [178], the probability matrix to be used in the next EDA cycle is,

$$P_{i+1}(t) = \lambda Q_{i+1}(t) + (1 - \lambda)P_i(t), \quad (5.15)$$

where $0 < \lambda \leq 1$ is a chosen value and referred to as a learning rate. This equation implies that the information, embedded in $P_i(t)$, from the current EDA cycle $i$ is carried over (learned) to the next EDA cycle $i + 1$. This step is related to step 5 in Figure 2.18.

8. Steps 2 to 7 are repeated for a fixed number $N_{cyc}$ of EDA cycles, except at the last EDA cycle where only steps 2 and 3 are executed successively. The cycle index $i$ is incremented at every end of the cycle.

At the last generation, where $i = N_{cyc}$, the set $S_{N_{cyc}}(t)$ of schedules produced in step 3 is the set of solutions to the sub-problem $p_2^t$, the set relabelled as $P(t)$.

Steps 6 and 1 are replaced to determine solutions to sub-problem $p_1^t$ of problem $p^2$ from $\mathcal{P}^2$ when $t > 0$. Step 6 is replaced as follows: The $P_{sel}$ selected genotypes are included to $P - P_{sel} - 1$ SSGS-generated genotypes and a chosen genotype to complete a population $G_{i+1}(t)$ of size $P$. The chosen genotype corresponds to the chosen schedule randomly picked from the set $P_{nnds}(t - 1)$ of non-dominated solutions in $P(t - 1)$, i.e. the non-dominated solutions to sub-problem $p_2^{t-1}$. The finished and on-going tasks in the chosen schedule are preserved (as explained in Section 5.1.6) in the evolved schedules being solutions to the sub-problem $p_1^t$. 


When there is no increase in the total number of tasks at the \( t^{th} \) SOSA of the MOE, \( t > 0 \), step 1 is replaced as follows: Let,

\[
G[t] = \bigcup_{k=t_o(t)}^{t-1} Gnds(k),
\]

(5.16)

where \( t_o(t) \) is defined in Equation 5.6; and \( Gnds(k) \) is a set of genotypes that correspond to all non-dominated solutions in the set \( P(k) \) of solutions to sub-problem \( p^2_k, t_o(t) \leq k < t \). The probability matrix \( P_i(t) \) is estimated from \( G[t] \). In this way, solutions (e.g., those that correspond to \( Gnds(k) \)) to sub-problems set in past snapshots are utilised to search for solutions to the sub-problem set in the current \( (t^{th}) \) snapshot of the MOE.

If there is an increase in the total number of tasks, say at the \( \tau^{th} \) SOSA of the MOE, \( \tau > 0 \), step 1 is replaced as follows: New genes that correspond to new tasks which appear at the \( \tau^{th} \) SOSA are inserted into all genotypes in \( G[\tau] \) of Equation 5.16 following the scheme in Section 5.3. From the gene-inserted \( G[\tau] \), the \( N_t \times N_t \) probability matrix \( P_i(\tau) \) is estimated, where \( N_t \) is the total number of tasks at the \( \tau^{th} \) SOSA.

The itemised algorithm of EDA/\( P^2 \) above implies that any genotype it processed has a fixed length during its EDA process, just like the evolutionary process of EA applied by CBAR and GIBAR. Thus, following the explanation in Section 5.2, the gene-insertion is a legitimate step.

### 5.9 Techniques

Let us now describe techniques in \( \mathcal{T} \) other than GIBAR, McBAR, MedianBAR and EDA/\( P^2 \):

1. Centroid-Based Adaptation with Minimal Repair (CBAM) differs from GIBAR only in using \( N \) instead of \( R \) to repair centroids. Based on the descriptions in Sections 5.1.5, 5.3 and 5.6 of the sub-algorithms of CBAR, GIBAR and McBAR, respectively, GIBAR differs from McBAR in using \( R \), in the mapping \( \mathcal{T} \) of task IDs in genotypes,
and in the maintenance of system $S$ at mapped mode. Considering that CBAM differs from GIBAR by using $N$ which is also used by McBAR, then it differs from McBAR in the mapping $F$, and in the maintenance of system $S$ at mapped mode. Based on the implication drawn in the discussion in Section 5.6, the application of the mapping $F$ is the cause of the maintenance of the system at mapped mode. Considering this catalysis, the fundamental difference between CBAM and McBAR is only in regard to $F$.

2. Mapping of Task IDs for Centroid-Based Adaptation with Stochastic Repair ($McBAS$) differs from McBAR only in using the random centroid repair $R$ instead of the minimal centroid repair $N$.

3. Mapping of Task IDs for Centroid-Based Adaptation ($McBA$) differs from McBAR in randomly selecting genotypes from the set $Gnds(t-1)$ of genotypes that correspond to the non-dominated solutions to the last sub-problem $P_{t-1}$ of a problem $P_2$ from $P_2$. The set of randomly selected genotypes replaces the set $Rnd(t)$ of SSGS-generated genotypes in the initial population Equation 5.12, where $t$ is the order of the snapshot where the current sub-problem $P_{t}^2$ is set.

4. NDS of Last Population ($NDLPOP$) differs from GIBAR in randomly selecting genotypes, from the set of genotypes $Gnds(t-1)$, to form the $C(t)$ component of the initial population in Equation 5.4. Note that the resulting $C(t)$ is no longer a set of centroids but rather of genotypes of $Gnds(t-1)$. Thus, NDLPOP differs from McBAR in being an explicit memory-based approach.

5. Random Immigrants ($RI$) creates an initial population composed of totally SSGS-generated genotypes for NSGA-II to evolve. The length of each genotype in this initial population is equal to the total number of tasks in the MOE that sets the sub-problem being solved by RI. This technique differs from other techniques in $T$ in applying no rule in creating its initial population, except the rules followed by SSGS.
All techniques in $\mathcal{T}$ are in the same row as the label $\mathcal{T}$ in Table 5.1. In Chapters 8 and 9, several subsets of $\mathcal{T}$ will be analysed. Each symbol $\checkmark$ in Table 5.1 denotes that the technique whose label is located above it belongs to the subset whose label is located to its left. For example, the subset $\mathcal{U}$ is comprised of CBAM, McBA, McBAR, McBAS and MedianBAR. Techniques that apply the mapping function $\mathcal{F}$, such as McBAS, McBA, McBAR, and MedianBAR, are classified as variants (of McBAR) and the rest of the techniques in $\mathcal{T}$ as non-variants.

<table>
<thead>
<tr>
<th>Non-variants</th>
<th>Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}$</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>$\mathcal{H}$</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>$\mathcal{I}$</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>

In our preliminary investigations, the techniques from $\mathcal{T}$ other than EDA/$\mathcal{P}^2$ have high performance with an evolutionary process which has a selection rate of 0.5. Further, the performance of all techniques in $\mathcal{T}$ is found to stabilise before the 300th generation of the evolutionary processes in these techniques. Thus, the evolutionary processes are terminated at this value. The population size, crossover rate and mutation rate of each technique in $\mathcal{T}$ other than EDA/$\mathcal{P}^2$ are determined in Section 8.2. Also determined in the same section are the values of the learning rate $\lambda$ and the percentage $\rho$ (respectively defined in Items 7 and 5 of the last enumeration in Section 5.8) at which the performance of EDA/$\mathcal{P}^2$ is high.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
Effectiveness of McBAR

Chapter 6

This chapter presents the fulfilment of the first and second thesis’ goals through the limited method briefly described in Section 1.4.1. It begins in Section 6.1 by defining averages useful for investigating the relative performance of one technique over another from $\mathcal{T}$. These averages are taken over various environmental conditions but at fixed given $\delta$ in Equation A.9 which influences the task duration changes in the conditions; with fixed given type of environmental changes; and with fixed given sub-problem of a given problem from Table 4.5. Section 6.2 provides information on the process of the limited method aimed at determining the relative performance of the techniques with respect to a parameter of the stochastic model for the change in duration of tasks in a MOE. Based on this relative performance, the sub-algorithms of McBAR are legitimised by the limited method in Section 6.3. In Section 6.4, the limited method reveals the relative performance of the techniques with respect to the type of changes that occur in the MOE. It manifests in Section 6.5 the dynamics of the relative performance with respect to the SOSA of the MOE. The conclusions and suggested future work are discussed in Section 6.6.

6.1 Averages

Let us discuss the averages utilised to analyse the performance of techniques from $\mathcal{T}$. The average $E_d^\delta [dSC(A, B)]$ differential set coverage of technique $A$ over technique $B$ is used to compare the performance of the techniques for solving sub-problems of problems from $\mathcal{L}^2$, a comparison with respect to the value $d$ of $\delta$. The parameter $\delta$ is found in Equation
A.9 which models the change in duration of tasks in MOEs where the problems are set. The average $E^\delta_d [dSC(A, B)]$ is defined as,

$$E^\delta_d [dSC(A, B)] = \frac{Ns}{\sum_{i=1}^{Ns} 1 Nc}{\sum_{j=1}^{Nc} 1 \sum_{k \in In(t)} 1 |In(t)|} dSC(A, B, i, j, k).$$ \hspace{1cm} (6.1)

where $dSC(A, B, i, j, k)$ is the differential set coverage $dSC(A, B)$ (defined in Equation 2.8) of technique $A$ over technique $B$ determined for sub-problem $k^2_j$ (of the problem $k^2$ from $L^2$, i.e. the problem labelled $k$ in Table 4.5); and at the $i^{th}$ simulation (explored in Section 4.4) of this problem. Further, $Ns$ is the number of simulations; and $Nc$ is the number of sub-problems in problem $k^2$, including $k^2_0$. Furthermore, $In(t)$ is a set of labels of problems in Table 4.5 that utilise a given value $d$ of $\delta$. For example, based on Table 4.5, $In(3.0) = \{1, 2, 3, 7, 8, 9, 13, 14, 15, 19, 20, 21, 25, 26, 27\}$.

The average $E^\tau_t [dSC(A, B)]$ differential set coverage of technique $A$ over technique $B$ is used to compare the performance of the techniques from $T$ at different types $t$ of changes listed in Table 4.2. It is defined as,

$$E^\tau_t [dSC(A, B)] = \frac{Ns}{\sum_{i=1}^{Ns} 1 Nn}{\sum_{k=1}^{Nn} 1 \sum_{j \in Soc(k, \tau)} dSC(A, B, i, j, k)} |Soc(j, \tau)|,$$ \hspace{1cm} (6.2)

where $Nn = 30$ is the number of all problems with labels found in Table 4.5; and $Soc(k, t)$ is a set of SOSAs of the MOE where the problem labelled $k$ is set, the SOSAs at which type $t$ of changes occurs. To exemplify, consider problem labelled 1 which, based on Table 4.5, has a TSC $S_1$. In this TSC, SOSAs with type $t = 0$ of changes (task duration change only, based on Table 4.2) are in the set $Soc(1, 0) = \{1, 2, 3, 5, 9, 12\}$, based on Table 4.3. Note that zeroth SOSA is excluded in the definition of the averages.

The average $E^{*}_{j,k} [dSC(A, B)]$ differential set coverage of technique $A$ over technique $B$ is used to compare the performance of the techniques from $T$ at different simulations of sub-problem $k^2_j$. It is defined as,

$$E^{*}_{j,k} [dSC(A, B)] = \frac{\sum_{i=1}^{Ns} dSC(A, B, i, j, k)}{Ns},$$ \hspace{1cm} (6.3)
where all indices are already defined in this section.

Note that all of the averages are derived from differential set coverage which, as defined in Section 2.5.2, is a measure of the performance of one technique over another. The following definition is then taken: if any of the above-defined averages is greater than zero then technique $A$ performs better than technique $B$, in determining solutions to problems from $\mathcal{L}^2$ (problems whose labels are listed in Table 4.5), over the domain (e.g. type $t$ of environmental change) at which this average is taken.

### 6.2 Relative Performance Under Task Duration Change

The limited method applies each technique from $\mathcal{T}$ to solve each sub-problem of each problem from $\mathcal{L}^2$. The obtained solutions are utilised by this method to determine the average defined in Equation 6.1. And from this average, the limited method compares the performance of the techniques with respect to the parameter $\delta$ in Equation A.9 which models task duration changes in the MOE where the problems are set. The remaining discussions in this section explain the results of the actions of the limited method. For brevity, let the average $E_{\delta}^{\delta} [\bullet]$ refer simply to performance in this and in the next section.

Table 6.1 (a) presents the performance $E_{\delta}^{\delta} [dSC(A, B)]$ of technique $A$ over technique $B$ whose labels are found in the first column and first row of this table respectively. These performances are derived from the solutions determined by the techniques for solving each sub-problem of each problem from $\mathcal{L}^2$, problems that have task duration changes modelled by Equation A.9 with $\delta = 3.0$. Referring to the second row of this table, $E_{3.0}^{\delta} [dSC(GIBAR, T)] > 0$ only when technique $T$ is either NDLPOP, RI or EDA/$P^2$. Thus, the performance of GIBAR is better than those of NDLPOP, RI and EDA/$P^2$. Note that the degree of performance is based on the definition in Section 6.1. Succeeding rows in this table demonstrate that: the performance of CBAM is inferior only to those
of the variants (defined in Section 5.9); the performance of NDLPOP is superior only to those of EDA/P² and RI; the performance of RI is superior only to that of EDA/P²; the performance of EDA/P² is inferior to all other techniques; the performance of McBA is inferior to those of other variants and superior to those of non-variants; the performance of McBAR is inferior to that of MedianBAR only; the performance of McBAS is inferior to those of McBAR and MedianBAR only; and the performance of MedianBAR is superior to those of all other techniques. Note however that the degree of MedianBAR’s superiority to McBAR is small, $E^2_{d} [dSC(\text{McBAR},\text{MedianBAR})] = 0.01$, i.e. near zero. Data in this table showed the performance of the variants to be superior to those of the non-variants.

Table 6.1: Average differential set coverage $E [dSC\delta]$ with (a) $\delta = 3.0$ (b) $\delta = 6.0$

(a)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>GIBAR</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>RI</th>
<th>EDA/P²</th>
<th>McBA</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIBAR</td>
<td>N/A</td>
<td>-0.54</td>
<td>0.56</td>
<td>0.37</td>
<td>0.99</td>
<td>-0.64</td>
<td>-0.61</td>
<td>-0.64</td>
<td></td>
</tr>
<tr>
<td>CBAM</td>
<td>0.54</td>
<td>N/A</td>
<td>0.11</td>
<td>0.23</td>
<td>0.99</td>
<td>-0.35</td>
<td>-0.36</td>
<td>-0.36</td>
<td></td>
</tr>
<tr>
<td>NDLPOP</td>
<td>0.56</td>
<td>-1.01</td>
<td>N/A</td>
<td>0.24</td>
<td>1.00</td>
<td>-0.34</td>
<td>-0.36</td>
<td>-0.37</td>
<td></td>
</tr>
<tr>
<td>RI</td>
<td>-0.37</td>
<td>-0.23</td>
<td>-0.24</td>
<td>N/A</td>
<td>1.00</td>
<td>-0.47</td>
<td>-0.49</td>
<td>-0.50</td>
<td></td>
</tr>
<tr>
<td>EDA/P²</td>
<td>0.99</td>
<td>-0.99</td>
<td>-1.00</td>
<td>-1.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>McBA</td>
<td>0.64</td>
<td>0.35</td>
<td>0.34</td>
<td>0.47</td>
<td>1.00</td>
<td>N/A</td>
<td>-0.07</td>
<td>-0.01</td>
<td></td>
</tr>
<tr>
<td>McBAS</td>
<td>0.63</td>
<td>0.36</td>
<td>0.36</td>
<td>0.49</td>
<td>1.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>MedianBAR</td>
<td>0.61</td>
<td>0.31</td>
<td>0.33</td>
<td>0.45</td>
<td>1.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>GIBAR</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>RI</th>
<th>EDA/P²</th>
<th>McBA</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIBAR</td>
<td>N/A</td>
<td>-0.58</td>
<td>0.56</td>
<td>0.37</td>
<td>0.99</td>
<td>-0.65</td>
<td>-0.66</td>
<td>-0.67</td>
<td></td>
</tr>
<tr>
<td>CBAM</td>
<td>0.58</td>
<td>N/A</td>
<td>0.05</td>
<td>0.28</td>
<td>1.00</td>
<td>-0.34</td>
<td>-0.36</td>
<td>-0.37</td>
<td></td>
</tr>
<tr>
<td>NDLPOP</td>
<td>0.56</td>
<td>-0.02</td>
<td>N/A</td>
<td>0.25</td>
<td>1.00</td>
<td>-0.57</td>
<td>-0.39</td>
<td>-0.31</td>
<td></td>
</tr>
<tr>
<td>RI</td>
<td>-0.37</td>
<td>-0.28</td>
<td>-0.25</td>
<td>N/A</td>
<td>1.00</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
<td></td>
</tr>
<tr>
<td>EDA/P²</td>
<td>-0.99</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>McBA</td>
<td>0.65</td>
<td>0.34</td>
<td>0.37</td>
<td>0.50</td>
<td>1.00</td>
<td>N/A</td>
<td>-0.09</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>McBAS</td>
<td>0.66</td>
<td>0.36</td>
<td>0.39</td>
<td>0.51</td>
<td>1.00</td>
<td>0.09</td>
<td>N/A</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>MedianBAR</td>
<td>0.62</td>
<td>0.31</td>
<td>0.35</td>
<td>0.46</td>
<td>1.00</td>
<td>0.00</td>
<td>0.11</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1 (b) presents the performances of technique $A$ over technique $B$ whose labels are found at the first column and first row of this table respectively. This average is determined by the techniques from $\mathcal{T}$ for solving each sub-problem of each problem from $\mathcal{L}^2$, the problems that have task duration changes modelled by Equation A.9 with $\delta = 6.0$. Table 6.1 (b) illustrates that the performance between the techniques from $\mathcal{T}$ are generally similar to those expressed in Table 6.1 (a), except that the performance of McBAR is superior to those of all other techniques, especially on MedianBAR. Further, the performance of MedianBAR is inferior by a small degree to that of McBAR,
$E^\delta_{6.0}[dSC(\text{MedianBAR, McBAR})] = -0.01$. In view of these findings and considering that Tables 6.1 (a) and (b) correspond to $\delta = 3.0$ and $\delta = 6.0$, respectively, the performance of techniques in both tables are generally not affected by the two values of $\delta$.

Let the rank of superiority in performance of a technique over other techniques in $\mathcal{T}$ be the number of other techniques on both tables to which it is superior. The techniques in $\mathcal{T}$ arranged in descending rank of superiority are: McBAR, MedianBAR, McBAS, McBA, CBAM, GIBAR, NDLPOP, RI and EDA/P2 whose performances are superior to 15, 15, 12, ten, eight, six, four, two and zero other techniques in the two tables respectively.

### 6.3 Legitimisation

The fourth thesis’ goal is to legitimise some sub-algorithms of McBAR. The legitimisation undertaken in this section is by the limited method and is as follows. As discussed in Section 1.4.4, this legitimisation is based on the principle that if technique $A$ differs from technique $B$ in regard to some components, and if, in general, $A$ performs better than $B$ in solving a given set of problems then the components of $A$ as distinct from $B$ are legitimate for $A$ to solve this set of problems. Consider a sample case of the legitimisation; and note that McBAR uses EA operators while EDA/P2 uses distribution sampling to produce offspring. If in solving most sub-problems of problems from $\mathcal{L}^2$, the performance of McBAR is better than that of EDA/P2 then the EA operators utilised in McBAR are legitimate components of McBAR to solve these sub-problems.

As implied in Sections 5.8 and 5.9, the sub-algorithmic differences of McBAR from techniques in $\mathcal{K} = \{\text{RI, NDLPOP, EDA/P2, CBAM, McBA, McBAS, MedianBAR}\}$ (defined through Table 5.1) are as follows:

1. McBAR fundamentally differs from CBAM only in using the mapping function $\mathcal{F}$.

2. McBAR differs from McBAS only in using minimal centroid repair $N$ elaborated in Section 5.6.5.
3. McBAR differs from McBA in generating genotypes through SSGS to form the $\text{Rnd}(t)$ component of its initial population (defined in Equation 5.12), where a current sub-problem set in the $t^{th}$ SOSA of a given MOE.

4. McBAR differs from MedianBAR in using mean (defined in Equation 5.1) to compute for the centroid $R(k)$ in Equation 5.12.

5. McBAR differs from EDA/P2 in using mutation and crossover operators – to form the next generation offspring in its evolutionary process – instead of sampling and estimation of a probability matrix (described in Section 2.6). Further, it differs in the use of centroid.

6. McBAR differs from NDLPOP in being an implicit memory-based approach.

7. McBAR differs from RI in using Equation 5.12 to generate an initial population for NSGA-II to evolve instead of not using any rule except SSGS.

Let us now legitimise sub-algorithms of McBAR using the results in the last section and the just enumerated differences of McBAR to other techniques in $\mathcal{X}$. Based on the legitimisation principle, the superiority in performance of McBAR to CBAM (Item 1) legitimises its use of mapping $\mathbb{F}$ since it fundamentally differs from CBAM on this sub-algorithm. Its superiority in performance to McBAS (Item 2) legitimises its use of the minimum centroid repair $N$ since it differs from McBAS on this sub-algorithm only. Its superiority in performance to McBA (Item 3) legitimises its use of the random component $S(t)$ in Equation 5.12 since it differs from McBA by this component only. As noted in Section 5.1.2, randomly generated individuals can diversify an initial population that includes them. Thus, the superiority in performance of McBAR over McBA supports the finding in [36] on the relevance of diversification of population in some EA evolutionary processes. The approximately equal performance of McBAR to MedianBAR (Item 4) does not legitimise its use of the mean to compute the centroid through Equation 5.1. The superiority in performance of McBAR to NDLPOP (Item 6) legitimises its use of the implicit memory-based approach since it differs from NDLPOP on this type of approach.
Its superiority in performance to EDA/\(\mathcal{T}^2\) (Item 5) legitimises its combined use of EA operators and centroids since it fundamentally differs from EDA/\(\mathcal{T}^2\) on these components.

Table 6.2 lists the average number of CPU cycles, on identical computing machines, required by techniques in \(\mathcal{T}\) to determine solutions to sub-problems of problems from \(\mathcal{L}^2\) (whose labels are listed in Table 4.5). This average is taken over a similar domain as in the average \(E_\delta^5[\bullet]\) in Equation 6.1. Based on the column with the heading \(\delta = 3.0\), non-variants require lesser CPU cycles to determine the solutions than variants. Among the variants, MedianBAR requires the most number of CPU cycles to determine the solutions. This last result is expected since the computation of the median in MedianBAR is more algorithmically complex (mainly due to the sorting) than the computation of the mean in McBAR based on Equations 5.14 and 5.1 respectively. The relationships of the numbers of CPU cycles for the column heading \(\delta = 3.0\) are also true for the column heading \(\delta = 6.0\). Thus, the relationships are not affected by the two values of \(\delta\).

Table 6.2: Average execution time

<table>
<thead>
<tr>
<th>Technique</th>
<th>(\delta = 3.0)</th>
<th>(\delta = 6.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>4.28 x 10^{10}</td>
<td>4.45 x 10^{10}</td>
</tr>
<tr>
<td>NDLPOP</td>
<td>4.64 x 10^{10}</td>
<td>4.71 x 10^{10}</td>
</tr>
<tr>
<td>EDA/(\mathcal{T}^2)</td>
<td>4.82 x 10^{10}</td>
<td>4.92 x 10^{10}</td>
</tr>
<tr>
<td>GIBAR</td>
<td>5.01 x 10^{10}</td>
<td>5.08 x 10^{10}</td>
</tr>
<tr>
<td>CBAM</td>
<td>5.02 x 10^{10}</td>
<td>5.10 x 10^{10}</td>
</tr>
<tr>
<td>McBAS</td>
<td>5.05 x 10^{10}</td>
<td>5.12 x 10^{10}</td>
</tr>
<tr>
<td>McBAR</td>
<td>5.28 x 10^{10}</td>
<td>5.32 x 10^{10}</td>
</tr>
<tr>
<td>MedianBAR</td>
<td>6.60 x 10^{10}</td>
<td>6.72 x 10^{10}</td>
</tr>
</tbody>
</table>

McBAR requires less computational expense than MedianBAR to determine the solutions to all sub-problems of problems from \(\mathcal{L}^2\); its performance is superior (as illustrated in Table 6.1(b)) to that of MedianBAR in solving problems from \(\mathcal{L}^2\) whose task duration changes are modelled by Equation A.9 with \(\delta = 6.0\); and its performance is superior (as illustrated in both Tables 6.1 (a) and (b)) to those of all techniques in \(\mathcal{T}\), other than itself and MedianBAR. Despite the inferior (as illustrated in Table 6.1(a)) performance
of McBAR to MedianBAR in solving problems from $\mathcal{L}^2$ whose task duration changes are modelled by Equation A.9 with $\delta = 3.0$, the results on the average execution time and on the average $E^\delta_6[\bullet]$ show McBAR to be the most versatile technique among all the techniques in $\mathcal{T}$.

6.4 Relative Performance Under Type of Changes

The limited method investigates the influence of types of changes in MOEs on the relative performance of techniques from $\mathcal{T}$, over each other, for solving problems from $\mathcal{L}^2$ set in the MOEs. This relative performance is measured in this section in terms of the average $E^\tau_{\bullet}$ defined in Equation 6.2. The following presents the results of the investigation.

Tables 6.3 to 6.5 present the relative performance of techniques from $\mathcal{T}$ measured through $E^\tau_{\bullet}[dSC(A, B)]$ where $A$ is the technique name under the column heading “Technique” and $B$ is the technique name in other table heading. Further, the integer under the column heading “Type” is the change type label $t$ enumerated in Table 4.2. From the first row of type 0 group of rows of Table 6.3, $E^\tau_0[dSC(GIBAR, McBA)] = -0.59$, $E^\tau_0[dSC(GIBAR, McBAR)] = -0.58$, $E^\tau_0[dSC(GIBAR, McBAS)] = -0.57$, and $E^\tau_0[dSC(GIBAR, MedianBAR)] = -0.61$. Thus, the performance of GIBAR is inferior to those of all the variants when the MOEs change in task duration only (type 0 in Table 4.2), the MOEs where problems from $\mathcal{P}^2$ are set. The performance of CBAM, NDLPOP, and RI is inferior to those of the variants at change type 0 based, respectively, on the second to the fourth rows of the type 0 group of rows.

The performance of the non-variants, in the type 5 group of rows in Table 6.4, is inferior to those of the variants when the change in the MOEs is of type 5 (simultaneous changes in task duration and number based on Table 4.2). The degree of inferiority is approximately of similar degree as to that found when the change in the MOEs is of Type 0. The performance of non-variants, in type 1 group of rows in Table 6.3, is inferior to that of variants when the change in the MOE is of type 1 (change in resource availability...
Table 6.3: Average $E^*_t [\bullet]$ performance under change types 0 to 2

<table>
<thead>
<tr>
<th>Type</th>
<th>Technique</th>
<th>GIBAR</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>RI</th>
<th>EDA/$F^2$</th>
<th>McBA</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>GIBAR</td>
<td>N/A</td>
<td>0.55</td>
<td>0.56</td>
<td>0.34</td>
<td>0.99</td>
<td>-0.59</td>
<td>-0.58</td>
<td>-0.57</td>
<td>-0.61</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.55</td>
<td>N/A</td>
<td>0.03</td>
<td>0.29</td>
<td>0.99</td>
<td>-0.25</td>
<td>-0.23</td>
<td>-0.21</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.56</td>
<td>-0.03</td>
<td>N/A</td>
<td>0.29</td>
<td>0.99</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.22</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.34</td>
<td>-0.29</td>
<td>-0.29</td>
<td>N/A</td>
<td>0.99</td>
<td>-0.43</td>
<td>-0.42</td>
<td>-0.38</td>
<td>-0.43</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-0.99</td>
<td>N/A</td>
<td>-0.99</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.59</td>
<td>0.25</td>
<td>0.25</td>
<td>0.43</td>
<td>0.99</td>
<td>N/A</td>
<td>-0.04</td>
<td>0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>McBAR</td>
<td>0.58</td>
<td>0.23</td>
<td>0.25</td>
<td>0.42</td>
<td>1.00</td>
<td>0.04</td>
<td>N/A</td>
<td>0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.57</td>
<td>0.21</td>
<td>0.22</td>
<td>0.38</td>
<td>1.00</td>
<td>-0.01</td>
<td>-0.05</td>
<td>N/A</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.61</td>
<td>0.25</td>
<td>0.25</td>
<td>0.43</td>
<td>1.00</td>
<td>0.05</td>
<td>0.02</td>
<td>0.07</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>GIBAR</td>
<td>N/A</td>
<td>0.59</td>
<td>0.57</td>
<td>0.40</td>
<td>1.00</td>
<td>-0.73</td>
<td>-0.72</td>
<td>-0.66</td>
<td>-0.74</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.59</td>
<td>N/A</td>
<td>0.05</td>
<td>0.26</td>
<td>1.00</td>
<td>-0.43</td>
<td>-0.48</td>
<td>-0.43</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.57</td>
<td>-0.05</td>
<td>N/A</td>
<td>0.23</td>
<td>1.00</td>
<td>-0.44</td>
<td>-0.48</td>
<td>-0.44</td>
<td>-0.50</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.40</td>
<td>-0.26</td>
<td>-0.23</td>
<td>N/A</td>
<td>1.00</td>
<td>-0.55</td>
<td>-0.58</td>
<td>-0.53</td>
<td>-0.60</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>0.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.73</td>
<td>0.43</td>
<td>0.44</td>
<td>0.55</td>
<td>1.00</td>
<td>N/A</td>
<td>0.16</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>McBAR</td>
<td>0.72</td>
<td>0.48</td>
<td>0.48</td>
<td>0.58</td>
<td>1.00</td>
<td>N/A</td>
<td>0.16</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.66</td>
<td>0.43</td>
<td>0.44</td>
<td>0.53</td>
<td>1.00</td>
<td>0.06</td>
<td>0.11</td>
<td>N/A</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.74</td>
<td>0.49</td>
<td>0.50</td>
<td>0.60</td>
<td>1.00</td>
<td>0.15</td>
<td>0.04</td>
<td>0.08</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>GIBAR</td>
<td>N/A</td>
<td>0.53</td>
<td>0.51</td>
<td>0.19</td>
<td>0.99</td>
<td>-0.82</td>
<td>-0.84</td>
<td>-0.82</td>
<td>-0.84</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.53</td>
<td>N/A</td>
<td>0.03</td>
<td>0.28</td>
<td>0.99</td>
<td>-0.71</td>
<td>-0.73</td>
<td>-0.69</td>
<td>-0.74</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.51</td>
<td>-0.03</td>
<td>N/A</td>
<td>0.24</td>
<td>0.99</td>
<td>-0.74</td>
<td>-0.75</td>
<td>-0.72</td>
<td>-0.75</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.19</td>
<td>-0.28</td>
<td>-0.24</td>
<td>N/A</td>
<td>0.99</td>
<td>-0.78</td>
<td>-0.79</td>
<td>-0.77</td>
<td>-0.79</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-0.99</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.82</td>
<td>0.71</td>
<td>0.74</td>
<td>0.78</td>
<td>1.00</td>
<td>N/A</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>McBAR</td>
<td>0.84</td>
<td>0.73</td>
<td>0.75</td>
<td>0.79</td>
<td>1.00</td>
<td>N/A</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.82</td>
<td>0.69</td>
<td>0.72</td>
<td>0.77</td>
<td>1.00</td>
<td>-0.02</td>
<td>-0.09</td>
<td>N/A</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.84</td>
<td>0.74</td>
<td>0.75</td>
<td>0.79</td>
<td>1.00</td>
<td>0.04</td>
<td>0.07</td>
<td>0.08</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Table 6.4: Average $E_t^\tau$ performance under Change Types 3 to 5

<table>
<thead>
<tr>
<th>Type</th>
<th>Technique</th>
<th>GIBAR</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>RI</th>
<th>EDA/$F^2$</th>
<th>McBA</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>GIBAR</td>
<td>N/A</td>
<td>-0.62</td>
<td>0.58</td>
<td>0.14</td>
<td>1.00</td>
<td>-0.90</td>
<td>-0.92</td>
<td>-0.89</td>
<td>-0.92</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.62</td>
<td>N/A</td>
<td>0.07</td>
<td>0.24</td>
<td>1.00</td>
<td>-0.68</td>
<td>-0.76</td>
<td>-0.70</td>
<td>-0.75</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.58</td>
<td>N/A</td>
<td>0.16</td>
<td>1.00</td>
<td>-0.71</td>
<td>-0.78</td>
<td>-0.73</td>
<td>-0.76</td>
<td>-0.75</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.14</td>
<td>-0.24</td>
<td>-0.16</td>
<td>N/A</td>
<td>1.00</td>
<td>-0.78</td>
<td>-0.82</td>
<td>-0.78</td>
<td>-0.82</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.90</td>
<td>0.68</td>
<td>0.71</td>
<td>0.78</td>
<td>1.00</td>
<td>N/A</td>
<td>-0.24</td>
<td>-0.10</td>
<td>-0.20</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.92</td>
<td>0.76</td>
<td>0.78</td>
<td>0.82</td>
<td>1.00</td>
<td>0.24</td>
<td>N/A</td>
<td>0.14</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.92</td>
<td>0.75</td>
<td>0.76</td>
<td>0.82</td>
<td>1.00</td>
<td>0.20</td>
<td>-0.05</td>
<td>0.06</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>GIBAR</td>
<td>N/A</td>
<td>-0.57</td>
<td>0.58</td>
<td>0.40</td>
<td>1.00</td>
<td>-0.21</td>
<td>-0.27</td>
<td>-0.21</td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.57</td>
<td>N/A</td>
<td>0.02</td>
<td>0.24</td>
<td>1.00</td>
<td>0.16</td>
<td>0.09</td>
<td>0.15</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.58</td>
<td>N/A</td>
<td>0.24</td>
<td>1.00</td>
<td>1.00</td>
<td>0.16</td>
<td>0.07</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.40</td>
<td>-0.24</td>
<td>-0.24</td>
<td>N/A</td>
<td>1.00</td>
<td>0.03</td>
<td>-0.06</td>
<td>0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.21</td>
<td>-0.16</td>
<td>-0.16</td>
<td>-0.03</td>
<td>1.00</td>
<td>N/A</td>
<td>-0.09</td>
<td>0.01</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.27</td>
<td>-0.09</td>
<td>-0.07</td>
<td>0.06</td>
<td>1.00</td>
<td>0.09</td>
<td>N/A</td>
<td>0.10</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.26</td>
<td>-0.09</td>
<td>-0.11</td>
<td>-0.01</td>
<td>1.00</td>
<td>-0.01</td>
<td>-0.10</td>
<td>N/A</td>
<td>-0.07</td>
</tr>
<tr>
<td>5</td>
<td>GIBAR</td>
<td>N/A</td>
<td>-0.60</td>
<td>0.59</td>
<td>0.09</td>
<td>1.00</td>
<td>-0.68</td>
<td>-0.68</td>
<td>-0.64</td>
<td>-0.68</td>
</tr>
<tr>
<td></td>
<td>CBAM</td>
<td>0.60</td>
<td>N/A</td>
<td>0.03</td>
<td>0.18</td>
<td>1.00</td>
<td>-0.36</td>
<td>-0.42</td>
<td>-0.35</td>
<td>-0.40</td>
</tr>
<tr>
<td></td>
<td>NDLPOP</td>
<td>-0.59</td>
<td>N/A</td>
<td>0.15</td>
<td>1.00</td>
<td>-0.39</td>
<td>-0.43</td>
<td>-0.38</td>
<td>-0.42</td>
<td>-0.42</td>
</tr>
<tr>
<td></td>
<td>RI</td>
<td>-0.09</td>
<td>-0.18</td>
<td>-0.15</td>
<td>N/A</td>
<td>1.00</td>
<td>-0.46</td>
<td>-0.50</td>
<td>-0.45</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>EDA/$F^2$</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>N/A</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td></td>
<td>McBA</td>
<td>0.68</td>
<td>0.36</td>
<td>0.39</td>
<td>0.46</td>
<td>1.00</td>
<td>N/A</td>
<td>-0.11</td>
<td>-0.01</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>McBAS</td>
<td>0.68</td>
<td>0.42</td>
<td>0.43</td>
<td>0.50</td>
<td>1.00</td>
<td>0.11</td>
<td>N/A</td>
<td>0.14</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>MedianBAR</td>
<td>0.68</td>
<td>0.40</td>
<td>0.42</td>
<td>0.49</td>
<td>1.00</td>
<td>0.10</td>
<td>-0.02</td>
<td>0.11</td>
<td>N/A</td>
</tr>
</tbody>
</table>
number based on Table 4.2). The last inferiority is of higher degree when the change in the MOE is of type 0: for example, $E_0^\tau [dSC(CBAM, McBAS)] < E_1^\tau [dSC(CBAM, McBAS)]$.

The type 2 group of rows in Table 6.3, type 3 group of rows in Table 6.4, and type 6 group of rows in Table 6.5 demonstrate that the performance of the non-variants is inferior to that of the variants when the changes in the MOEs are of types 2, 3 and 6 respectively. This inferiority is greater when the change in the MOEs is of type 1. Note that change types 2, 3 and 6 involve change in the total number of tasks (based on Table 4.2). The above results manifest the superiority in performance of variants over non-variants when the changes in the MOEs involve change in total number of tasks, i.e. change type 2, 3, 5 and 6. However, the performance of the variants in the type 4 group of rows in Table 6.3 is less than CBAM, NDLPOP and RI when the change in the MOEs is of type 4 which, according to Table 4.2, denotes simultaneous changes in task duration and resource availability, i.e. a type of changes that does not involve change in the total number of tasks. Tables 6.3 to 6.5 illustrate the inferior performance of EDA/\(P^2\) to all other techniques in \(T\) with any type of changes in the MOEs. Further, they manifest the approximately similar relative performance of McBAR and MedianBAR over the other techniques in \(T\).

### 6.5 Dynamic Performance

The limited method also investigates the influence of the dynamics of MOEs on the average $E_{j,k}^\varepsilon [\bullet]$ (defined in Equation 6.3) relative performance of techniques in \(T\) for solving problems from \(\mathcal{L}^2\) set in these MOEs. Before pursuing this investigation, first, let us consider the following: (a) As demonstrated in Section 6.2, the average $E_{\tau}^\delta [\bullet]$ relative performance of EDA/\(P^2\) for solving the problems is inferior to those of all other techniques in \(T\). (b) The average $E_{\tau}^\delta [\bullet]$ performance of McBAR and MedianBAR is approximately similar. (c) Not shown, the dynamics of the average $E_{j,k}^\varepsilon [\bullet]$ performance of GIBAR and CBAM relative to other techniques in \(T\) are not significantly different. Following
these observations EDA/P2, GIBAR and MedianBAR are excluded from the succeeding discussions. The techniques included in the succeeding discussions are members of the set D = {RI, NDLPOP, CBAM, McBA, McBAR, McBAS} (defined through Table 5.1).

For brevity, let the average $E^+_i[j,k]$ performance under Change Type 6 be referred to simply as the relative performance of technique A over B in the remaining portion of this section. As the second preparatory step for the investigation of the limited method in this section, let us describe a certain figure format important in presenting the dynamics of the relative performance of the techniques from D.

### 6.5.1 Figure Arrangement

The average $E^+_i[j,k]$ relative performance of technique $T$ over $S$ is illustrated in Figure 6.1 for some sub-problems $k^2_j$ of problems $k^2$ ($k$s are listed in Table 4.5) from $L^2$, where $0 \leq j \leq 12$. In Figure 6.1(a), the heading of the block of white small squares is the name of technique $T$, called the basis technique (e.g. McBAR). Further, each heading over coloured blocks is the name of the technique denoted as $S$. For example,
the blocks of squares in Figure 6.1(a) under the heading McBAS correspond to averages $E_{j,k}^\sigma [dSC(McBAR, McBAS)]$ for various combinations of indexes $j$ and $k$. This technique-heading correspondence applies to all other sub-figures of Figure 6.1.

In Figure 6.1(a), the row of blocks at a similar horizontal level as the label $S_i$ at the left of this figure corresponds to TSC $S_i$ listed in Table 4.5, where $1 \leq i \leq 3$. For example, the vertically middle blocks correspond to $S_2$. A coloured block in the figure is denoted by the $S_i$ label which is of similar level as this block, and also by the heading under which this block is found. For example, $S_2$-RI block is the vertically middle block under the RI column heading. Blocks at the same level as the $S_i$ label also correspond to an ordered set $N_i^{3,0}$ of problems from $\mathcal{L}^2$ where,

$$N_1^{3,0} = \langle 1, 7, 13, 19, 25 \rangle,$$  \hfill (6.4)

$$N_2^{3,0} = \langle 2, 8, 14, 20, 26 \rangle$$  \hfill (6.5)

and

$$N_3^{3,0} = \langle 3, 9, 15, 21, 27 \rangle.$$  \hfill (6.6)

For example, the middle blocks correspond to $N_2^{3,0}$. Inside a block at the same level as the $S_i$ label, the rows from bottom to top correspond to elements of $N_i^{3,0}$ respectively. For example, the bottom to top rows of $S_2$-RI block correspond to problems labelled 2, 8, 14, 20 and 26 respectively.

The horizontal coordinate of each small square in each block corresponds to the $j^{th}$ SOSA of the MOEs where the problems with labels from $N_i^{3,0}$ are set. Continuing the example above, the fourth small square from the left on the third row from the bottom of the $S_2$-RI block corresponds to the fourth SOSA of the MOE where problem 14 (the third element of $N_2^{3,0}$) is set, i.e. it corresponds to sub-problem $14_2^4$ (refer to Section 4.2.1 for notation). The colorbar at the rightmost of the figure maps colours in the squares to values. In the example, the colour of the small square that corresponds to
Figure 6.1: Dynamics of $E_{g,k}$ with $\delta = 3.0$ with (a) McBAR (b) McBAS (c) McBAS as basis techniques for CBAR.
sub-problem $14^2$ represents $E_{4,14}^7 [dSC(\text{McBAR, RI})]$. Considering that $E_{j,k}^7 [dSC(T, S)]$ denotes average relative performance and the horizontal coordinate denotes SOSA, each row of small squares in a block expresses the dynamics of the average $E_{j,k}^7 [dSC(T, S)]$ relative performance of a basis technique $T$ over another $S$.

In the $S_2$-RI block of Figure 6.1(a), the bottom to top rows of the vertical strip of small squares at the fourth SOSA correspond to sub-problems $2^2_1$, $8^2_1$, $14^2_1$, $20^2_1$ and $26^2_1$ (based from $N_3^{3.0} = \langle 2, 8, 14, 20, 26 \rangle$). The types of changes in the MOEs, to where these sub-problems are set, are the elements of the vector,

$$V = \langle Ct(2, 4), Ct(8, 4), Ct(14, 4), Ct(20, 4), Ct(26, 4) \rangle = \langle 2, 2, 2, 2, 2 \rangle,$$

where Equation 4.3 is used to obtain the last line. This result implies that the rows in the vertical strip all correspond to change type 2 which, based on Table 4.2, denotes an increase in the total number of tasks in the MOEs. Now, using Equations 4.6 and 6.5, we obtain a compact form,

$$V = Ct (\langle 2, 8, 14, 20, 26 \rangle , 4) = Ct (N_2^{3.0}, 4), \quad (6.8)$$

Following a similar approach and using Equation 4.7, $Nt (N_2^{3.0}, 4) = \langle 3, 4, 5, 6, 7 \rangle$. To generalise, given a vertical strip at SOSA $j$ in a block at $S_i$ level, the types of changes and size of increase in the total number of tasks in the MOEs that correspond to the bottom to top rows of this strip can be determined from $Ct (N_i^{3.0}, j)$ and $Nt (N_i^{3.0}, j)$ respectively. Using Equation 4.8, $Pt (N_i^{3.0}) = \langle T_3, T_4, T_5, T_6, T_7 \rangle$ which implies that the bottom to top rows correspond to the sub-problems constrained by the task-precedence networks $T_3$ to $T_7$ respectively.

Figures 6.1(b) and (c) differ from Figure 6.1(a) only in their corresponding basis techniques, which are McBA and McBAS respectively. For example, the fifth small square from the left (corresponds to the fifth SOSA) on the second row of the $S_3$-McBAR block in
Figure 6.1(b) corresponds to $E_{6,9}^\sigma[dSC(McBA, McBAR)]$ where index 9 is the problem label that corresponds to the second row, i.e. the second element of $N_3^{3.0}$. Note that, based on Table 4.5, all of problems from $\mathcal{L}^2$ found in $N_1^{3.0}$, $N_2^{3.0}$ and $N_3^{3.0}$ correspond to Equation A.9 with $\delta = 3.0$, such that the representation format of $E_{j,k}^\sigma[\bullet]$ in Figures 6.1(a) to (c) is called the $F_{3.0}$ format.

The representation format of $E_{j,k}^\sigma[\bullet]$ in Figures 6.2(a) to (c) only differs from that in Figures 6.1(a) to (c) by using,

$$N_1^{6.0} = \{4, 10, 16, 22, 28\}, \quad (6.9)$$

$$N_2^{6.0} = \{5, 11, 17, 23, 29\} \quad (6.10)$$

and

$$N_3^{6.0} = \{6, 12, 18, 24, 30\} \quad (6.11)$$

instead of $N_1^{3.0}$, $N_2^{3.0}$ and $N_3^{3.0}$ respectively. Note that the rows from the bottom to the top in blocks of Figure 6.2(a) to (c) correspond to problems from $\mathcal{L}^2$ with labels in $N_1^{6.0}$ to $N_3^{6.0}$ respectively. Based on Table 4.5, all of problems from $\mathcal{L}^2$ whose labels are found in sets $N_1^{6.0}$ to $N_3^{6.0}$ correspond to Equation A.9 with $\delta = 6.0$, such that the representation format of $E_{j,k}^\sigma[\bullet]$ in Figures 6.2(a) to (c) is called the $F_{6.0}$ format.

### 6.5.2 $S_1$-NDLPOP block

Let us now discuss the performance of techniques from $\mathcal{D} = \{RI, NDLPOP, CBAM, McBA, McBAR, McBAS\}$ for solving problems set in dynamic MOEs. In Figure 6.1(a), the first square from the left of the bottom row of $S_1$-NDLPOP block corresponds to sub-problem $1^2$ of problem $1^2$ from $\mathcal{P}^2$, based on the figure formatting explained above. This sub-problem is set in the first (indicated by the subscript in $1^2$) snapshot of a MOE. Based on the colorbar at the right side of the figure, the colour at the square denotes...
Figure 6.2: Dynamics of $E_{r,k}^{\sigma}$ with $\delta = 0.6$ with (a) McBAR (b) McBA (c) McBAS as basis techniques
\( E_{j,k}^\sigma [dSC(\text{McBAR}, \text{NDLPOP})] > 0 \), where \( j = 1 \) (indicates first snapshot) and \( k = 1 \) (indicates label of problem \( 1^2 \)). Note that by Equation 4.3, \( Ct(k, j) = 0 \) denotes a type of change that involves a change in task duration only, based on Table 4.2. The result implies that the performance of McBAR is better \( (E_{j,k}^\sigma [\bullet] > 0) \) than that of NDLPOP for solving the sub-problem \( 1^2 \) of problem \( 1^2 \) set in the MOE whose first SOSA has a change in task duration only.

The first to third vertical strips from the left of \( S_1^- \text{NDLPOP} \) block show that \( E_{S,Ns}^\sigma [dSC(\text{McBAR}, \text{NDLPOP})] > 0 \), for all SOSAs \( S \), \( 1 \leq S \leq 3 \) and for all problems with labels \( Ns \in N_1^{3,0} \) (labels which corresponds to squares that comprised one vertical strip at the \( S_1 \) blocks as explained in the last section). Considering that \( Ct(Ns,S) = 0 \), \( \forall S, 1 \leq S \leq 3 \) and \( \forall Ns \in N_1^{3,0} \), then the result implies that McBAR performs better than NDLPOP for solving each of the first to third sub-problems of problems with labels in \( N_1^{3,0} \); problems that are set in the MOEs whose first to third SOSAs have change in task duration only.

The fourth vertical strip of the \( S_1^- \text{NDLPOP} \) block expresses an abrupt increase in the superiority of performance of McBAR over NDLPOP for solving the fourth sub-problems of problems with labels \( Ns \in N_1^{3,0} \). The problems are set in MOEs whose fourth SOSAs have an increase in the total number of tasks only \( ( \text{change type } 2 = Ct(Ns,4) \) based on Table 4.2). The fifth to seventh vertical strips of the block show that the superiority of McBAR over NDLPOP generally continues till the seventh sub-problems of the problems.

However, the first and third rows from the bottom of the eighth vertical strip of the \( S_1^- \text{NDLPOP} \) block show that McBAR is inferior to NDLPOP for solving the eighth sub-problems of problems labelled 1 and 13 (which correspond to first and third rows, respectively, based on the figure formatting explained above). The problems are set in MOEs whose eighth SOSAs have change type \( 4 = Ct(1,8) = Ct(13,8) \), i.e. simultaneous changes in task duration and resource availabilities based on Table 4.2. The first and third rows from the bottom of the ninth vertical strip of the block show that the inferiority continues to the ninth sub-problems of the problems set in MOEs whose ninth SOSAs
have change type $0 = Ct(1, 9) = Ct(13, 9)$, the change in task duration only.

As implied above, the performance of McBAR is superior to that of NDLPOP for solving the first to third sub-problems of problems labelled 1 and 13 set in MOEs whose first to third SOSAs have change in task duration only. Thus, McBAR cannot be expected to be inferior to NDLPOP for solving the ninth sub-problems of problems labelled 1 and 13 set in the MOEs whose ninth SOSAs have similar types of changes, i.e. in task duration only. However, despite the similarity in the type of changes, the inferiority continues from the eighth (where the type of change is $4 = Ct(1, 8) = Ct(13, 8)$) to the ninth (where the type of change is $0 = Ct(1, 9) = Ct(13, 9)$) SOSAs of the MOEs. This suggests inertia in the performance of McBAR.

In contrast, the second, fourth and fifth rows from the bottom of the eighth and ninth vertical strips of $S_1$-NDLPOP block express the continuity of superiority in the performance of McBAR against NDLPOP for solving the eighth to the ninth sub-problems of problems labelled 7, 19 and 25 (which correspond to the rows respectively). These problems are set in MOEs whose eighth SOSAs have simultaneous changes in resource availability and task duration (change type 4 as explained above) and whose ninth SOSAs have change in task duration only (change type 0 as explained above).

Based on the tenth to the 12th vertical strips of $S_1$-NDLPOP block, McBAR is generally superior in performance to NDLPOP for solving the tenth to the 12th sub-problems of all problems with labels $Ns \in N^{3.0}_1$. These problems are set in MOEs whose tenth and 11th SOSAs have changes type $5 = Ct(Ns, 10)$ and $3 = Ct(Ns, 11)$ for all $Ns \in N^{3.0}_1$, the change types that involve an increase in the total number of tasks. Further, the 12th SOSAs of the MOEs has change type $0 = Ct(Ns, 12)$ for all $Ns \in N^{3.0}_1$, i.e. a change in task duration only.

Referring back to the fourth vertical strip of the $S_1$-NDLPOP block, the squares from bottom to top of this strip correspond to problems with labels 1, 7, 13, 19 and 25 (i.e. problems from $N^{3.0}_1$), respectively; problems that are set in MOEs whose fourth SOSAs have increase in the total number of tasks by 3, 4, 5, 6 and 7 (obtained from Equation 4.5 Mapping of Task IDs for CBAR
with \( Nt(N_1^{3,0}, 4) \) respectively. Based on the colour of the squares in the strip and their corresponding increase in the total number of tasks, the superiority in performance of McBAR over NDLPOP for solving the fourth sub-problems (corresponding to the fourth vertical strip) of the problems is not affected by the size of the increase in the total number of tasks at the fourth SOSAs of the MOEs where the problems with labels in \( N_1^{3,0} \) are set. Based on the discussions in Section 4.2.1, the sub-problems in problems with labels 1, 7, 13, 19 and 25 are constrained by PNTs illustrated in Figures 4.4, 4.1, 4.5 to 4.7 respectively. Thus, the superiority in performance of McBAR to NDLPOP is not affected by the type of PNT that constrained the sub-problems. An analogous conclusion can be drawn from the sixth vertical strip of the block, whose bottom to top rows correspond to 2, 4, 3, 2 and 1 (obtained from \( Nt(N_1^{3,0}, 6) \) new tasks respectively; and from the tenth vertical strip whose bottom to top rows correspond to 2, 1, 1, 1 and 1 (obtained from \( Nt(N_1^{3,0}, 10) \) new tasks respectively. Note, however, that the PNTs are related by being derived from the original PNT (illustrated in Figure 2.9) as explained in Section 4.2.1.

### 6.5.3 \( S_2 \)-NDLPOP block

The first and second vertical strips of the \( S_2 \)-NDLPOP block illustrate that \( E_{S, Ns}^{\sigma}[dSC(McBAR, NDLPOP)] > 0 \), \( \forall \, S, 1 \leq S \leq 2 \) and \( \forall \, Ns \in N_2^{3,0} = \langle 2, 8, 14, 20, 26 \rangle \). This implies that the performance of McBAR is better than that of NDLPOP for solving each of the first and second sub-problems of problems with labels in \( N_2^{3,0} \); problems set in MOEs whose first and second SOSAs have change type \( 0 = Ct(Ns, S) \), \( \forall \, S, 1 \leq S \leq 2 \) and \( \forall \, Ns \in N_2^{3,0} \), i.e. the change in task duration only.

Unlike the case of the \( S_1 \)-NDLPOP block, the abrupt increase in the superiority in performance of McBAR over NDLPOP occurs at the third SOSA. This abruptness is expressed by the third vertical strip of the \( S_2 \)-NDLPOP block. The bottom to top rows of this strip correspond (as explained in Section 6.5.1) to the problems with labels in \( N_2^{3,0} \), respectively, set in the MOEs whose third SOSAs have change type \( \langle 2, 2, 2, 2, 2 \rangle = Ct(N_2^{3,0}, 3) \) which is an increase in the total number of tasks based.
Based on the rows of the eighth vertical strip of the $S_2$-NDLPOP block, the performance of McBAR is generally inferior to that of NDLPOP for solving the eighth sub-problem of all problems with labels $Ns \in N_{2}^{3,0}$. The problems are set in the MOEs whose eighth SOSAs have change type $4 = Ct(Ns, 8)$ which is a simultaneous changes in resource availability and duration of tasks. Unlike the case of the $S_1$-NDLPOP block, based on the ninth vertical strip of $S_2$-NDLPOP block, the inferiority is not continued to the next (ninth) SOSA of the MOEs; each undergoes change type $6 = Ct(Ns, 9)$ that involves an increase in the total number of tasks. Based on the ninth to 12th vertical strips, the performance of McBAR remains superior to that of NDLPOP for solving sub-problems set at the ninth to 12th snapshots of the MOEs.

In the third vertical strip of the $S_2$-NDLPOP block, the squares from bottom to top correspond respectively to the third sub-problem of problems with labels 2, 8, 14, 20 and 26 (labels from $N_{2}^{3,0}$), problems set in MOEs whose third SOSAs have 3, 4, 5, 6 and 7 (derived from $Nt(N_{2}^{3,0}, 6)$) new tasks respectively. Based on the colour of the squares and their corresponding increases in the total number of tasks, the superiority in performance of McBAR over NDLPOP for solving the sub-problems is almost constant with respect to the size of the increase in the total number of tasks. Following the explanation in the last section, this superiority is also almost constant with respect to the types of PNT that constrain the sub-problems. Analogous conclusions can be drawn from the sixth, ninth and tenth vertical strips of the $S_2$-NDLPOP block.

### 6.5.4 $S_3$-NDLPOP block

The first two vertical strips of the $S_3$-NDLPOP block express the dynamics, of the superiority in performance of McBAR over NDLPOP, being similar to that expressed by the first two vertical strips of the $S_2$-NDLPOP block. The third to fifth rows from the bottom of the fifth vertical strip of the $S_3$-NDLPOP block illustrate that the performance of McBAR is inferior to that of NDLPOP for solving the fifth sub-problems of problems labelled 15, 21 and 27 set in MOEs whose fifth SOSAs have change type 4
The bottom row of the eighth vertical strip of the $S_3$-NDLPOP block also shows the inferiority in performance of McBAR over NDLPOP for solving the sub-problem of problem labelled 3 set in the MOE whose eighth SOSA has a change type 5 = $Ct(3,8)$ which is a simultaneous change in resource availability and the total number of tasks. The bottom rows of the ninth to $11^{th}$ vertical strips express the continuity of this inferiority for solving the ninth to $11^{th}$ sub-problems of problem labelled 3. All other unaccounted squares in the $S_3$-NDLPOP block show the superiority in performance of McBAR over NDLPOP for solving sub-problems that correspond to these squares.

In the third vertical strip of the $S_3$-NDLPOP block, the squares from bottom to top correspond, respectively, to the third sub-problems of problems with labels 3, 9, 15, 21 and 27 (labels from $N_3^{3.0}$) respectively; problems set in MOEs whose third SOSAs have 3, 4, 5, 6 and 7 (obtained from $Nt(N_3^{3.0},6)$) new tasks respectively. Based on the colour of the squares and their corresponding increases in the total number of tasks, the superiority in performance of McBAR over NDLPOP for solving the sub-problems is almost constant with respect to the size of the increase in the total number of tasks. Based on the explanation in Section 6.5.2, this superiority is also almost constant with respect to the type of PNT that constrains the sub-problems. Analogous conclusions can be drawn from the $12^{th}$ vertical strip of the $S_3$-NDLPOP block.
6.5.5 Other Blocks

Let us now consider the remaining coloured blocks in Figure 6.1(a). The $S_1$, $S_2$ and $S_3$-RI blocks are generally similar in colour variation (but not in magnitude) to those of the $S_1$, $S_2$ and $S_3$-NDLPOP blocks respectively. Likewise, the $S_1$, $S_2$ and $S_3$-CBAM blocks are generally similar in colour variations to those of the $S_1$, $S_2$ and $S_3$-NDLPOP blocks respectively. This implies that the variations in McBAR’s superiority over RI and over CBMA are generally similar to the variation in McBAR’s superiority over NDLPOP.

The notable exceptions to the last conclusion are as follows. The squares from the bottom to the top of the first and second vertical strips of the $S_2$-CBAM, $S_3$-CBAM, $S_2$-NDLPOP, $S_3$-NDLPOP, $S_2$-RI and $S_3$-RI blocks show McBAR as equally, slightly, and highly superior to CBAM, NDLPOP and RI, respectively. A similar exception can be seen in the performance of McBAR over CBAM, NDLPOP and RI in the squares from the bottom to the top of the first to the third vertical strips of the $S_1$-CBAM, $S_1$-NDLPOP and $S_1$-RI blocks respectively. Following similar reasoning as in Section 6.5.2, the types of changes that correspond to the squares are only in task durations.

The squares from bottom to top in the first vertical strip of the $S_1$-McBA block show slight superiority in the performance of McBAR over McBA in solving the first sub-problems of problems with labels found in $N^{3,0}_1$. The squares correspond to the labels respectively, and the problems are set in MOEs whose first SOSAs have change in task duration (a change type 0 which is obtained from $\langle 0, 0, 0, 0, 0 \rangle = Nt(N^{3,0}_1, 1)$). Analogous conclusions can be drawn from the second and third vertical strips of the $S_1$-McBA block.

The fourth to the last vertical strips of the $S_1$-McBA block generally express the superiority in performance of McBAR over McBA for solving sub-problems that correspond to the squares in these strips. Recall from Section 5.9 that McBAR differs from McBA in its random component only. The superiority of McBAR to McBA suggests the effectiveness of this component. Based on the colour variation of the $S_1$-McBA block, generally similar performance variation are expressed in the $S_2$ and $S_3$-McBA blocks. Further, the variation
in McBAR’s performance over McBAS expressed in the $S_1$, $S_2$ and $S_3$-McBAS blocks are generally similar to the variation in McBAR’s performance over McBA expressed in the $S_1$, $S_2$ and $S_3$-McBA blocks. Note that, although the variations are generally similar, the magnitude of McBAR’s performance over McBAS is greater than the magnitude of its performance over McBA.

### 6.5.6 Other Figures

Let us now discuss the performance variation, expressed in Figures 6.1 (b) and (c), of the techniques from $\mathcal{D}$. Note first that the blank block in Figure 6.1(b) is under the heading McBA. Thus, as explained in Section 6.5.1, McBA is the basis technique in this figure. The colour variations between blocks under NDLPOP, RI, CBAM and McBAS headings in Figure 6.1(a) and blocks under similar headings in Figure 6.1(b) are respectively generally similar which implies that the variations in performance, expressed in these blocks, of McBA (the basis technique) over NDLPOP, RI, CBAM and McBAS are generally similar to those of McBAR.

The basis technique in Figure 6.1(c) is McBAS. The colour variation between blocks under NDLPOP, RI and CBAM headings in Figure 6.1(a) and blocks under similar headings in Figure 6.1(c) are respectively generally similar which implies that the variations in performance, expressed in these blocks, of McBAS over NDLPOP, RI and CBAM are generally similar to those of McBAR.

Note that as the differential set coverage $dSC(A, B)$ in Equation 2.8 is anti-symmetric with respect to its arguments $A$ and $B$, so does the average $E_{S,Ns}^\sigma [dSC(A, B)]$. For example, $E_{S,Ns}^\sigma [dSC(McBAR, McBA)] = -E_{S,Ns}^\sigma [dSC(McBA, McBAR)]$. The variations in the performance of McBAR over McBA expressed in $S_1$, $S_2$ and $S_3$-McBAR blocks of Figure 6.1(a) are respectively opposite (due to the anti-symmetry of $E_{S,Ns}^\sigma [\bullet]$) to the variations in the performance of McBA over McBAR expressed in $S_1$, $S_2$ and $S_3$-McBA blocks of Figure 6.1(b). A similar relationship holds between McBAR and McBAS.
The variations of performance expressed in blocks of Figure 6.1 are respectively generally similar to those expressed in blocks of Figure 6.2. Considering that problems corresponding to rows in blocks of Figures 6.1 and 6.2 correspond respectively to $\delta = 3.0$ and $\delta = 6.0$, as discussed in Section 6.5.1, then the variations in the performance of the techniques from $\mathcal{D}$ are generally similar on the two amounts of $\delta$ in Equation A.9 which models change in duration of tasks associated with the figures.

### 6.6 Conclusions and Future Work

Under the limited method, the solutions to problems from $\mathcal{L}^2$ obtained by techniques from $\mathcal{T}$ demonstrated the performance of McBAR to be superior to that of the other techniques from $\mathcal{T}$, a performance defined in terms of an average of differential set coverage. This conclusion is true at any of the two values of $\delta$ used above as the parameter of Equation A.9 which models changes in task durations in MOEs where the problems are set, at any type (listed in Table 4.2) of simultaneous changes in the MOEs and at any form of PNT utilised in this chapter. For each problem from $\mathcal{L}^2$, the performance of McBAR generally becomes and remains superior, respectively, at and after the first occurrence of new tasks in the MOEs.

By comparing the performance of McBAR for solving problems from $\mathcal{L}^2$ to those of other techniques from $\mathcal{T}$, each of its sub-algorithms was supported as being legitimate. Based on the already-presented conclusions in this section, the first and fourth thesis’ goals are accomplished through the limited method.

Now, the above conclusions are only true on problems from $\mathcal{L}^2$, and each has two conflicting objectives. The next chapter will investigate the performance of the extended core algorithm of McBAR for solving problems from $\mathcal{L}^3$, where each problem has three conflicting objectives.

As discussed in Section 1.4.1, the problems from $\mathcal{L}^2$, which have been considered in this chapter, have small or large consecutive sub-problem attribute difference magnitude
(CSADM) (explained in Section 1.4.1) and are few in number. The superiority of the performance and the legitimacy of the sub-algorithms of McBAR will be investigated in Chapter 8 on problems with small CSADM only; but in greater numbers than those considered in this chapter.

There are two future research directions envisioned in relation to the topics investigated in this chapter; they are to investigate the performance of McBAR (a) at other values of the above-considered $\delta$ and (b) at forms of PNT other than those considered in this chapter.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
The last chapter demonstrated the superior performance of the reactive-predictive McBAR for solving problems from $\mathcal{L}^2 \subset \mathcal{P}^2$, each of which has two conflicting objectives – the minimisation of schedule makespan and cost. This present chapter investigates the performance of the robust reactive-predictive McBAR-P (the extended core algorithm of McBAR) for solving problems from $\mathcal{L}^3 \subset \mathcal{P}^3$, each of which has three conflicting objectives – the two mentioned above and the probability of a schedule to become infeasible (defined in Section 1.2). It begins by elaborating the algorithm of McBAR-P in Section 7.1. Then the averages and models useful for investigating the characteristics of McBAR-P and McBAR are described in Section 7.2. Using some of them, the performance enhancing parameters of McBAR-P are determined in Section 7.3. McBAR-P and McBAR are compared in Sections 7.4 to 7.6 with respect to the following aspects: (a) the financial relevance of the solutions/schedules that McBAR and McBAR-P obtained for solving the problems from $\mathcal{L}^2$ and $\mathcal{L}^3$ respectively; (b) the difference in the schedule makespans; (c) and the difference in the schedule implementation costs. The variation in the results of the comparisons due to the dynamics of the MOE, in which the problems are set, is explored in Sections 7.5 and 7.6. The investigations are undertaken to manifest the significant qualities of McBAR-P despite its being an extension, i.e. to achieve the second thesis’ goal as defined in Section 1.3. Finally, Section 7.7 gathers the conclusions and presents directions for the future research.
7.1 McBAR-Proactive

As discussed in Section 2.4.2, a reactive-predictive approach creates a baseline schedule which it revises every time change occurs in an environment in which this schedule is implemented [40]. However, the revision could incur penalties in breaching contracts made to material or labour suppliers aside from costs for material, fuel and labour for example and in executing schedule’s remaining stages after this revision. A Robust proactive approach in scheduling, on the other hand, anticipates future events to create schedules robust to changes in the environment [104, 106, 117, 208]. However, when changes in the environment are extreme the created schedules could become infeasible [117]. Intuitively, the best way of making schedules could be to combine the robust proactive and reactive-predictive approaches to gain the benefits offered by both of these approaches. As noted in Section 2.4.2, the combination of these approaches is referred to as a robust reactive-predictive approach; McBAR-P is of this type.

McBAR-P differs from McBAR primarily in being robust proactive. To create schedules, it anticipates the implementation failures of these schedules due to the changes in task duration that can trigger violation of resource constraints (as explained in Section 2.7). These schedules are solutions to the sub-problems of problems from \( \mathcal{L}^3 \). In terms of the algorithm, McBAR-P differs from McBAR only in the following: if the current change in a MOE, in which a problem from \( \mathcal{L}^3 \) is set, is only on duration of its tasks, if the unused resources in the MOE are not required to be used by the tasks and if the constraints of the resources are not violated despite the current change, then McBAR-P will not revise the schedule implemented on the last state of the MOE. Otherwise, McBAR-P will revise the schedule, but still with anticipation of future resource constraint violations. On the contrary McBAR will revise the schedules it created regardless of change type in the MOE.
7.2 Models and Averages

The following subsections discuss a model and averages useful to demonstrate the characteristics of McBAR and McBAR-P for solving dynamic problems from $\mathcal{L}^2$ and $\mathcal{L}^3$, respectively. The model is of the dynamic characteristics of the EA-based McBAR and McBAR-P with respect to their evolutionary cycles. The averages are of the makespan and cost of the non-dominated schedules/solutions to the problems, solutions found by the McBAR and McBAR-P approaches.

7.2.1 Convergence Model

Suppose McBAR solves the static sub-problem $p^2_j$ of problem $p^2$ from $\mathcal{L}^2$. The evolutionary process of McBAR begins with an initial population (as elaborated in Section 5.6.6) whose NDS has elements that form a hypersurface of certain hypervolume. At each new cycle of this process, McBARP obtains (through the Solution Production method explained in Section 5.6) a new NDS whose elements could form a new hypersurface. As this process continues, the instantaneous hypervolume of the NDS could vary with the number $t$ of evolutionary cycles, as exemplified in Figure 7.1 where the horizontal axis is the evolutionary cycle. We then associate a hypervolume trajectory to a sub-problem. This hypervolume trajectory is modelled as,

$$y(t) = DC - \frac{e^{P(t)}}{t + 1}$$

(7.1)

where $DC$ is a constant and is the hypervolume averaged over $t_\phi$ to $t_\omega$ evolutionary cycles; while,$$P(t) = \sum_{n=0}^{D_g} c_n t^n$$

(7.2)

is a polynomial whose coefficients are $c_n$; and the polynomial degree $D_g$ is chosen to avoid under and over fitting of data $d(t)$ of hypervolume of non-dominated solutions determined by McBAR at the $t^{th}$ evolutionary cycle. The polynomial $P(t)$ fits $y(t)$ best to $d(t)$ in
the least square sense, i.e.,

$$\min_{c_n} \| ln[(DC - d(t))(t + 1)] - P(t) \|^2$$

(7.3)

The convergence rate of hypervolume is defined as the number of cycles $\tau$ at which hypervolume is $\xi$ percent close to its asymptotic value,

$$\tau = y^{-1}(DC - e^{c_0} [1 - \xi])$$

(7.4)

where $\xi$ is determined to be 0.95. The topics discussed in this section also apply to McBAR-P that solves sub-problem $p^3_j$ of problem $p^3$ from $\mathcal{L}^3$. Note that the labels of problems $p^2$ and $p^3$ being solved by McBAR and McBAR-P, respectively, refer to the letter “p” which takes values from Table 4.5. Further, problem $p^3$ only differs from $p^2$ by having the additional minimisation of the probability of a schedule to become infeasible.

![Figure 7.1: Sample evolution dynamics of hypervolume](image)

7.2.2 Difference in Average Makespan and Cost

Let us now define averages related to the schedule cost of implementation and duration/makespan. The makespans of schedules as solutions to static sub-problems $x^2_\epsilon$ and $x^3_\epsilon$ are denoted as $\tau^r(x, \epsilon)$ and $\tau^p(x, \epsilon)$ respectively; these sub-problems are set in the $\epsilon^{th}$
snapshot of a MOE. Let $E_d[\bullet]$ be an averaging operator over non-dominated solutions to the problem related to its argument. For example, $E_d[\tau^p(x, e)]$ is the average makespan of non-dominated solutions to $x^3_e$. The average $E_d[\bullet]$ is in turn averaged $E_s[\bullet]$ over MOE simulations where we define a compound average operator, $E_{d,s}[\bullet] = E_s[E_d[\bullet]]$. Let us consider the difference,

$$dM_s(x, e) = E_{d,s}[\tau^r(x, e)] - E_{d,s}[\tau^p(x, e)]$$  \hspace{1cm} (7.5)

A positive value of this difference implies that, on average over the non-dominated solutions and MOE simulations, the makespans of schedules as non-dominated solutions to $x^2_e$ determined by McBAR is longer than the makespans of non-dominated solutions to $x^3_e$ determined by McBAR-P.

The total cost $f_{cs}$ of moving resources between locations of tasks in a MOE is defined in Equation A.8. Let $\gamma^r(x, e)$ and $\gamma^p(x, e)$ be the total costs of moving tasks in order to implement schedules as solutions to static sub-problems $x^2_e$ and $x^3_e$. Let us consider the difference,

$$dC_s(x, e) = E_{d,s}[\gamma^r(x, e)] - E_{d,s}[\gamma^p(x, e)]$$  \hspace{1cm} (7.6)

A positive value of this difference implies that, on average over non-dominated solutions and MOE simulations, the costs of schedules as non-dominated solutions to $x^2_e$ determined by McBAR is higher than the costs of non-dominated solutions to $x^3_e$ determined by McBAR-P.

The difference $dC_s(x, e)$ compares costs, a comparison that resembles what had been done in [199] where the difference in cost of executing a ship berthing schedule created under a robust proactive approach is compared to that of a reactive-predictive approach. This type of comparison is relevant to demonstrate the significance of McBAR-P.
7.3 Optimal Parameters

The crossover and mutation rates of the evolutionary process of McBAR-P are determined as follows: Consider the Cartesian product,

\[ C = \chi \otimes \mu \equiv \{\chi_i, \mu_j\} \]  

(7.7)

where \( i \) and \( j \) are the row and column indices of \( C \) respectively; \( \chi = [1, 2, \ldots, 9] \) and \( \mu = [0.01, 0.0588, 0.1075, 0.1563, 0.2050, 0.2538, 0.3025, 0.3513, 0.4000, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.850] \). For a given element \( (\chi_i, \mu_j) \in C \), the evolutionary process of McBAR-P is endowed with a crossover rate of \( \chi_i \) and a mutation rate of \( \mu_j \) to determine the population \( P_{28}(e, s, \chi_i, \mu_j) \) of non-dominated solutions to sub-problem 28\(^3\) (refer to notation in Section 1.2) set in the \( s^{th} \) MOE simulation. Then the hypervolume \( \mathcal{H} \{ P_{28}(e, s, \chi_i, \mu_j) \} \) of the population \( P_{28}(e, s, \chi_i, \mu_j) \) is determined using the method explained in Section 2.5.1. The hypervolume \( \mathcal{H} \{ P_{28}(e, s, \chi_i, \mu_j) \} \) is determined for each of the 30 MOE simulations; and for each of the snapshots taken at the zeroth to the 12\(^{th} \) SOSA of the MOE. The determined hypervolumes are then averaged \( E_{e,s}[\bullet] \) over the snapshots and the MOE simulations to obtain the average hypervolume,

\[ \overline{\mathcal{H}}_{28} \{\chi_i, \mu_j\} = E_{e,s}[\mathcal{H} \{ P_{28}(e, s, \chi_i, \mu_j) \}] \]  

(7.8)

This average is computed for every element of \( C \). The element \( (\chi^{\text{max}}, \mu^{\text{max}}) \) that corresponds to the maximum average hypervolume,

\[ (\chi^{\text{max}}, \mu^{\text{max}}) = \max_{(\chi,\mu) \in C_p} \overline{\mathcal{H}}_{28} \{\chi_i, \mu_j\} \]  

(7.9)

has its crossover \( \chi^{\text{max}} \) and mutation \( \mu^{\text{max}} \) rates used in the evolutionary process of McBAR-P to determine solutions to all sub-problems of all problems from \( \mathcal{L}^3 \), solutions considered in the remaining portion of the thesis.

The problem labelled 28 in Table 4.5 is from \( \mathcal{L}^3 \) and is the chosen problem to determine
the hypervolume-optimising rates due to its (a) the sequence of changes labelled $S_1$ that has the earliest successive changes (from the sixth to the eighth SOSA as can be inferred from Table 4.3) in resource availability and in the total number of tasks among all of the TSCs in Table 4.3; (b) TNIS of $T_7$ that has the most number of new tasks among all of the types of TNIS in Table 4.4; and (c) the use of $\delta$ equal to 6.0 for the task duration change model in Equation A.9, an amount of $\delta$ that is largest among considered values of $\delta$. All these extreme environmental changes will intuitively give McBAR-P the most difficulty in searching for the NDS of solutions that has a large average hypervolume. Considering that these hypervolume-optimising rates are derived from the performance of McBAR-P for solving problem 28 set in extreme environmental changes, it is legitimate to assume that if the evolutionary process of McBAR-P uses the hypervolume-optimising rates then McBAR-P will also determine an optimal average hypervolumed NDS of solutions to any sub-problem of any problem from $\mathcal{L}^3$ set in MOEs with less extreme changes than that of problem 28. This assumption is considered to justify problem 28 as the basis of the search of the hypervolume-optimising rates.

The average hypervolume $\overline{H}_{28}\{\chi_i,\mu_j\}$ in Equation 7.8 is a function of crossover $\chi_i$ and mutation $\mu_j$ rates, where $(\chi_i,\mu_j) \in C_p$ (refer to Equation 7.7) indexed $i$ and $j$. This function is plotted in Figure 7.2(a) where $\chi$ and $\mu$ are the vertical and horizontal axis respectively. From the figure, $\overline{H}_{28}\{\chi_i,\mu_j\}$ is maximum at crossover rate $\chi^{\text{max}}$ of .7 and mutation rate $\mu^{\text{max}}$ of .3025. These parametric values are used by McBAR-P to obtain the solutions to sub-problems of problems from $\mathcal{L}^3$ considered in the remaining portion of the thesis. Further, the figure shows high average hypervolume $\overline{H}_{28}\{\chi_i,\mu_j\}$ at $.2 < \mu < .7$ and at a wide range of $\chi$. This result implies a need of a high mutation rate for McBAR-P to have a high performance (in terms of hypervolume) for solving the sub-problem $28^3_e$, where $0 \leq e \leq 12$. The figure also shows a less influential crossover rate for McBAR-P to determine large average hypervolumed non-dominated solutions to the sub-problems.

Aside from the average hypervolume, an average convergence rate is also analysed at each element of $C$ in Equation 7.7. For a given element $(\chi_i,\mu_j) \in C$ of Equation 7.7,
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### 7.3 Optimal Parameters

The evolutionary process of McBAR-P is endowed with crossover and mutation rates of $\chi_i$ and $\mu_j$, respectively, to determine the solutions to sub-problem $28^3_e$ (refer to notation in Section 1.2) set in the $s^{th}$ MOE simulation. In the process of determining the solutions, the convergence rate $\tau_{28}(e, s, \chi^i, \mu^j)$ is also determined following the approach explained in Section 7.2.1. This convergence rate is determined for each of the 30 MOE simulations.

![Diagram](image)

Figure 7.2: Crossover and mutation rate as a function of (a) hypervolume (b) convergence rate

Mapping of Task IDs for CBAR
described in Section 4.4; and for each of the snapshots taken at the zeroth to the 12th SOSA of the MOE. The determined convergence rates are then averaged $E_{e,s}[\star]$ over the snapshots and over the MOE simulations to obtain the average convergence rate,

$$
\overline{\sigma}_{28} \{\chi_i, \mu_j\} = E_{e,s}[\tau_{28}(e, s, \chi_i, \mu_j)]
$$

This average convergence rate is a function of crossover $\chi_i$ and mutation $\mu_j$ rates of McBAR-P. This function is illustrated in Figure 7.2(b) which shows a small average convergence rate as the mutation rate increases. Based on the definition of convergence rate in Section 7.2.1, this result implies that as the mutation rate utilised by McBAR-P increases the number of evolutionary generations in McBAR-P decreases, i.e., the number required for the average hypervolume to reach a determined asymptote. This hypervolume is of the non-dominated solutions to sub-problems $28^3_e$ determined by McBAR-P. And, it is averaged over the snapshot $e$, where $0 \leq e \leq 12$, and over 30 MOE simulations. The figure shows the crossover rate to be less significant on the convergence rate of the average hypervolume.

### 7.4 Relevance of Proactiveness

To be able to determine the dominance of a solution to a sub-problem of a problem from $\mathcal{L}^2$ over a solution to a sub-problem of a problem from $\mathcal{L}^3$, the definition in Section 2.5 of the dominance operator $\preceq$ (used to determine set coverage) requires that these two sub-problems have a similar number of objectives. However, for any given problem labelled $p$ in Table 4.5 and any snapshot $e$, the number of objectives of sub-problem $p^2_e$ is different to that of $p^3_e$. On the other hand, based on the algorithm explained in Section 2.5.1, the computation of a hypervolume requires a common reference point (e.g. “$\diamond$” in Figure 2.12(f)) which cannot be established for the solutions to the sub-problems $p^2_e$ and $p^3_e$ due to the different number of objectives in these problems. Thus, the performances of McBAR and McBAR-P for solving the sub-problems $p^2_e$ and $p^3_e$, respectively, cannot
be compared using set coverage or hypervolume. Consequently, McBAR and McBAR-P are compared with respect to the following aspects: (a) the financial relevance of the solutions/schedules that McBAR and McBAR-P obtained in this section; (b) the difference in the makespans of the solutions/schedules considered in Section 7.5; (c) and the difference in the implementation cost of the solutions/schedules explored in Section 7.6.

Let us now explore the relevance of the robust reactive-predictive McBAR-P approach. Consider a schedule as the solution to sub-problem $12_5^3$ (fifth sub-problem of problem 12 from $L^3$) depicted in Figure 4.2, and determined through the McBAR-P approach. Based on Table 4.5, problem 12 of $L^3$ has $S_3$ TSC which, based on Table 4.3, has type 4 of changes (simultaneous changes in task duration and resource availability based on Table 4.2) at the fifth snapshot (taken at 13 time units) in which sub-problem $12_5^3$ is set. Now, at the next (sixth) SOSA of the MOE, based on Table 4.3, there is a change in task duration only (type 0 based on Table 4.2). A schedule as solution to sub-problem $12_6^3$ (set in the sixth snapshot of the MOE) is depicted in Figure 4.3. As is evident from Figure 4.2, task 17 does not overlap in time with task 16 while in Figure 4.3 it does, due to the task duration change. A similar relationship holds between pairs of tasks 32 and 15. In Figure 4.3, tasks in any of these pairs simultaneously utilise a similar type of resource at the period they overlap. However, there is no violation of any resource constraint (listed in Section 4.2), and no unused resource in the fifth snapshot is utilised in the sixth snapshot despite the overlap. Thus, based on the algorithm of McBAR-P explained in Section 7.1, the schedule for the fifth snapshot is retained for the sixth snapshot of the MOE. As pointed out above, the revision of the schedule can incur high cost, e.g. the penalty due to contract infringement with material and labour suppliers [191], such that the retention of the schedule despite environmental changes could be cost-saving. Thus, the demonstrated retention of the schedule supports the financial relevance of McBAR-P.

The correspondence between TSCs and problems from $L^3$ is found in Table 4.5. For a given TSC, the number of moments (labelled in Table 4.3 by SOSA) at which the MOE
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undergoes changes of type zero (i.e., change only on task duration, based on Table 4.2) is counted, the MOE in which the problem that corresponds to the TSC is set. The sum of this count, over all TSCs that correspond to all problems from $L^3$, is 180. Now, each MOE is simulated (described in Section 4.4) 30 times. On the average over these simulations, there are only 2.4 moments – among the 180 moments, i.e. 1.33% – whose corresponding schedules are retained. These schedules are non-dominated solutions to sub-problems set in snapshots taken at the counted moments of changes. If the above-stated cost penalty per schedule revision is extremely high, the McBAR-P approach could still be relevant despite its rare schedule retention rate; this supports the relevance of McBAR-P.

7.5 Difference in Makespan

As explained in Section 7.2.2, $d_{M,s}(x,e)$ is the difference between the average makespans of non-dominated solutions/schedules determined by McBAR and the average makespans of non-dominated solutions/schedules determined by McBAR-P for solving $x_e^2$ and $x_e^3$ sub-problems, respectively, where $x_e^K$ (refer to Section 1.2 for notation) is set in the $e^{th}$ snapshot of a MOE and is a sub-problem of problem $x^K$ from $L^K$, $K = 2, 3$. The $F_{6.0}$ formatted (explained in Section 6.5.1) Figure 7.3(a) is a plot of $d_{M,s}(x,e)$ at all pairs of problems $x$ and SOSAs $e$, where problem $x$ is in Table 4.5 and has task duration variation that follows Equation A.9 with $\delta = 6.0$; and $0 \leq e \leq 12$. It shows that at 92.8% of the pairs $d_{M,s}(x,e)$ is negative. Based on Equation 7.5, at 92.8% of the pairs, the average $E_{d,s}\{\bullet\}$ makespans of schedules obtained through McBAR is less than that of schedules obtained through McBAR-P. The difference $d_{M,s}(x,e)$ is more negative after the sixth SOSA of the MOE than otherwise, regardless of problems in the pairs. After the sixth SOSA, based on Table 4.3 in conjunction with Table 4.2, severe (defined in Section 4.2.1) types of changes that occur in the MOE are prevalent. The $F_{3.0}$ formatted Figure 7.3(b) shows an approximately similar $d_{M,s}(x,e)$ plot to that of $F_{6.0}$ formatted Figure 7.3(a). It shows that at 95.6% of its corresponding pairs $d_{M,s}(x,e)$ is negative. Note that problems which correspond to rows in Figures 7.3(a) and (b) used $\delta$ in Equation A.9 equal to 3.0
7.5 Difference in Makespan

Figure 7.3: Dynamics of average difference in (a) makespan with $\delta = 6.0$ (b) makespan with $\delta = 3.0$ (c) cost with $\delta = 6.0$ (d) cost with $\delta = 3.0$

and 6.0 respectively. Thus, regardless of the $\delta$s, TSCs and TNISs used to characterise the sub-problems $x^n_2$ and $x^n_3$, the average $E_{d,s}[\bullet]$ makespans of schedules obtained through McBAR is generally shorter than those of schedules obtained through McBAR-P.

Let us intuitively explain the recent results. In the schedule depicted in Figure 7.4(a), each horizontal strip represents a task; the subscript of the strip label $T_j$ is the task ID; the horizontal location of the strip’s left edge signifies starting time of the task; and the
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Figure 7.4: Schedule with tasks’ starting time (a) near (b)

length of the white portion of the strip represents task duration prior to a change in a MOE, while the length of the other portion represents the amount of increase in the task duration during the change in this MOE. Further, tasks represented by all the strips utilise similar resource types. Now, suppose the starting times of the tasks are close to each other. Based on the figure, when duration of the tasks change, more of these tasks could overlap in time (around \( dT_n \) in the figure). With this overlap, tasks simultaneously utilise resources of similar type, a simultaneity that could violate the constraint on these resources. One way to avoid this violation is to set the starting time of the tasks far from each other, such as those depicted in Figure 7.4(b). This figure depicts that when durations of the tasks change, few of these tasks could overlap in time (around \( dT_f \) in the figure). Considering that the McBAR-P approach anticipates avoiding resource constraint violation, the schedule it determines could be akin to that in Figure 7.4(b) where task starting times are far from each other. On the other hand, a schedule determined through McBAR, which is determined without the anticipation intended to avoid the violation, need not separate task starting times far from one another, such as those in Figure 7.4(a). The schedule in Figure 7.4(b) has a longer makespan than the schedule in Figure 7.4(a). Thus, schedules determined through McBAR-P can be expected to have longer makespans than those determined through McBAR.

7.6 Difference in Cost

As discussed in Section 7.2.2, \( dC_s(x, \epsilon) \) is the difference between the average implementation costs of non-dominated solutions/schedules determined by McBAR and the average
implementation costs of non-dominated solutions/schedules determined by McBAR-P in solving $x_e^2$ and $x_e^3$ sub-problems respectively. The $F_{6.0}$ formatted Figure 7.3(c) is a plot of $dC_s(x, e)$ at all pairs of problems $x$ and SOSAs $e$ where the problems label are from Table 4.5 and the problems have task duration variations that follow Equation A.9 with $\delta = 6.0$; and $0 \leq e \leq 12$. It shows that at 88.8% of the pairs $dC_s(x, e)$ is positive. Based on Equation 7.6, at 88.8% of the pairs, the average $E_{d,s}\{\cdot\}$ implementation cost of schedules obtained through McBAR is more costly than that of schedules obtained through McBAR-P. The difference $dC_s(x, e)$ is more positive after the fifth SOSA of the MOEs than otherwise, regardless of problems in the pairs. These MOEs are where the problems are set.

After the fifth SOSA, based on Table 4.3 in conjunction with Table 4.2, severe types of changes that occur in the above MOE are prevalent. The $F_{3.0}$ formatted Figure 7.3(d) shows an approximately similar $dC_s(x, e)$ plot to that of Figure 7.3(c). It shows that at 90% of its corresponding problem-SOSA pairs $dC_s(x, e)$ is positive. Note that problems that correspond to rows in Figures 7.3(c) and (d) used $\delta$ in Equation A.9 that are equal to 3.0 and 6.0 respectively. Thus, regardless of the $\delta$s, TSCs and TNISs used to characterise the sub-problems $x_e^2$ and $x_e^3$, the average $E_{d,s}\{\cdot\}$ implementation costs of schedules obtained through McBAR is more costly than that of schedules obtained through McBAR-P.

### 7.7 Conclusions and Future Work

The research presented in this chapter showed that McBAR-P determines some schedules with enough robustness whereby these schedules can be retained, without violating any constraint and still with high quality, at some changes in the MOE in which these schedules are implemented. If there is a high penalty for revising schedules, the manifested ability of McBAR-P is financially relevant.

The problems from $\mathcal{L}^2$ and $\mathcal{L}^3$ with the same label (e.g. 5$^2$ and 5$^3$ respectively) listed in Table 4.5 differ only in their number of objectives and being solved by McBAR and
McBAR-P, respectively, in this chapter. In addition to the last-considered characteristic, McBAR-P creates schedules with less implementation cost, but with longer durations, than those created by McBAR for solving any sub-problem of any problem with the same label found in Table 4.5.

As in the last chapter, the conclusions presented are true at any of the two values of \( \delta \) used as the parameter of Equation A.9 which models changes in task durations of the problems with labels listed in Table 4.5; true at any type of simultaneous changes in the MOEs in which the problems are set; and true at any form of PNT utilised in this chapter. Based on the conclusions presented in this section, the second goal of the thesis is accomplished.

There are two suggested future directions to follow up the research undertaken in this chapter: the investigation of the performance of McBAR at other values of the above-considered \( \delta \), and at forms of PNT other than those considered in this chapter.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
The investigations undertaken in Chapters 6 and 7 focused on the problems from the sets $\mathcal{L}^2$ and $\mathcal{L}^3$ sets that have few elements. The conclusions on the characteristics of some techniques from $\mathcal{F}$ drawn from these investigations are only valid for these few elements. To obtain widely valid conclusions (to be proven in Section 8.3.7) on the characteristics, the general method is utilised and explored in this chapter, which is organised as follows. Section 8.1 explains a method that utilises the modified Method of Steepest Ascent (MSA) (explained in Section 2.8.6). This method is applied in Section 8.2 to determine the performance-enhancing EA parametric values of EA-based techniques from $\mathcal{F}$. Some performance-enhancing parameters of EDA/$\mathcal{P}^2$ are also determined and explained in Section 8.2. The techniques are then endowed with their respective performance-enhancing parametric values. Then, they are applied by the general method to solve problems from $\mathcal{Q}^2 \subset \mathcal{M}$ where the generated solutions are used to build composite models, a building process explained in Section 8.3. These models are accurate to predict characteristics of the techniques at more problems than in each of the sets $\mathcal{L}^2$ and $\mathcal{L}^3$. The results of this model building are elaborated in Section 8.4. Making use of the models, the general method legitimises some algorithmic components of McBAR in Section 8.5. Further, it investigates in Section 8.6 the dynamic performance of the some techniques from $\mathcal{F}$. Thus, the first and fourth goals of the thesis are achieved in this chapter through the general method. Note that these same goals were also achieved in Chapter 6 through the limited method. A conclusion on the results given in this chapter is presented in Section 8.7.
8.1 Technique Performance Optimisation

This section provides information on the method referred to as Technique Performance Optimisation (TPO). This method is applied to determine the EA parametric values of each technique from \( \mathcal{E} = \{ \text{RI, NDLPOP, GIBAR, CBAM, McBA, McBAR, McBAS, MedianBAR} \} \) whereby this technique performs best for solving the extreme problem instance \( X^2 \) (described in Section 4.3.3). These EA parametric values are referred to as optimising parameters. Further, any performance referred to in this section is measured in hypervolume.

TPO utilises Method of Steepest Ascent (MSA) (described in Section 2.8.6) which involves RSM models. The first step in TPO is to decide which EA parameters of the techniques from \( \mathcal{E} \) will be included as factors in the RSM models. As explained in Section 5.9, after a number of trials, the performances of these techniques were observed to stabilise before the 300\(^{th} \) generation of their evolutionary processes. Further, the performances were found to be best with the evolutionary processes each having a selection rate of 0.5. These two parameters are excluded as factors in the RSM models; however, their values are utilised by the techniques.

In [62], various selection, crossover, and mutation methods were considered in the efficiency optimisation of a GA method. In this thesis, however, only the crossover and the mutation methods explained in Section 5.1.3 are considered for the performance optimisation of the techniques from \( \mathcal{E} \). The factors included in the RSM models are: population size \( P \), crossover rate \( \zeta \) and mutation rate \( \mu \). The values that can be taken by these factors are restricted to,

\[
40 \leq P \leq 112, \\
0.1 \leq \zeta \leq 1, \\
0.03 \leq \mu \leq 1. 
\]  

(8.1)

The population size takes values from the set,

\[
P_{sz} = \{40, 52, 64, 76, 88, 100, 112\} \equiv \{P_i\}. 
\]

(8.2)
Suppose that the parameters $P$, $\zeta$ and $\mu$ change by a similar percentage of their respective ranges in Expression 8.1. After a number of trials, the performance of any technique from $E$ was observed to change more when its population size and mutation rate independently vary than when its crossover rate varies by the same percentage. Thus, in the context of modified MSA (described in Section 2.8.6), the population size and mutation rate are regarded as important factors [31].

Using the terminologies in Sections 2.5.1, 4.3.3 and 4.4, let $H(\tau)$ denote a hypervolume of the NDS of solutions to an extreme sub-problem $X^2_i$ set in a simulation of the $i^{th}$ snapshot of a MOE, where the solutions are determined by a technique $\tau \in E$; and $0 \leq i \leq 6$. The average $E_s[H(\tau)]$ of the hypervolume $H(\tau)$ is taken over 30 simulations of the $i^{th}$ snapshot. Thus, there is an average hypervolume $E_s[H(\tau)]$ that corresponds to each extreme sub-problems $X^2_3$ to $X^2_6$. The average of $E_s[H(\tau)]$ over these extreme sub-problems is denoted by $E_s^{3:6}[H(\tau)]$. A technique $\tau$ using the above-defined optimising parameters is expected to yield a high performance measured in terms of $E_s^{3:6}[H(\tau)]$. The averaged hypervolume $E_s^{3:6}[H(\tau)]$ could vary with different sets of values of the population size, crossover rate and mutation rate used by the technique $\tau$. Thus, it is also expressed as $E_s^{3:6}[H(\tau, P, \zeta, \mu)]$.

Using the modified MSA described in Section 2.8.6 as a guide, the second step in TPO is to determine the Greek letter coefficients in the model,

$$E_s^{3:6}[H(\tau, P, \zeta, \mu)] = \hat{\alpha}_{i,\tau} + \hat{\beta}_{i,\tau}\zeta + \hat{\gamma}_{i,\tau}\mu,$$

(8.3)

where $P_i \in P_{sz}$ is defined in Equation 8.2. To search for the coefficients, Full Factorial Design (FFD) (described in Section 2.8.1) is used to form the treatment,

$$T^{j,k}_{i,\tau} = Bp_i + jc + km \equiv \langle P_i, \zeta_j, \mu_k, \tau \rangle,$$

(8.4)

where any vector considered in this section is an ordered set of population size, crossover rate and mutation rate, e.g. $x = \langle P, \zeta, \mu \rangle$; integers $j$ and $k$ take values from the set
\{-1, 0, 1\}; \mathbf{c} = \langle 0, 0.2, 0 \rangle; \mathbf{m} = \langle 0, 0, 0.1 \rangle; \text{ and } \mathbf{Bp}_i = \langle P_i, 0.7, 0.2 \rangle. \quad (8.5)

Consider a plane in the space of crossover and mutation rates. Let this plane correspond to a given population size \( P_i \) and to technique \( \tau \). When the treatments \( \mathbf{T}_{i, \tau}^{jk} \), that correspond to various values of \( j \) and \( k \), are projected onto the plane, they become the corners, edge midpoints, and centre \( (\mathbf{Bp}_i) \) of a rectangle in this plane. The base point \( \mathbf{Bp}_i \) in Equation 8.5 was determined from trial investigations to yield a large value of the averaged hypervolume \( E_{3:6}^s \left[ H(\tau, P_i, \zeta_j, \mu_k) \right] \) of non-dominated solutions determined by the technique \( \tau \) that uses a population size \( P_i \). Note that \( j \) and \( k \) are set to zero in \( \zeta_j, \tau \) and \( \mu_k, \tau \) for \( E_{3:6}^s \left[ H(\tau, P_i, \zeta_j, \mu_k) \right] \).

The extreme sub-problem \( X_i^2 \) is solved by the technique \( \tau \) using the values in the treatment \( \langle P_i, \zeta_j, \mu_k \rangle \) defined in Equation 8.4. Next, the average hypervolume \( E_{3:6}^s \left[ H(\tau, P_i, \zeta_j, \mu_k) \right] \) of the obtained non-dominated solutions are determined. This procedure is repeated for each \( P_i \in P_{sz}, j, k \in \{-1, 0, 1\} \) and \( \tau \in \mathcal{E} \). The various values of \( E_{3:6}^s \left[ H(\tau, P_i, \zeta_j, \mu_k) \right] \) obtained from the repetitions are used to determine the coefficients in Equation 8.3 following the linear model building method explained in Section 2.8.4.

The third step in TPO is to determine the optimising parameters. MSA (described in Section 2.8.6) is applied to form the treatments,

\[ \mathbf{T}_{i, \tau}^l = \langle P_i, \zeta_j, \mu_k \rangle = \mathbf{Bp}_i + l\mathbf{a}_{i, \tau}, \quad (8.6) \]

where,

\[ 0 \leq l \leq 0.7; \quad l \text{ is a multiple of } 0.1; \quad (8.7) \]

\[ \mathbf{a}_{i, \tau} = \langle 0, \hat{\beta}_{i, \tau}/\hat{\gamma}_{i, \tau}, 1 \rangle; \quad (8.8) \]
and $\hat{\beta}_{i,\tau}$ and $\hat{\gamma}_{i,\tau}$ are the coefficients in Equation 8.3 that are already determined at this stage of the TOP. Based on Equations 8.5 to 8.8, the crossover rate $\zeta_{l,\tau}$ is related to the mutation rate $\mu_{l,\tau}$ as,

$$
\zeta_{l,\tau} = (\mu_{l,\tau} - 0.2) \frac{\hat{\beta}_{i,\tau}}{\hat{\gamma}_{i,\tau}} + 0.7,
$$

(8.9)

and

$$
\mu_{l,\tau} = 0.2 + l.
$$

(8.10)

Notice that the crossover rate obtained from this equation could be outside the range of zero to one. The treatment obtained from Equation 8.6 that has a crossover rate outside the range is called an invalid treatment; otherwise, it is called a valid treatment.

The extreme sub-problem $X^2_i$ is again solved by the technique $\tau$, this time using the values in the treatment $\langle P_i, \zeta_{l,\tau}, \mu_{l,\tau} \rangle$ in Equation 8.6. The average hypervolume $E_{s}^{3.4} [H(\tau, P_i, \zeta_{l,\tau}, \mu_{l,\tau})]$ of the obtained non-dominated solutions is determined. This procedure is repeated for every $l$, $P_i$ and $\tau$. The values of $l$ and $i$ are determined at which, for a given technique $\tau$, the averaged hypervolume $E_{s}^{3.4} [H(\tau, P_i, \zeta_{l,\tau}, \mu_{l,\tau})]$ is maximum,

$$
\langle l_{max}, i_{max} \rangle = \max_{l,i} E_{s}^{3.4} [H(\tau, P_i, \zeta_{l,\tau}, \mu_{l,\tau})].
$$

(8.11)

Finally, using Equations 8.5 to 8.8, the optimising population size $P^\tau_{max}$, crossover rate $\zeta^\tau_{max}$ and mutation rate $\mu^\tau_{max}$ of the technique $\tau$ are determined from,

$$
\langle P^\tau_{max}, \zeta^\tau_{max}, \mu^\tau_{max} \rangle = \left( P^\tau_{max}, 0.7 + l^\tau_{max} \frac{\hat{\beta}^\tau_{max,\tau}}{\hat{\gamma}^\tau_{max,\tau}}, 0.2 + l^\tau_{max} \right).
$$

(8.12)

From the above discussions, the optimising parameters of the technique $\tau$ are determined by applying $\tau$ to solve the extreme problem $X^2$. If the performance of technique $\tau$, endowed with its optimising parameters, is optimal for solving the extreme problem set in a MOE that undergoes an extreme change then, based on the definitions in Section 4.3.3, it is legitimate to assume that $\tau$ would still perform best for solving the slight problem set in a MOE that undergoes a slight change. Thus, the optimising parameters in Equation
8.12 are used by the technique $\tau \in \mathcal{E}$ for solving any problem (extreme or otherwise) from $\mathcal{O}^2 \subset \mathcal{Q}^2 \subset \mathcal{M}$ after they are determined.

## 8.2 Optimising Parameters

The TPO method explained recently will now be applied to obtain the performance-enhancing EA parametric values of techniques from $\mathcal{E}$. Through this method the coefficients of the models expressed in Equation 8.3 are determined. These coefficients are presented in Table 8.1. For each row in this table, the entries under the third to the fifth columns are the coefficients of a model which corresponds to the pair of technique and population size under the first two columns respectively; and the entry under the last column is the ratio $\hat{\beta}_{i,\tau}/\hat{\gamma}_{i,\tau}$ in Equation 8.8. Consider the row in the table that corresponds to the pair of technique RI and population size of 100. This row has entries which when substituted to Equation 8.3 yields the model,

$$E_s^{3:6} [H(\text{RI}, 100, \zeta, \mu)] = 952393 + 1650\zeta + 3579\mu. \quad (8.13)$$

Based on Equation 8.2, $i = 6$ for $P_i \in P_{sz}$ to be 100. Thus, based on the considered row and the last column, the ratio $\hat{\beta}_{i,\tau}/\hat{\gamma}_{i,\tau}$ that corresponds to this model is $0.461 = \hat{\beta}_{6,\text{RI}}/\hat{\gamma}_{6,\text{RI}}$.

The last result is used to explain the next step in TPO. The model in Equation 8.13 is utilised in Equations 8.5 to 8.9 to create the set $\{T_{6,\text{RI}}^l\}$ of treatments,

$$
\begin{align*}
T_{6,\text{RI}}^0 &= \langle 100, 0.7, 0.2 \rangle; & T_{6,\text{RI}}^1 &= \langle 100, 0.7461, 0.3 \rangle; \\
T_{6,\text{RI}}^2 &= \langle 100, 0.7922, 0.4 \rangle; & T_{6,\text{RI}}^3 &= \langle 100, 0.8383, 0.5 \rangle; \\
T_{6,\text{RI}}^4 &= \langle 100, 0.8844, 0.6 \rangle; & T_{6,\text{RI}}^5 &= \langle 100, 0.9305, 0.7 \rangle; \\
T_{6,\text{RI}}^6 &= \langle 100, 0.9766, 0.8 \rangle; & T_{6,\text{RI}}^7 &= \langle 100, 1.0227, 0.9 \rangle.
\end{align*}
$$

(8.14)

The superscripts of these treatments are the values of $l$ in expression 8.7. The subscript
Table 8.1: Coefficients of models determined through TPO

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>948,362</td>
<td>458.96</td>
<td>10224.67</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>949,172</td>
<td>1154.23</td>
<td>7721.87</td>
<td>0.149</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>955,435</td>
<td>-10.79</td>
<td>-155.45</td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>952,949</td>
<td>-225.59</td>
<td>6621.90</td>
<td>-0.034</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>956,450</td>
<td>3.45</td>
<td>40.63</td>
<td>0.085</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>950,604</td>
<td>965.26</td>
<td>7645.44</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>959,491</td>
<td>-1710.33</td>
<td>-4387.08</td>
<td>0.390</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>946,420</td>
<td>348.01</td>
<td>1214.73</td>
<td>0.286</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>949,804</td>
<td>142.21</td>
<td>731.07</td>
<td>0.195</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>948,191</td>
<td>204.98</td>
<td>1108.31</td>
<td>0.185</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>948,621</td>
<td>-225.59</td>
<td>6621.90</td>
<td>-0.034</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>956,450</td>
<td>3.45</td>
<td>40.63</td>
<td>0.085</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>950,604</td>
<td>-238.39</td>
<td>-1748.94</td>
<td>0.136</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>952,866</td>
<td>-275.25</td>
<td>-793.73</td>
<td>0.347</td>
<td></td>
</tr>
</tbody>
</table>

CBAM

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>948,913</td>
<td>31.55</td>
<td>10994.86</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>952,887</td>
<td>-719.79</td>
<td>6428.90</td>
<td>-0.112</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>954,912</td>
<td>84.75</td>
<td>1242.14</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>953,783</td>
<td>298.33</td>
<td>851.29</td>
<td>0.340</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>950,631</td>
<td>-540.11</td>
<td>9071.17</td>
<td>-0.060</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>952,393</td>
<td>1650.13</td>
<td>3579.05</td>
<td>0.461</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>951,268</td>
<td>-4833.48</td>
<td>9400.17</td>
<td>-0.514</td>
<td></td>
</tr>
</tbody>
</table>

GIBAR

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>943,123</td>
<td>282.16</td>
<td>2084.07</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>952,887</td>
<td>-2969.69</td>
<td>6245.47</td>
<td>-0.347</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>948,823</td>
<td>2092.03</td>
<td>-2474.00</td>
<td>-0.846</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>937,414</td>
<td>477.11</td>
<td>3882.09</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>944,527</td>
<td>391.48</td>
<td>7170.53</td>
<td>0.055</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>939,307</td>
<td>1145.28</td>
<td>2463.04</td>
<td>0.465</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>939,367</td>
<td>6245.47</td>
<td>-0.697</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

RI

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>983,507</td>
<td>-1489.10</td>
<td>6750.11</td>
<td>-0.221</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>983,179</td>
<td>-1707.01</td>
<td>7999.91</td>
<td>-0.200</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>986,091</td>
<td>-954.70</td>
<td>5170.02</td>
<td>-0.185</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>981,627</td>
<td>296.33</td>
<td>7692.67</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>982,125</td>
<td>450.46</td>
<td>9064.32</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>976,364</td>
<td>14185.01</td>
<td>0.909</td>
<td></td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>972,064</td>
<td>282.16</td>
<td>2084.07</td>
<td>0.135</td>
<td></td>
</tr>
</tbody>
</table>

NDLPOP

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>988,216</td>
<td>525.93</td>
<td>3442.37</td>
<td>0.153</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>988,370</td>
<td>664.80</td>
<td>5770.80</td>
<td>0.115</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>990,826</td>
<td>216.13</td>
<td>806.72</td>
<td>0.268</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>990,699</td>
<td>403.96</td>
<td>3469.25</td>
<td>0.116</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>991,232</td>
<td>1674.47</td>
<td>4707.68</td>
<td>0.426</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>988,875</td>
<td>1761.69</td>
<td>4508.63</td>
<td>0.391</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>985,233</td>
<td>3620.10</td>
<td>7907.97</td>
<td>0.458</td>
<td></td>
</tr>
</tbody>
</table>

McBA

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>982,760</td>
<td>106.64</td>
<td>12438.00</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>990,287</td>
<td>-232.62</td>
<td>4066.40</td>
<td>-0.057</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>981,362</td>
<td>4769.27</td>
<td>10076.62</td>
<td>0.473</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>995,489</td>
<td>295.60</td>
<td>2882.07</td>
<td>0.321</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>989,760</td>
<td>336.03</td>
<td>4963.11</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>991,014</td>
<td>754.78</td>
<td>3912.23</td>
<td>0.193</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>986,468</td>
<td>3345.16</td>
<td>7122.86</td>
<td>0.470</td>
<td></td>
</tr>
</tbody>
</table>

McBAR

<table>
<thead>
<tr>
<th>τ</th>
<th>Coefficient</th>
<th>P_i</th>
<th>β_i</th>
<th>γ_i</th>
<th>P_i/γ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>978,547</td>
<td>2833.02</td>
<td>6648.57</td>
<td>0.426</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>977,807</td>
<td>347.52</td>
<td>11153.03</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>981,529</td>
<td>111.43</td>
<td>5157.92</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>979,056</td>
<td>137.44</td>
<td>11660.12</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>981,014</td>
<td>-309.82</td>
<td>8006.33</td>
<td>-0.039</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>978,264</td>
<td>739.29</td>
<td>13037.04</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>985,351</td>
<td>-506.60</td>
<td>1850.71</td>
<td>-0.274</td>
<td></td>
</tr>
</tbody>
</table>
6 of the treatments is the index in $P_6 = 100$. Notice that the last treatment $T_{6,RI}^{6.7}$ expresses that RI is supposed to use a population size of 100, a crossover rate of 1.0227 and a mutation rate of 0.9. Thus, as defined in Section 8.1, this treatment is an invalid one. Consequently, RI that has these parametric settings was not applied to solve the extreme problem $X^2$, an application intended to determine the average hypervolume $E_s^{3.6} [H(\text{RI}, 100, 1.0227, .9)]$ (notation based on Equation 8.13).

The set of treatments in Equation 8.14 corresponds to only one model (Equation 8.13) whose coefficients are found in the row of Table 8.1 that was noted above. For each row in this table, a set of treatments is determined by the same process as in the last paragraph. The components (e.g. in $⟨100, 0.9305, 0.7⟩$) of each valid treatment (defined in Section 8.1, e.g. $T_{6,RI}^{0.5}$ in Equation 8.14) in this set are used by the technique (e.g. RI) that corresponds to this set. This technique is then applied to solve the extreme problem $X^2$. The solutions obtained are used to compute the average hypervolume $E_s^{3.6} [H(\tau, P_i, \zeta_{l,\tau}, \mu_{l,\tau})]$ that corresponds to a valid treatment $T_{l,\tau}^l$ in the set. Note that the elements of this set correspond to $l$ defined in expression 8.7.

Each of the Figures 8.2 to 8.8 plots the average hypervolume $E_s^{3.6} [H(\tau, P_i, \zeta_{l,\tau}, \mu_{l,\tau})]$ at each value of population size $P_i \in P_{sz}$ and parameter $l$ in expression 8.7, where its vertical and horizontal axes are the population size and mutation rate respectively. These figures correspond to RI, CBAM, McBA, McBAR, MedianBAR, McBAS, NDLPOP and GIBAR respectively. For example, Figure 8.1 corresponds to RI. Now, the row labelled 100 in this figure corresponds to the set $\{T_{6,RI}^l\}$ of treatments expressed in Equation 8.14 and its furthest left to furthest right rectangles correspond to parameter $l$ which has values of zero to 0.7, respectively, with 0.1 intervals. By using the values of $l$ for Equation 8.10, the rectangles in the row also correspond to mutation rates of 0.2 to 0.9, respectively, with 0.1 increments. By using these mutation rates for Equation 8.9 with $\hat{\beta}_{6,RI}/\hat{\gamma}_{6,RI} = 0.461$ (this equality is explained above), the rectangles in the row labelled 100 correspond to crossover rates of 0.7, 0.7461, 0.7922, 0.8383, 0.8844, 0.9305, 0.9766 and 1.0227 respectively. Thus, the first rectangle (corresponds to $l = 0$) from the left of row labelled 100 in Figure 8.1 is
the colour hue-represented average hypervolume $E_{s}^{3.6}[H(\text{RI}, 100, \zeta_{6,\text{RI}}, \mu_{6,\text{RI}})]$ determined through RI that uses a population size of 100, a crossover rate of 0.7 and a mutation rate of 0.2 for solving the extreme problem $X^2$.

![Figure 8.1: Observed hypervolume of solutions determined by RI under TPO](image)

Figure 8.1: Observed hypervolume of solutions determined by RI under TPO

Note that the colour representation in Figures 8.2 to 8.8 depends on the scale expressed by the colour bar to the right and beside each of these figures. Thus, similarly coloured rectangles in different figures could represent different average hypervolumes. As declared above, the average hypervolume that corresponds to the invalid treatment $T_{0.7,\text{RI}}$ was not determined. All undetermined average hypervolumes are indicated in all of the figures as unfilled rectangles. This scheme explains the presence of the unfilled rectangle at population size 100 and mutation rate 0.9, a coordinate in Figure 8.1 that corresponds to the invalid treatment $T_{0.7,\text{RI}}$ considered above.

Let us now characterise Figures 8.2 to 8.8. Generally, in each row of each of these figures, the average hypervolume first increases with mutation rate then decreases at some point. Consider for example row 88 of Figure 8.3 which corresponds to McBA that
Figure 8.2: Observed hypervolume of solutions determined by CBAM under TPO

Figure 8.3: Observed hypervolume of solutions determined by McBA under TPO
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Figure 8.4: Observed hypervolume of solutions determined by McBAR under TPO in this case uses a population size of 88. In this row, the average hypervolume is higher when the mutation rate used by McBA is within 0.7 and 0.9 inclusive than otherwise. Based on the definitions of hypervolume and average hypervolume $E_{\tau}^{3.6} [H(\tau, P, \zeta, \mu, \tau)]$ in Sections 2.5.1 and 8.1, respectively, the quality of solutions can be measured in terms of the average hypervolume, where these solutions are obtained by the technique $\tau$ from $E$ for solving the extreme problem $X^2$. Thus, row 88 of Figure 8.3 demonstrates that the quality of solutions obtained by McBA for solving $X^2$ is higher when McBA uses a mutation rate of 0.7, 0.8 or 0.9. Note that McBA also uses a population size of 88 and the crossover rate that can be obtained through the process explained above. The average hypervolume dynamics (pattern of changes and not values) across row 88 is basically similar to that of the other rows in Figures 8.2 to 8.8. Therefore, the quality of solutions obtained by any technique from $E$ for solving $X^2$ is generally higher when this technique uses a mutation rate of 0.7, 0.8 or 0.9.

Consider Figure 8.2 which corresponds to CBAM. The maximum average hypervolume
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Figure 8.5: Observed hypervolume of solutions determined by MedianBar under TPO

Figure 8.6: Observed hypervolume of solutions determined by McBAS under TPO
depicted in this figure is at a population size of 76 (equal to $P_4$ base on Equation 8.2) and a mutation rate of 0.8. The ratio $\hat{\beta}_{i,\tau}/\hat{\gamma}_{i,\tau} = \hat{\beta}_{4,\text{CBAM}}/\hat{\gamma}_{4,\text{CBAM}} = -0.034$ is obtained by using the population size and the technique named CBAM for Table 8.1. Then, a crossover rate of 0.6786 is obtained by using the ratio and the mutation rate for Equation 8.9. The maximum average hypervolume implies that CBAM performs best for solving the extreme problem $X^2$ when using a population size of 76, a mutation rate of 0.8 and a crossover rate of 0.6786. Based on Sections 8.1 and 4.3.3, although this implication is valid only for solving $X^2$, it is legitimate to assume that CBAM would also perform optimally for solving any problem from $O^2$.

![Figure 8.7: Observed hypervolume of solutions determined by NDLPOP under TPO](image)

All the performance-optimising EA-parametric values of each technique in $E$ are obtained through the process just explained and are presented in the upper part of Table 8.2. Based on this table portion and on Section 4.3.3, all techniques in $E$ performed optimally for solving any problem from $O^2$ when using a population size in $P_{sz}$ greater than 75, a crossover rate greater than 0.6 and a mutation rate greater than 0.6. Note that,
Figure 8.8: Observed hypervolume of solutions determined by GIBAR under TPO

Based on Section 8.1, these techniques also use a selection rate of 0.5 and terminate their respective evolutionary processes after 300 generations. The last column of the upper part of Table 8.2 corresponds to the maximum average hypervolume in each of Figures 8.2 to 8.8. The techniques arranged in descending order of maximum average hypervolume are: McBAR, MedianBAR, McBA, McBAS, GIBAR, CBAM, NDLPOP and RI. Hence, the performance of McBAR is the best of all the techniques in $\mathcal{E}$ for solving the extreme problem $X^2$. Based on Sections 8.1 and 4.3.3, this conclusion translates as McBAR possibly having the best performance among all the techniques for solving any problem from $O^2$.

Using the definitions in Section 6.3, Table 8.2 illustrates that the optimal performances of the techniques (from $\mathcal{E}$) which apply the mapping function $\mathcal{F}$ (e.g. McBAR, MedianBAR, McBA and McBAS) are better than those of the techniques that do not (e.g. CBAM and RI). Further, the optimal performance of RI is the worst of all techniques in $\mathcal{E}$. Note that RI does not follow any rule, except SSGS, for creating any initial population.

The set $\mathcal{E}$ of techniques does not include EDA/$\mathcal{P}^2$. To present all the performance-
optimising parameters of techniques from $\mathcal{T}$, the process of determining the EDA/$\mathcal{P}^2$-performance boosting values of learning rate $\lambda$ and percentage $\rho$ (respectively defined in Items 7 and 5 of the last enumeration in Section 5.8) are presented here despite this process being not RSM-related. The process is as follows. The parameters $\lambda$ and $\rho$ are restricted to take values in the range 0.1 to 0.9 with a 0.1 interval. For each pair of permissible $\lambda$ and $\rho$ values, EDA/$\mathcal{P}^2$ solves the extreme problem $X^2$ (described in Section 4.3.3) from $\mathcal{O}^2$. Then the performance defined in terms of the average $E^x_{\alpha}[H(\text{EDA}/\mathcal{P}^2, \lambda, \rho)]$ (i.e. the hypervolume is a function of the technique EDA/$\mathcal{P}^2$, $\lambda$ and $\rho$) is determined from the solutions obtained by EDA/$\mathcal{P}^2$. The performances that correspond to all of the pairs are plotted in Figure 8.9. This figure illustrates that the performances are generally high at $\lambda$ greater than 0.6 and $\rho$ greater than 0.4. Among the pairs, EDA/$\mathcal{P}^2$ performs best at $\lambda$ and $\rho$ each being 0.8 which is presented in the lower part of Table 8.2. Note in this lower portion that EDA/$\mathcal{P}^2$ has the worst performance – measured in hypervolume – among all the techniques from $\mathcal{T}$.

### 8.3 Voxel Models

As emphasised in Chapter 1, the general method is applied to build empirical models through RSM. Each of these models describes the dynamics of the relative performances of two different techniques from $W = \{\text{RI, CBAM, McBA, McBAR, McBAS, MedianBAR}\}$ (defined in Table 5.1). These performances are for solving the problems from $\mathcal{O}^2 \subset \mathcal{Q}^2 \subset$
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\[ M \] and are measured in terms of the set coverage explained in Section 2.5.2. From here onwards, each of the models will be referred to as dynamical model. Let us now provide information on how the general method develops the dynamical models.

**8.3.1 Factors**

First, let us look into the factors that constitute the dynamical models. Consider a set of task duration changes sampled from the model in Equation A.9 with \( \delta = 3.0 \) and another set of task duration changes sampled from the same model with \( \delta = 6.0 \). The performances of techniques in \( W \) were demonstrated in Section 6.2 to be generally independent of the task duration changes in both sets, where these changes occur in a MOE in which a problem from \( L^2 \) is set. Based on this result, all task duration changes in the MOE are screened-out (as defined in Section 2.8.3) as factors in the dynamical models.

The factors included in the dynamical models are the number of new tasks and the numbers of newly broken resources of types \( R_1 \) and \( R_2 \) at every SOSA \( c \) in the significant range of orders (SRO). As noted in Section 4.3.1, SRO range from the third to the sixth

---

**Figure 8.9: Performance of EDA/\( P^2 \) at various values of its parameters**
SOSA of any MOE. These factors are denoted as,

\[ x_{3c-8} \Rightarrow \text{number of new tasks}, \]
\[ x_{3c-7} \Rightarrow \text{number of newly broken resources of type } dR_1, \]
\[ x_{3c-6} \Rightarrow \text{number of newly broken resources of type } dR_2, \]

where the symbol \( \Rightarrow \) denote correspondence. Based on the SRO, there are 12 factors in each of the dynamical models; three factors correspond to each SOSA in the SRO. For example, factors \( x_7, x_8 \) and \( x_9 \) respectively denote the number of new tasks and the numbers of newly broken resources of types \( R_1 \) and \( R_2 \) at the fifth SOSA of a MOE.

There are various combinations of the values of the 12 factors. Using the terminology in Section 2.8, each of the combinations is considered as a treatment to a computing experiment that simulates a MOE whose changes are codified in the combination. The general expression of treatment for the dynamical models is,

\[ x = \langle x_1, x_2, \ldots, x_{12} \rangle. \]  
(8.16)

A particular treatment could be,

\[ x = \langle 1, 2, 0, 3, 4, 1, 4, 3, 0, 0, 1, 4 \rangle. \]  
(8.17)

This treatment expresses that at the third SOSA of the MOE there are: one new task, two newly broken resources of type \( R_1 \), and no newly broken resources of type \( R_2 \); at the fourth SOSA there are: three new tasks, four newly broken resources of type \( R_1 \), and one newly broken resource of type \( R_2 \); and so on.

As noted in Section 4.3.2, the definition of any problem from \( \mathcal{O}^2 \) is incomplete; at the third to the sixth SOSA of a MOE in which any problem from \( \mathcal{O}^2 \) is set, the number of new tasks, the number of newly broken resources of type \( R_1 \) and the number of newly broken resources of type \( R_2 \) are undefined. These numbers are all defined in the treatment expressed in Equation 8.16. Thus, the partial definition in Sections 4.3.1 and 4.3.2
of any problem from $\mathcal{O}^2$ including all the information encoded in the treatment, which corresponds to this problem, completes the definition of this problem.

### 8.3.2 Resolutions, Levels and Ranges

At each SOSA in the SRO, the number of new tasks and the numbers of newly broken resources of both $R_1$ and $R_2$ types are integers, such that, the resolutions (defined in Section 2.8) of their corresponding factors is unity. Factors that represent the number $x_{3c-8}$ of new tasks, the number $x_{3c-7}$ of newly broken resources of type $R_1$ and the number $x_{3c-6}$ of newly broken resources of type $R_2$ at the $c^{th}$ SOSA have ranges expressed in,

\[
\begin{align*}
0 & \leq x_{3c-8} \leq 5, \\
0 & \leq x_{3c-7} \leq 4, \\
0 & \leq x_{3c-6} \leq 4,
\end{align*}
\] (8.18)

where $3 \leq c \leq 6$; and these factors have six, five and five levels respectively.

Based on expression 8.18, the number $x_{3c-8}$ of new tasks can be zero at each SOSA $c$ in the SRO, i.e. $3 \leq c \leq 6$. Further, based on Section 4.3.1, there is no new task at the first ($c = 1$) and at the second SOSA ($c = 2$) of a MOE in which any problem from $\mathcal{O}^2$ is set. Thus, it is possible that no new task can appear in the entire dynamics of the MOE, i.e. $\forall c$ in the range $0 \leq c \leq 6$. Let an irrelevant problem be a problem from $\mathcal{M}$ set in a MOE whereby no new task appears. Further, let an irrelevant treatment be a treatment that corresponds to an irrelevant problem. For example,

\[
i = (0, 2, 1, 0, 4, 1, 0, 3, 2, 0, 1, 4).
\] (8.19)

is an irrelevant treatment. Now, implicit in Section 5.9, the performance of McBAR for solving a problem from $\mathcal{M}$ is expected to be similar to that of CBAM when this problem is set in a dynamic MOE with no new task. Thus, to possibly differentiate the performances of McBAR and CBAM, the problem from $\mathcal{O}^2 \subset \mathcal{Q}^2 \subset \mathcal{M}$ that has at least one new task
is the type of problem considered in the thesis. Let the set \( \{ R^2 \} \), referred to as relevant problems, be composed of all problems from \( \mathcal{O}^2 \), each set in a dynamic MOE that has at least one new task. Using the notations in Equations 8.16 and 8.15, all problems from \( \{ R^2 \} \) correspond to treatments with each having at least one component/factor, which represents a number of new tasks, greater than zero. Let the set \( \{ t \} \) of all of these treatments be referred to as relevant treatments. It is assumed from here onwards that every problem from \( \mathcal{O}^2 \) and every treatment are elements of \( \{ R^2 \} \) and \( \{ t \} \) respectively.

### 8.3.3 Multiple Models

Let us now explain why a single polynomial model is not practically suitable to model the dynamic performance of any technique from \( \mathcal{W} = \{ \text{RI, CBAM, McBA, McBAR, McBAS, MedianBAR} \} \) (also defined in Table 5.1) for solving problems from \( \mathcal{O}^2 \). After several tests, the polynomial models of order less than five were observed as statistically inadequate to model the dynamic performance.

Let us now consider the case of building a fifth or higher order polynomial model of the dynamic performance. As elaborated in Section 4.4, each of the seven (zeroth to sixth) sub-problems of a considered problem from \( \mathcal{O}^2 \) is sequentially simulated and then solved for 30 times. The results of these simulations are used to determine a value that corresponds to the problem. The values that correspond to various problems from \( \mathcal{O}^2 \), as will be explained below, are used to determine the coefficients of a considered model. The number \( N_c \) of coefficients of a fifth or higher order polynomial model with 12 factors is equal to or greater than 6,188 based on,

\[
N_c = 1 + \sum_{n=1}^{N_p} \frac{1}{n!} N_f (N_f + 1) \cdots (N_f + n - 1).
\]

(8.20)

where \( N_p \) is the polynomial order; and \( N_f \) is the number of factors in this polynomial. Considering that the number of unknown coefficients in a polynomial model must be lesser than the number of the experimentally-derived values necessary to determine these coef-
ficients \cite{141}, then the number of simulated sub-problems from $O^2$ necessary to produce the required set of values to build a polynomial model of order higher than four must be more than $1,299,480 = 6,188$ experimentally-derived values $\times$ 30 simulations $\times$ seven sub-problems. Thus as it takes a few minutes for our computing system to solve each of the simulated sub-problem, the polynomial model is impractical to build.

To summarise, polynomial models of order less than five with the 12 factors are statistically inadequate as models of the dynamic performance of the techniques in $W$, and polynomial models of order greater than four with the 12 factors are impractical to build. Consequently, the model building process of the general method cannot practically be realised by using a single polynomial model. A model composed of several polynomials is therefore used to characterise the dynamic performance. It should be noted that, in the space with 12 factors as dimensions, the regions of applicability of these constituting polynomials are designed not to overlap. From here onwards, the composite model will be referred to as the composite dynamical model and will be described in Section 8.3.7.

### 8.3.4 Voxels

Let us now investigate the regions of applicability of the polynomials that comprise the composite dynamical model. Let $X = X_1 \otimes X_2 \otimes \cdots \otimes X_{12}$ be a discrete space where $X_i$ is a set (e.g. \{0, 1, \ldots , 5\}) of unique values that factor $x_i$ is allowed to take based on the ranges in expression 8.18, where $1 \leq i \leq 12$. Note that all treatments/points in $X$ correspond to all problems from $O^2$. Let the set $X_{3c-8}$, which corresponds to the number $x_{3c-8}$ of new tasks, be broken into two parts,

\[
X_{3c-8}^w = \{0, 1, 2\}, \\
X_{3c-8}^h = \{3, 4, 5\},
\]

referred to as low and high ranges respectively. Further, let the factors $x_{3c-8}^w$ and $x_{3c-8}^h$ take values from the sets $X_{3c-8}^w$ and $X_{3c-8}^h$ respectively. Note that both of these factors
have three levels. Now, let the space $X$ be subdivided as,

$$X = \bigcup_{i,j,k,l = \{w,h\}} X_{i,j}^{k,l},$$

(8.22)

where each of $i, j, k$ and $l$ is either $w$ or $h$; and,

$$X_{i,j}^{k,l} = X_1^i \otimes X_2 \otimes X_3 \otimes X_4^l \otimes X_5 \otimes X_6 \otimes X_7 \otimes X_8 \otimes X_9 \otimes X_10 \otimes X_{11} \otimes X_{12}$$

(8.23)

is a subset of $X$ referred to as voxel. Note that the subdivision of space $X$ is made along the factors $x_{3c-8}$ which represent the numbers of new tasks. Based on this subdivision, there are 16 voxels in $X$. Their labels are presented in Table 8.3 where “Low” and “High” (ranges) correspond to $w$ and $h$ in Equation 8.22 respectively; and the column headings – third to the sixth SOSA of a MOE – correspond to $i, j, k$ and $l$ in Equation 8.23 respectively. For example, voxel 12 is a set of points/treatments,

$$X_{h,h}^{h,h} = X_{3\times3-8}^h \otimes X_2 \otimes X_3 \otimes X_{3\times4-8}^w \otimes X_5 \otimes X_6 \otimes X_{3\times5-8}^h \otimes X_8 \otimes X_9 \otimes X_{3\times6-8}^h \otimes X_{11} \otimes X_{12}.$$ 

(8.24)

For each of the 16 voxels, a second order polynomial model that accurately predicts the responses (defined in Section 2.8) to all the treatments inside this voxel is built and is considered to correspond to this voxel. The composite dynamical model considered in Section 8.3.3 is constituted of models which correspond to all the 16 voxels. From here onwards, the constituting model is referred to as dynamical sub-model.

Let us now substantiate the division of the range of the number $x_{3c-8}$ of new tasks into the two sub-ranges, “High” and “Low”, in Equation 8.21. As explained in Section 8.3.3, our preliminary tests showed that the polynomial models of order less than five were statistically inadequate to model the dynamic performance of any technique from $\mathcal{W}$ (defined above and in Table 5.1) for solving some problems from $\mathcal{O}^2$. This inadequacy may be due to the highly non-linear performances of the techniques from $\mathcal{W}$. This type of performances was observed in Section 6.5 when the techniques solved the problems set.
in a MOE that undergoes increase in the number of tasks. The degree of non-linearity may be reduced if the range of the number of new tasks is reduced as was done in the last paragraph through Equation 8.21. With the reduction in non-linearity, a second order model could possibly adequately model the performance of any technique from $W$ over the reduced range. The range reduction approach is akin to cutting a highly non-linear tenth order polynomial curve to obtain less non-linear sub-curves which could be approximated by second order polynomials. The domains of these sub-curves are analogous to the voxels.

### 8.3.5 Problems from $\chi^2$

Let us now explore the design of the treatments (defined in Equation 8.16) whose corresponding responses are used to build the second order polynomial dynamical sub-models described in the last sub-section. Based on Section 2.8.1, the design must be rotatable in order for the dynamical sub-model obtained through it has even prediction accuracy across the voxel that corresponds to this sub-model. As the factors described in Section 8.3.2 take integral values, there is a choice between centre-faced CCD and BBD to design the treatments. Based on Section 2.8.1, centre-faced CCD is not rotatable. Hence, the nearly rotatable [141] BBD was chosen as the treatment design method for building the second order polynomial dynamical sub-models.
BBD produces treatments with factor coded values in the set,

\[ X_{BBD} = \{-1, 0, 1\}. \] (8.25)

The actual/natural values of the factors in expression 8.15 for the treatments described in Equation 8.16 are determined through,

\[ x_{3c-7} = 2(x_{BBD} + 1) \] (8.26)

and

\[ x_{3c-6} = 2(x_{BBD} + 1), \] (8.27)

where \( x_{BBD} \in X_{BBD} \) and \( 3 \leq c \leq 6 \). The factor values at the “Low” and “High” ranges are determined through,

\[ x^w_{3c-8} = x_{BBD} + 1 \] (8.28)

and

\[ x^h_{3c-8} = x_{BBD} + 4 \] (8.29)

respectively.

For each voxel in Table 8.3, and considering the 12 factors in Equation 8.16, the BBD design produces 204 treatments which are all elements of the voxel; none of these treatments is an irrelevant treatment (defined in Section 8.3.2); and these treatments are used to build a dynamical sub-model for the voxel following the procedure described in Section 2.8.4. At most 30 treatments are formed randomly; are different from the 204 treatments; are elements of the voxel; are not irrelevant treatments; and are used to verify the prediction accuracy (explored in Section 2.8.5) of the dynamical sub-model. Thus, with 16 dynamical sub-models needed to build one dynamical composite model, there are at most 3,744 ( = \{204 BBDed treatments + 30 prediction accuracy testing treatments\} \times 16 voxels) treatments. These treatments have one-to-one correspondence with the problems that constitute \( \mathcal{X}^2 \subset \mathcal{O}^2 \subset \mathcal{M} \). Thus, \( \mathcal{X}^2 \) has at most 3,744 problems, to be solved.
by each technique from \( \mathcal{W} \). Note that each problem from \( \mathcal{X}^2 \) is a relevant problem and since \( \mathcal{X}^2 \subset \emptyset^2 \) then \( \mathcal{X}^2 \subset \{ R^2 \} \). Each of the treatments is simulated 30 times (explained in Section 4.4). Thus, the maximum total number of problem simulations is \( 112,320 = 3,744 \text{ problems} \times 30 \text{ simulations} \); a practically computable size, thereby supporting the relevance of the voxelation (space subdivision) approach in Section 8.3.4.

### 8.3.6 Form of the Dynamical Sub-Model

Before describing the form of the dynamical sub-model, let us define a relative average performance of a pair of techniques \( T_a, T_b \in \mathcal{W} \) (defined in Table 5.1). Suppose technique \( T_a \) determines a set \( A \) of solutions to a sub-problem \( p_3^2 \) (see Section 4.2.1 for notation) set in a simulation of the third snapshot of a dynamic MOE. Further, technique \( T_b \) determines a set \( B \) of solutions to the same sub-problem. From the sets \( A \) and \( B \), the differential set coverage \( dSC \left( T_a, T_b \right) \) can be obtained using Equations 2.6 to 2.8. The differential set coverages, that correspond to sub-problems \( p_4^2 \) to \( p_6^2 \), can be determined in the same manner. The average of differential set coverages over \( p_3^2 \) to \( p_6^2 \) sub-problems is denoted as \( E^{3:6} [dSC \left( T_a, T_b \right)] \) and referred to as the \textit{Averaged Relative Performance over Sub-problems} (ARP\textsuperscript{SB}). Note that this average corresponds to a single simulation of a dynamical MOE in which the sub-problem is set. The average of \( E^{3:6} [dSC \left( T_a, T_b \right)] \) over 30 simulations of the MOE is denoted as \( E^{3:6}_s [dSC \left( T_a, T_b \right)] \) and referred to as the \textit{Averaged Relative Performance over Sub-problems and Simulations} (ARP\textsuperscript{SBs}). To indicate the influence of treatment \( x_m \) on the ARP\textsuperscript{SBs} and the voxel – labeled \( m \) – to which this treatment belongs, ARP\textsuperscript{SBs} is relabelled as \( E^{3:6}_s [dSC_m \left( T_a, T_b, x_m \right)] \).

The dynamical sub-model \( M_m \left( T_a, T_b \right) \) that models ARP\textsuperscript{SBs} is expressed as a second order polynomial,

\[
E^{3:6}_s [dSC_m \left( T_a, T_b, x_m \right)] = \hat{\alpha}_{a,b,m} + \sum_{i=1}^{N_f} \hat{\beta}_{i}^{a,b,m} y_{i,m} + \sum_{i=1}^{N_f} \hat{\gamma}^{a,b,m}_{i,j} y_{j,m} + \sum_{i=1}^{N_f} \hat{\omega}^{a,b,m}_{i} y_{i,m}^2,
\]  

(8.30)
where,

\[ x_m = \langle y_{1,m}, y_{2,m}, \ldots, y_{12,m} \rangle; \quad (8.31) \]

for \(3 \leq c \leq 6\) (i.e. the significant range of orders),

\[
y_{3c-8,m} = x_{r(m)}^{3c-8}, \]

\[
y_{3c-7,m} = x_{3c-7}, \]

\[
y_{3c-6,m} = x_{3c-6}, \quad (8.32)\]

\(r(m)\) is either \(w\) or \(h\) depending on which voxel, labelled \(m\) in Table 8.3, the treatment \(x_m\) belongs; \(N_f = 12\) is the number of factors; the pair of techniques \(T_a\) and \(T_b\) are both from \(W\); and the Greek letters are the constant coefficients of the model. Note that this dynamical sub-model is only valid at and corresponds to voxel \(m\) defined in Equation 8.22.

Given a treatment \(x_m\), the prediction of this sub-model is denoted as \(M_m(T_a, T_b, x_m)\).

### 8.3.7 Composite Model

A composite dynamical model (described in Section 8.3.3) \(C(T_a, T_b)\) is created for each pair of different techniques \(T_a\) and \(T_b\) in \(W\). It is composed of 16 dynamical sub-models; each corresponds to a unique voxel whose label is found in Table 8.3. Given a treatment \(x_m\), the prediction of the composite model is denoted as \(C(T_a, T_b, x_m)\).

For any given treatment \(x_m \in X\) (defined in Equation 8.22), a voxel \(m\) is determined to which this treatment belongs. Then, using Equation 8.30, \(E^{3:6}_s[dSC_m(T_a, T_b, x_m)]\) can be obtained. This process could be viewed as though the composite dynamical model is the one used to predict \(E^{3:6}_s[dSC_m(T_a, T_b, x_m)]\) given the treatment. To emphasise this concept, the index \(m\) is sometimes dropped from \(E^{3:6}_s[dSC_m(T_a, T_b, x_m)]\) in the foregoing to obtain \(E^{3:6}_s[dSC(T_a, T_b, x)]\). As \(x\) can be any element of \(X\) then the composite dynamical model can be used to predict \(E^{3:6}_s[dSC(T_a, T_b, x)]\) at any treatment in \(X\).

Based on the factor ranges in expression 8.18, the factors representing the number \(x_{3c-8}\) of new tasks, the number \(x_{3c-7}\) of newly broken resources of type \(R_1\) and the
number $x_{3c-6}$ of newly broken resources of type $R_2$ have six, five and five levels, respectively, for each $c$ in the range $3 \leq c \leq 6$ (i.e. four SOSAs). Thus, the domain $X$ (defined in Equation 8.22) of the composite model $C (\text{McBAR}, T_b)$ has $506,250,000 = (6 \text{ levels} \times 5 \text{ levels} \times 5 \text{ levels})^4$ SOSAs points/treatments. Because of the one-to-one correspondence between treatments and problems from $O^2$, this number of points is the same number of problems whose solution attributes (e.g. $\text{ARP}^{o,b}_S$) can accurately be predicted by the composite model (built through the general method). Thus, the conclusions derived from this model could be accurate at number of problems much higher than the number (only 30) of problems considered in the limited method.

### 8.4 Dynamical Model Development

Let us now explore the results obtained by the general method on the development of dynamical sub-models that have the form expressed in Equation 8.30. This development follows the procedures discussed in Section 2.8.4. Each of the dynamical sub-models expresses $\text{ARP}^{o,b}_S$ (defined in Section 8.3.6) of a pair of techniques from $W$ (defined in Table 5.1). Table 8.4 lists the selected pairs of techniques whose $\text{ARP}^{o,b}_S$’s are being modelled. In the foregoing, it is assumed that all of the listed techniques in Table 8.4 utilise their respective performance-optimising EA-parametric values in Table 8.2. Thus, based on the explanations in Section 8.1, each of the two paired techniques could perform at its best for solving any problem from $O^2$.

**Table 8.4: Pairs of techniques from $\mathcal{T}$ whose $\text{ARP}^{o,b}_S$’s are being modelled**

<table>
<thead>
<tr>
<th>$P$</th>
<th>$I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRAM</td>
<td>RI</td>
</tr>
<tr>
<td>CRAM</td>
<td>M-CBAR</td>
</tr>
<tr>
<td>RI</td>
<td>M-BA</td>
</tr>
<tr>
<td>RI</td>
<td>M-CBAR</td>
</tr>
<tr>
<td>RI</td>
<td>M-BAS</td>
</tr>
<tr>
<td>RI</td>
<td>MedianBAR</td>
</tr>
<tr>
<td>McBA</td>
<td>M-CBAR</td>
</tr>
<tr>
<td>McBAR</td>
<td>M-BAS</td>
</tr>
<tr>
<td>McBAR</td>
<td>MedianBAR</td>
</tr>
</tbody>
</table>
8.4.1 Model Building

For a given pair of techniques $T_a$ and $T_b$ in Table 8.4 and a given voxel labelled $m$, a linear preliminary dynamical sub-model (defined in Equation 8.30) is fitted, following the procedure outlined in Section 2.8.4, to $\text{ARP}^a\text{S}^b\text{S}^i$'s determined from the solutions obtained by each of the techniques for independently solving some relevant problems from $\mathcal{X}^2 \subset \{R^2\}$. As explained in Section 8.3.5, these relevant problems correspond to the 204 BBBDed treatments contained in voxel $m$ (voxel labels are listed in Table 8.3). The insignificant terms according to the t-test considered in Section 2.8.3 are screened-out from the preliminary dynamical sub-model. Following the same fitting and screening processes, a second preliminary dynamical sub-model, which has linear and interaction terms, is fitted to similar $\text{ARP}^a\text{S}^b\text{S}^i$'s and then screened. Then, a third preliminary dynamical sub-model, which has linear, interaction and quadratic terms, is fitted and then screened in a similar manner as in the last preliminary dynamical sub-model. The Box-Behnken design yields unaliased models of up to quadratic orders [165]. Thus, the three preliminary dynamical sub-models are unaliased. Among these preliminary dynamical sub-models, the F-test statistically significant and highest ordered dynamical sub-model is selected as the final dynamical sub-model used to predict $\text{ARP}^a\text{S}^b\text{S}^i$'s at treatments in and made to correspond with voxel $m$. Based on Section 8.3.6, this final dynamical sub-model is denoted as $M_m (T_a, T_b)$. The accuracy of $M_m (T_a, T_b)$ is verified by comparing its prediction to the observed $\text{ARP}^a\text{S}^b\text{S}^i$'s $(E_3^{36} [dSC_m (T_a, T_b, x_m)])$ determined from the solutions obtained by the pair of techniques for independently solving some relevant problems from $\mathcal{X}^2 \subset \{R^2\}$. These relevant problems correspond to the 30 prediction-accuracy testing treatments (e.g. $x_m$) described in Section 8.3.5 and contained in voxel $m$.

The model building process just presented is applied to obtain the 16 final dynamical sub-models that correspond to all voxels described in Section 8.3.2. Thereby, one composite dynamical model $C (T_a, T_b)$ (see Section 8.3.7 for notation) is obtained that corresponds to the pair of techniques $T_a$ and $T_b$. The process of obtaining a composite model is applied to build the nine composite dynamical models that correspond to
the nine pairs of techniques in Table 8.4. Thus 144 (= 16 sub-models \times 9 pairs) final dynamical sub-models are built.

The Analysis of Variance (ANOVA) results of building the 144 final dynamical sub-models are found in \url{http://cs.adelaide.edu.au/~optlog/research/RSM/voxelsANOVA.pdf}. Due to space limitation, only the ANOVA results of building the final dynamical sub-model \(M_7\) (McBAR MedianBAR) are presented here and are found in Table 8.5. In this table, the model types are linear, linear plus interaction, and quadratic polynomials. The screened linear, linear plus interaction, and quadratic preliminary forms of \(M_7\) (McBAR, MedianBAR) have F-test p-values of 0.216263 > 0.05, 0.009535 < 0.05 and 0.009587 < 0.05 respectively. Thus, based on the model selection guideline explained in Section 2.8.2, the quadratic preliminary dynamical sub-model is selected as the final \(M_7\) (McBAR, MedianBAR) dynamical sub-model. Shaded model types in Table 8.5 and in the tables in \url{http://cs.adelaide.edu.au/~optlog/research/RSM/voxelsANOVA.pdf} are the model types of the 144 final dynamical sub-models elaborated in the last paragraph. All of the final dynamical sub-models have F-test p-values less than 0.05 and hence are all significant.

Table 8.5: ANOVA of final \(M_7\) (McBAR, MedianBAR) sub-model

<table>
<thead>
<tr>
<th>(T_a)</th>
<th>(T_b)</th>
<th>Model Type</th>
<th>df</th>
<th>(SSr)</th>
<th>(MSSr)</th>
<th>df</th>
<th>(SSe)</th>
<th>(MSSe)</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>McBAR</td>
<td>MedianBAR</td>
<td>Linear</td>
<td>12</td>
<td>0.144408</td>
<td>0.012034</td>
<td>181</td>
<td>1.663385</td>
<td>0.00919</td>
<td>1.30946</td>
<td>6 (&gt; 0.05)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interaction</td>
<td>55</td>
<td>0.719574</td>
<td>0.013083</td>
<td>138</td>
<td>1.088219</td>
<td>0.007886</td>
<td>0.44554</td>
<td>0.009535</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic</td>
<td>78</td>
<td>0.945001</td>
<td>0.012115</td>
<td>115</td>
<td>0.862792</td>
<td>0.007503</td>
<td>0.14839</td>
<td>0.009587</td>
</tr>
</tbody>
</table>

8.4.2 Data Diagnostics

Each of the final dynamical sub-models described in the last sub-section is diagnosed for adequacy (defined in Section 2.8.2). Due to space limitation, all of the adequacy test results on each of the final dynamical sub-models are found in \url{http://cs.adelaide.edu.au/~optlog/research/RSM/DOEfigures.pdf}. Further, only the adequacy test results on the final dynamical sub-model \(M_7\) (McBAR, MedianBAR) (described in the last sub-section) are shown here and are illustrated in Figures 8.10 to 8.15. The leverages
of the members of a data set illustrated in Figure 8.10 are below twice its average. The members of this data set are ARP\textsuperscript{S}\textsuperscript{S}\textsuperscript{S}'s used to build the final dynamical sub-model \( M_7 \) (McBAR, MedianBAR). Figure 8.11 shows the Cook’s distances of the members as being mostly below 0.026 (derived from Equation 2.22). Three outliers (defined in Section 2.8.2), or 1.47% of the members, whose Cook’s distances are above 0.06, are removed from the data set. Almost all of the members have Difference in Fits (DFFITS) between ±2, as depicted in Figure 8.12. Using DFFITS as a basis, no outlier in the data set is removed. Figure 8.13 exhibits a nearly linear normal plot of the studentised residuals derived from the data set and \( M_7 \) (McBAR, MedianBAR). Each member of the data set which corresponds to a treatment is plotted in Figure 8.14 against the value predicted by \( M_7 \) (McBAR, MedianBAR) at the same treatment. The plotted points are around the 45° line in this figure. The plot of the predicted values and their corresponding previously-considered studentised residuals is exhibited as being random in Figure 8.15. Thus, Figures 8.10 to 8.15 prove that the final dynamical sub-model \( M_7 \) (McBAR, MedianBAR) passes all the diagnostic tests enumerated in Section 2.8.2. From each of the data sets used to build the 144 final dynamical sub-models deliberated in Section 8.4.1, 1.5% or less of its members are removed based only on Cook’s distance. Each of the 144 final dynamical sub-models passed all of the diagnostic tests.

### 8.4.3 Model Predictions

After providing information in the last two sub-sections on the general adequacy and significance of the final dynamical sub-models, let us now explore the general predictive accuracy of these dynamical sub-models. Due to space limitation, only the predictive accuracy of the final dynamical sub-model \( M_7 \) (McBAR, MedianBAR) is presented here. As declared in Section 8.3.5, at most 30 relevant treatments from \( \mathcal{X}^2 \) (defined in Section 8.3.5) are randomly generated – all contained in voxel 7 at which the dynamical sub-model is valid – and are used to verify the prediction accuracy of the dynamical sub-model. Let the set of these treatments be denoted as \( T = \{ t^j_7 \} \) where, the subscript 7 indicates to
Figure 8.10: Leverage for the final $M_7$ (McBAR, MedianBAR) sub-model

Figure 8.11: Cooks Distance for the final $M_7$ (McBAR, MedianBAR) sub-model
which voxel these treatments belong; and the superscript \( j \) has the range \( 1 \leq j \leq |T| \). The final dynamical sub-model \( M_7(\text{McBAR, MedianBAR}) \) (has a form expressed in Equation 8.30) is used to predict ARP\(^{o\text{Sb}S_i}\) at each treatment \( t^j_7 \in T \). The predicted ARP\(^{o\text{Sb}S_i}\)s are plotted as the middle curve in Figure 8.16. The upper and lower curves in this figure bound the 95% prediction interval (defined in Section 2.8.5) of the predicted ARP\(^{o\text{Sb}S_i}\)s. The horizontal axis is the index \( j \) of a relevant problem from \( X^2 \) (defined in Section 8.3.5) denoted as \( N^2(j,7) \) that corresponds to the relevant treatment \( t^j_7 \).

![Figure 8.12: DFFITS for the final \( M_7(\text{McBAR, MedianBAR}) \) sub-model](image)

Based on Section 4.4, every relevant problem \( N^2(j,7), 1 \leq j \leq |T| \), is simulated 30 times. Let \( C^j_7 \) denotes the group of ARP\(^{o\text{Sb}S_i}\)s (defined in Section 8.3.6) derived from the solutions obtained by McBAR and MedianBAR for independently solving all simulations of the relevant problem \( N^2(j,7) \). The standard deviation of all ARP\(^{o\text{Sb}S_i}\)s in \( C^j_7 \) is indicated by the length of the vertical strip straight above problem/instance index \( j \) in Figure 8.16. The average of all ARP\(^{o\text{Sb}S_i}\)s in \( C^j_7 \) is the vertical coordinate of the centre of the vertical strip. Note that this average is equivalent to ARP\(^{o\text{Sb}S_i}\) based on the definitions in Section...
8.3.6. Further, both \( \text{ARP}^{o}\text{S}\text{b}^{i} \) and the standard deviation of \( \text{ARP}^{o}\text{S}\text{b}^{s} \) are derived from differential set coverage as explained in Section 8.3.6. Thus, the vertical axis is labelled as differential set coverage.

As evident in Figure 8.16, 90% \( (\approx 26 \times 100\%/29) \) of the simulation-obtained \( \text{ARP}^{o}\text{S}\text{b}^{i} \)s (represented by the centres of the vertical strips) declared in the last paragraph are within the 95% prediction interval. Therefore, this result supports the accuracy of the final dynamical sub-model \( \text{M}_{7} (\text{McBAR}, \text{MedianBAR}) \) for predicting \( \text{ARP}^{o}\text{S}\text{b}^{i} \)s. Plots of the same format as Figure 8.16 that correspond to all the final dynamical sub-models described in Section 8.3.5 are found in http://cs.adelaide.edu.au/~optlog/research/RSM/DOEfigures.pdf. Each of these plots has characteristics that also support the prediction accuracy of its corresponding final dynamical sub-model for predicting \( \text{ARP}^{o}\text{S}\text{b}^{i} \)s at the prediction-accuracy testing treatments located in the voxel that corresponds to this final dynamical sub-model.
All the final dynamical sub-models described in Section 8.3.5 have now been demonstrated as being adequate, significant and prediction-accurate. Thus they can now be used for the other processes of the general method that are discussed in the succeeding sections. Before using them, let us discuss the following.

Consider the relevant problem $N^2(1,7)$ whose corresponding vertical strip is straight above index 1 in Figure 8.16. As implied above, this problem corresponds to treatment $t^1_7 \in T$ and is simulated 30 times, thereby obtaining the set $C^1_7$ of $ARP^{os}$'s. These $ARP^{os}$'s are plotted in Figure 8.17 against simulation indices. The distance between the standard deviation lines (lowest and highest solid horizontal lines) in this figure is the standard deviation of the elements of $C^1_7$. The levels of the lowest and highest solid horizontal lines are equal, respectively, to those of the top and bottom of the vertical strip indexed 1 in Figure 8.16. The level of the middle horizontal solid line in Figure 8.17 is the average of elements in $C^1_7$ and is equal to the level of the centre of the strip. Figure 8.17 depicts the elements of $C^1_7$ as having a large standard deviation relative to their range.

![Predicted versus actual for the final M_7 (McBAR, MedianBAR) sub-model](image)

Figure 8.14: Predicted versus actual for the final $M_7$ (McBAR, MedianBAR) sub-model
of values, -1 to 1 based on Equation 2.9. This magnitude is also demonstrated by the length of the vertical strip indexed 1. The vertical strips not indexed by 1 in Figure 8.16 generally depict large standard deviation of their respective sets of ARP\textsuperscript{oSb}s. All plots in http://cs.adelaide.edu.au/~optlog/research/RSM/DOEfigures.pdf of the same format as Figure 8.16 also manifest profiles of the standard deviation of ARP\textsuperscript{oSb}s to be generally similar to that of Figure 8.16.

Let us now investigate this last result. As noted in Section 4.4, the duration of any unfinished task in one simulation of a relevant problem from \( \{R^2\} \) could differ from that of a similarly-IDed unfinished task in other simulations of the same relevant problem. Thus, different simulations of this problem could involve different dynamic scheduling problems. The solutions to these different scheduling problems could yield largely different ARP\textsuperscript{oSb}s across the simulations, thereby obtaining a large standard deviation of these ARP\textsuperscript{oSb}s. Note, however, that the standard deviation of the quantities, derived from the solutions obtained by an EA-based algorithm solving a similar problem at different runs
Figure 8.16: Predictions of the final \( M_7 \) (McBAR, MedianBAR) sub-model.
8.5 Legitimising the Components of McBAR

Let us now deliberate on the procedure undertaken by the general method (i.e. using RSM-built models) to legitimise the algorithmic components of McBAR. In Section 6.3, the legitimisation of the components involves the comparison of the performance of McBAR, for solving the relevant problems from \( \{ R^2 \} \), to those of techniques from \( \mathcal{K} \subset \mathcal{J} \). In this section, the other subset \( \mathcal{W} = \{ RI, CBAM, McBA, McBAR, McBAS, MedianBAR \} \) (also defined in Table 5.1) of \( \mathcal{J} \) is utilised for the legitimisation instead of \( \mathcal{K} \). As the dynamical composite model can be utilised to compare the performance of McBAR and to that of any of the other techniques, it is utilised for the legitimisation by the general method.

The first step in the legitimisation of the components of McBAR is the application of MCS, where 10,000 relevant treatments are randomly selected from \( \{ t \} \) (defined in Section
The composite model $C(McBAR, T_b)$ is then used to predict $ARP^{osbS}$'s at these selected treatments where, $T_b \in W$. These $ARP^{osbS}$'s are then averaged where the result is denoted as $E_{s,t}^{3:6}[dSC(McBAR, T_b)]$ and referred to as *Average Relative Performance over Treatments (ARP^oT)*.

Referring to Section 8.3.7, the domain of any composite model has 506,250,000 treatments. Thus, using the composite model to predict $ARP^{osbS}$'s at all of these treatments to determine $E_{s,t}^{3:6}[dSC(McBAR, T_b)]$ is computationally expensive. Thus, MCS is applied instead. The $ARP^o$Ts that correspond to all pairs of McBAR and the other techniques in $W$ are presented in Table 8.6. Before discussing this table, however, let us investigate several aspects.

Based on Section 2.5.2, the performance of McBAR is better than that of another technique $T_b$ for solving a given problem if $dSC(McBAR, T_b) > 0$. Applying the average $E_{s,t}^{3:6} [\bullet]$ operator on the expression $dSC(McBAR, T_b) > 0$ yields $E_{s,t}^{3:6}[dSC(McBAR, T_b)] > 0$. Thus, we define the performance of McBAR as better than that of $T_b$ for solving the relevant problems from $\{R^2\}$ if $E_{s,t}^{3:6} [dSC(McBAR, T_b)] > 0$. Based on the same section, $dSC(McBAR, T_b) = -dSC(T_b, McBAR)$. Applying the average $E_{s,t}^{3:6} [\bullet]$ operator to the last equation yields, $E_{s,t}^{3:6}[dSC(McBAR, T_b)] = -E_{s,t}^{3:6} [dSC(T_b, McBAR)]$.

<table>
<thead>
<tr>
<th>$T_a$</th>
<th>$T_b$</th>
<th>$E_{s,t}^{3:6}[dSC(T_a, T_b)]$ ± $\sigma_{s,t}^{3:6}[dSC(T_a, T_b)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBAM</td>
<td>McBAR</td>
<td>-0.8216 ± 0.1140</td>
</tr>
<tr>
<td>RI</td>
<td>McBAR</td>
<td>-0.8275 ± 0.1016</td>
</tr>
<tr>
<td>McBA</td>
<td>McBAR</td>
<td>-0.0853 ± 0.1541</td>
</tr>
<tr>
<td>McBAR</td>
<td>MedianBAR</td>
<td>0.0341 ± 0.1180</td>
</tr>
<tr>
<td>McBAR</td>
<td>McBAS</td>
<td>0.1907 ± 0.1740</td>
</tr>
</tbody>
</table>

The first and second columns of Table 8.6 comprise the pair of techniques from $W$ used in the $E_{s,t}^{3:6} [\bullet]$ operator. In the third column, the value to the left of the ± sign is $E_{s,t}^{3:6} [dSC(T_a, T_b)]$ which relates to the techniques in the first and the second columns that are techniques $T_a$ and $T_b$ respectively. Further, the value to the right of the ± sign is the standard deviation $\sigma_{s,t}^{3:6}dSC(T_a, T_b)$ of $ARP^{osbS}$'s predicted by the composite model $C(T_a, T_b)$ as part of the MCS noted in this sub-section.
Let us now discuss the results presented in Table 8.6. From this table, $E^{3.6}_{s,t}[dSC (CBAM, McBAR)] = -0.8216$ which implies that $E^{3.6}_{s,t}[dSC (McBAR, CBAM)] = 0.8216 > 0$ based on the above explanations. Thus, based on the definition in the second to the last paragraph, the performance of McBAR is better than that of CBAM for solving the problems from $\{R^2\}$. In addition, $E^{3.6}_{s,t}[dSC (McBAR, McBAS)] = 0.1907 > 0$ which implies that the performance of McBAR is better than that of McBAS for solving similar problems. Note that $E^{3.6}_{s,t}[dSC (McBAR, MedianBAR)]$ is just above zero. Further, the standard deviation $\sigma^{3.6}_{s,t}dSC (T_a, T_b) = 0.118$ is large relative to the average $E^{3.6}_{s,t}[dSC (McBAR, MedianBAR)] = 0.0341$. This demonstrates that the performance of McBAR is not significantly better than that of MedianBAR for solving the problems.

Based on the legitimisation concept presented in Section 4.4 and based on Table 8.6, the superior performance of McBAR over that of CBAM, RI, McBA, MedianBar and McBAS legitimises the following components of McBAR respectively: the mapping operation $F$ explained in Section 5.5; the memory-based approach; the random component of the initial population defined in Section 5.6.6; the use of mean to compute for centroid in Equation 5.1; and the minimal centroid repair method $N$ investigated in Section 5.6.5.

### 8.6 Dynamics of Average Performance

Let us now explore how the general method manifests the dynamical performance of McBAR, relative to those of the other techniques in $W$ (defined in Table 5.1) for solving the relevant problems from $\{R^2\}$. This performance is measured in terms of ARP$^{\omega\omega\omega}$T defined in Section 8.5 and is relabelled as $E^{3.6}_{s,t}[dSC (McBAR, T_b, \beta, n, c)]$, where $T_b \in W$ to indicate its dependency on some variables and on a factor name. The factor $\beta$ is the dynamical factor of interest that could be the number of new tasks, the number of newly broken resources of type $R_1$, or the number of newly broken resources of type $R_2$ where $\beta$ is substituted in $E^{3.6}_{s,t}[dSC (McBAR, T_b, \beta, n, c)]$ as either $\tau$, $\rho_1$ or $\rho_2$ respectively. Further, the variables are the SOSA $c$ of a MOE in which a problem from $\{R^2\}$ is set; and the value $n$ of factor $\beta$ at a given $c$. Based on Sections 4.3.1 and 4.3.2, the value of $n$ is zero.
at the zeroth to the second SOSA of the MOE. The SOSA \( c \) considered for the analysis in this sub-section is in the range \( 3 \leq c \leq 6 \), i.e. in the significant range of orders defined in Section 4.3.1.

The process of determining \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \beta, n, c)] \) is explained next through an example. Let the relevant treatment \( x \) in \( \{t\} \) (defined in Section 8.3.2) be expressed as,

\[
x = (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}).
\] (8.33)

Further, let the dynamical factor of interest be the number of new tasks (i.e. \( \beta = \tau \)). To determine \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \tau, n, c)] \)s at all pairs of \( n \) and \( c \), where \( 1 \leq n \leq 5 \) and \( 3 \leq c \leq 6 \):

1. Set \( n = 1 \) and \( c = 3 \).

2. Set the factor \( x_1 \) in Equation 8.33 to \( n \) while set the factors \( x_4, x_7 \) and \( x_{10} \) to zero. Notice that, based on expression 8.15, the factors \( x_1, x_4, x_7 \) and \( x_{10} \) represent the numbers of new tasks appearing, respectively, from the third to the sixth SOSA of the MOE in which the problem from \( \{R^2\} \) that corresponds to treatment \( x \) is set.

3. Set all the other factors in treatment \( x \) to random integral values that satisfy the ranges in expression 8.18. This step completes the specification of the treatment.

4. Predict an ARP\(^{oSB^i} \) given the treatment \( x \) using the composite model \( \mathbf{C} (McBAR, T_b, x) \) as explained in Section 8.3.7.

5. Repeat 1,000 times the steps 2 to 4 to obtain 1,000 treatments in \( \{t\} \), then use these treatments to predict 1,000 ARP\(^{oSB^i} \)s through the composite model.

6. Take the average of these ARP\(^{oSB^i} \)s to obtain \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \tau, n, 3)] \).

7. Repeat the steps 2 to 6 with \( c \) set to four, five and then six to obtain \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \tau, n, 4)] \), \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \tau, n, 5)] \) and \( E_{s,t}^{3:6} [dSC (McBAR, T_b, \tau, n, 6)] \) respectively. However, at step 2 of each repetition, the factors \( x_1, x_4 \) until
86 8.6 Dynamics of Average Performance

\[ x_{3c-8} \] (refer to expression 8.18 for notation) are each set to \( n \) while the factors \( x_{3(c+1)-8}, x_{3(c+2)-8} \) until \( x_{10} \) are each set to zero if \( c \) is not equal to six.

8. Repeat step 7 with \( n = 2, n = 3, n = 4 \) and then \( n = 5 \).

Let us legitimise steps 5 and 6. As implied in step 3, the values of the factors \( x_2, x_3, x_5, x_6, x_8, x_9, x_{11} \) and \( x_{12} \) in Equation 8.33 are randomly chosen, effectively generating pseudo-random treatments. Based on expression 8.18, each of these factors has five levels. As the values of the factors \( x_1, x_4, x_7 \) and \( x_{10} \) are fixed in the last enumerated procedure, there is a pool of \( 390,625 = (5 \times 5)^4 \) treatments from which the pseudo-random generation is applied. Enormous computational cost could be spent if, in step 4 of the enumerated procedure, \( \text{ARP}^{\text{TS}} \text{S} \)'s are predicted through the composite model \( C(\text{McBAR}, T_b) \) at all treatments in the pool. To reduce this cost, MCS is applied and is implemented as steps 5 and 6 of the enumerated procedure.

Before discussing the dynamical performance of McBAR, let us consider the following points. As defined in Section 8.5, the performance of McBAR is better than that of \( T_b \) for solving the relevant problems from \( \{ R^2 \} \) if \( E_{s,t}^{3:6} [dSC(\text{McBAR}, T_b)] > 0 \). Further, \( E_{s,t}^{3:6} [dSC(\text{McBAR}, T_b)] = -E_{s,t}^{3:6} [dSC(\text{T_b}, \text{McBAR})] \). It could be shown that these points hold when \( E_{s,t}^{3:6} [dSC(\text{McBAR}, T_b)] \) is relabelled as \( E_{s,t}^{3:6} [dSC(\text{McBAR}, T_b; \beta, n, c)] \). Further, applying the averaging operator \( E_{s,t}^{3:6} [\bullet] \) to the range \(-1 \leq dSC(\text{McBAR}, T_b) \leq 1 \) yields \( -1 \leq E_{s,t}^{3:6} [dSC(\text{McBAR}, T_b)] \leq 1 \).

The dynamics of the average \( \text{ARP}^{\text{TS}} \) relative performance over treatments of McBAR to the other techniques in \( W \) (defined in Table 5.1) are illustrated in Figures 8.18 to 8.27. In each of these figures, the colour of each rectangle denotes a value of \( \text{ARP}^{\text{TS}} \) that is based on the colour bar located at the right and beside its corresponding figure. Further, the horizontal axis is the value \( n \) of the dynamical factor \( \beta \) and the vertical axis is the SOSA \( c \). Figure 8.18 illustrates the dynamics of \( E_{s,t}^{3:6} [dSC(\text{McBAR}, \text{CBAM}, \tau, n, c)] \), where the dynamical factor \( \beta \) of interest is \( \tau \), i.e. \( n \) denotes the number of new tasks. It illustrates \( E_{s,t}^{3:6} [dSC(\text{McBAR}, \text{CBAM}, \tau, n, c)] \) as being positive at all number of new tasks and SOSAs. Based on the last paragraph, this implies that the performance of McBAR
is better than that of CBAM for solving problems from $\mathcal{O}^2$, that are taken into account in determining the plotted ARP$^o$Ts. However, as will be demonstrated, this superiority varies with SOSA and the number of new tasks.

The ARP$^o$Ts determined at step 7 of the enumerated procedure correspond to rectangles at the leftmost column of Figure 8.18 which corresponds to $n = 1$. This column illustrates that the performance of McBAR becomes increasingly superior to that of CBAM as SOSA $c$ increases from the third to the sixth, where one new task appears from the third to the $c^{th}$ SOSA and none after the $c^{th}$ SOSA based on the last enumeration in this section. This dynamical performance is different from the case where the number of new tasks is greater than one, as illustrated in the other columns. The bottom row of rectangles (corresponds to the third SOSA) demonstrates the performance of McBAR as being increasingly superior to that of CBAM as the number $n$ of new tasks increases from one to five at the third SOSA. This dynamical performance differs from those depicted by the other rows which correspond to SOSA $c > 3$.

![Figure 8.18: Dynamics of $\mathbf{E}_{a,c}^{3,6} [dSC (McBAR, CBAM, \tau, n, c)]$ under the changes in the number of tasks](image)

Figure 8.18: Dynamics of $\mathbf{E}_{a,c}^{3,6} [dSC (McBAR, CBAM, \tau, n, c)]$ under the changes in the number of tasks
Figure 8.19: Dynamics of $E_{3,6}^{4,6} [dSC (McBAR, RI, \tau, n, c)]$ under the changes in the number of tasks.

The generic performance dynamics illustrated in Figure 8.18 is also observed in: Figure 8.19 which depicts the performance dynamics of McBAR relative to that of RI; Figure 8.20 which shows the performance dynamics of McBAR relative to that of McBA; and Figure 8.21 which illustrates the performance dynamics of McBAR relative to that of McBAS. However, Figure 8.20 illustrates ARP$^{o}$Ts as being near zero while Figures 8.18, 8.19 and 8.21 generally show ARP$^{o}$Ts much greater than zero. This difference implies that, although the performance of McBAR is generally superior to that of McBA, this superiority is not as great as to that of CBAM, RI and McBAS.

The dynamics of ARP$^{o}$T between McBAR and MedianBAR is illustrated in Figure 8.22. Note that in order to clearly distinguish the polarities (positive or negative) of ARP$^{o}$Ts, the colour bar for this figure is different to those of the previously described ARP$^{o}$T-related figures. In Figure 8.22, the performance of McBAR becomes generally superior to that of MedianBAR as the values of $n$ and $c$ increase. However, there are pairs of $n$ and $c$ at which the performance of McBAR is inferior to that of MedianBAR.
Figure 8.20: Dynamics of $E_{s,t}^{3,6} [dSC (McBAR, McBAS, \tau, n, c)]$ under the changes in the number of tasks.

Figure 8.21: Dynamics of $E_{s,t}^{3,6} [dSC (McBAR, McBAS, \tau, n, c)]$ under the changes in the number of tasks.
Let us now explore, through an example, the procedure of how to determine $E_{3:6,s,t}[dSC(McBAR, T_b, \rho_1, n, c)]$, where $T_b \in W$ (defined in Table 5.1). Note that this ARP of $T$ is based on the number of newly broken resources of type $R_1$ as the dynamical factor of interest, i.e. $\beta = \rho_1$. This procedure differs from the last enumerated procedure which is for determining $E_{3:6,s,t}[dSC(McBAR, T_b, \tau, n, c)]$, where the number of new tasks is the dynamical factor of interest. It differs from the last enumerated procedure on the following step numbers:

1) Set $n = 0$ and $c = 3$.

2) Set the factor $x_2$ in Equation 8.33 to $n$ while the factors $x_5$, $x_8$ and $x_{11}$ are set to zero. Notice that, based on expression 8.15, the factors $x_2$, $x_5$, $x_8$ and $x_{11}$ represent the numbers of newly broken resources of type $R_1$ at the third to the sixth SOSA respectively.

7) Repeat step 2 and the steps 3 to 6 of the last enumerated procedure with $c$ set to four,
five and then six to obtain $E_{s,t}^{3:6}[dSC(\text{McBAR}, T_b, \rho_1, n, 4)]$, $E_{s,t}^{3:6}[dSC(\text{McBAR}, T_b, \rho_1, n, 5)]$ and $E_{s,t}^{3:6}[dSC(\text{McBAR}, T_b, \rho_1, n, 6)]$ respectively. However, at step 2 of each repetition, the factors $x_2$, $x_5$ until $x_{3c-7}$ (refer to expression 8.18 for notation) are each set to $n$ while the factors $x_{3(c+1)-7}$, $x_{3(c+2)-7}$ until $x_{11}$ are each set to zero if $c$ is not equal to six.

8) Repeat step 7 with $n = 1$, $n = 2$, $n = 3$ and then $n = 4$.

![Figure 8.23](image.png)

Figure 8.23: Dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR}, \text{CBAM}, \rho_1, n, c)]$ under the changes in resource type $R_1$

Let us now investigate the dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR}, T_b, \rho_1, n, c)]$ depicted in Figure 8.23. All ARP$^\alpha$Ts (represented by the colour of the rectangles) in this figure are positive, which implies that the performance of McBAR is superior to that of CBAM at the third to the sixth SUSA and at $n = 0$ to four, when the dynamical factor of interest is the number of newly broken resources of type $R_1$. Similar observations and implications can be drawn from Figures 8.24, 8.25 and 8.26 that correspond to $T_b$ equal to RI, McBA and McBAS respectively. However, Figure 8.25 presents ARP$^\alpha$Ts as being near zero while
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Figure 8.24: Dynamics of $E_{s,t}^{3,6} [dSC (McBAR, RI, \rho_1, n, c)]$ under the changes in resource type $R_1$

Figure 8.25: Dynamics of $E_{s,t}^{3,6} [dSC (McBAR, McBA, \rho_1, n, c)]$ under the changes in resource type $R_1$
Figures 8.23, 8.24 and 8.26 depict ARP\textsuperscript{o}Ts much greater than zero. This difference implies that, although the performance of McBAR is superior to that of McBA, this superiority is not as great as to that of CBAM, RI and McBAS, when the dynamical factor of interest is the number of newly broken resources of type $R_1$, i.e. $\beta = \rho_1$.

![Diagram](image)

**Figure 8.26:** Dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR, McBAS}, \rho_1, n, c)]$ under the changes in resource type $R_1$

In Figure 8.23, $E_{s,t}^{3:6}[dSC(\text{McBAR, CBAM}, \rho_1, n, c)]$ peaks around fifth SOSA and at $n = 2$. Similar dynamics can be observed in Figure 8.24 on $E_{s,t}^{3:6}[dSC(\text{McBAR, RI,} \rho_1, n, c)]$. Figure 8.25 illustrates the dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR, McBA,} \rho_1, n, c)]$ as being generally increasing with SOSA $c$ and $n$. Figure 8.26 depicts the dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR, McBAS,} \rho_1, n, c)]$ as being nearly similar to that of the last dynamics. $E_{s,t}^{3:6}[dSC(\text{McBAR, MedianBAR,} \rho_1, n, c)]$ depicted in Figure 8.27 varies in a narrow near-zero range. More points in this figure have positive values than negative. The dynamics of $E_{s,t}^{3:6}[dSC(\text{McBAR, MedianBAR,} \rho_1, n, c)]$ is generally similar to that of $E_{s,t}^{3:6}[dSC(\text{McBAR, MedianBAR,} \tau, n, c)]$ depicted in Figure 8.22. Notice that the former ARP\textsuperscript{o}T is a function of the number of newly broken resources of type $R_1$ while the
latter ARP\sup oT is a function of the number of new tasks.

The dynamics of $E_{s,t}^{3:6} [dSC (\text{McBAR}, T_b, \rho_2, n, c)]$s are generally similar to those of $E_{s,t}^{3:6} [dSC (\text{McBAR}, T_b, \rho_1, n, c)]$s, but are not shown for brevity. This similarity is true for any $T_b$ from $W$ (defined in Table 5.1) different to McBAR. Note that $E_{s,t}^{3:6} [dSC (\text{McBAR}, T_b, \rho_2, n, c)]$ is ARP\sup oT with the number of newly broken resources of type $R_2$ (i.e. $\beta = \rho_2$) as the factor of interest.

### 8.7 Conclusions and Future Work

The research undertaken for this chapter showed that the composite models created through RSM and characterising some considered techniques from $\mathcal{I}$ including McBAR, are adequate, statistically significant, and have accurate prediction of the characteristics. Further, through the general method which utilised the composite models, McBAR was
proven to have the best performance among the considered techniques for solving problems from $\mathcal{O}^2$. Note however, that the performance of the unconsidered techniques from $\mathcal{I}$ is already proven in Chapter 6 to be inferior to that of McBAR through the limited method. Thus, although the first thesis’ goal is partially fulfilled, it confidently be assumed to be fully fulfilled through the general method.

The research also demonstrated that the components of McBAR are legitimate through the general method, thereby achieving the fourth goal of the thesis. The performances of some considered techniques from $\mathcal{I}$, including McBAR, were also shown to vary with changes in the factors of the composite models considered above (factors such as the number of new tasks) that correspond to environmental-type parameters of the problems from $\mathcal{O}^2$.

The considered composite models are accurate only at small values of the declared environmental-type parameters. The future directions of the research in this chapter are to investigate models accurate at large values of the parameters and for predicting the characteristics of the techniques from $\mathcal{I}$ for solving problems with more than two objectives.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
Other Facets of the Techniques

Chapter 9

This chapter investigates the limitation of McBAR measured in terms of resiliency (defined in Section 1.4.3). Section 9.1 presents the investigative approach which utilises the RSM-built models prepared in Chapter 8 to determine the resiliencies of techniques from $\mathcal{U} \subset \mathcal{T}$. The results of the application of this approach are presented and analysed in Section 9.2. Conclusion of and future work related to the results are discussed in Section 9.3.

This chapter also investigates the intelligence of each technique from $\mathcal{T}$, an intelligence that is an indirect measure of the efficiency of the technique for solving problems from $\mathcal{L}^2$. The definition of intelligence in Section 2.10.2 is revised in Section 9.4 to suit the system $\mathcal{S}$ (described in Section 5.6) used in the thesis. The revised definition is utilised in Section 9.5 to manifest the individual influences of a parameter and a category on the intelligence of each technique from $\mathcal{T}$. Conclusions and future work related to the results analysed in Section 9.5 are presented in Section 9.6.

### 9.1 Lagragian Optimisation

The performance of any technique $T_x \in \mathcal{U}$ (defined through Table 5.1 as the set \{CBAM, McBA, McBAR, McBAS, MedianBAR\}) for solving the problems from $\mathcal{O}^2$ could be affected by the changes of the MOE in which these problems are set. This section explores the degree related to these changes at which the performance of $T_x$ deteriorates to a level above that of a benchmark EA technique solving the same problem. As stated in Section 1.4.3, this degree is referred to as resiliency. It is assumed in the definition of resiliency
that some EA parameters of $T_x$ are fine tuned for $T_x$ to perform optimally under the environmental dynamics. Further, the benchmark EA technique follows no rules in creating its initial population.

The Random Immigrants (RI) technique defined in Section 5.9 is chosen as the benchmark EA technique. Thus resiliency is determined for each technique from $\mathcal{U}$ which does not contain RI. It is measured as,

$$R(x_m) = x_m \cdot x_m,$$

where, referring to Equation 8.31 and to the definition of the factors in expression 8.15, the treatment/vector $x_m$ contains factors which denote changes in the dynamic MOE described in Section 4.2; and $m$ is the label in Table 8.3 of the voxel (described in Section 8.3.4) in which $x_m$ belongs.

The definition of resiliency entails the comparison of performances between $T_a \in \mathcal{U}$ and RI. The chosen comparator is ARP$^{oBS}$ expressed as $E^{3.6}_{s}[dSC_m(T_a, RI, x_m)]$ and defined in Section 8.3.6 with $dSC(T_a, RI)$ as the comparator between the performances of $T_a$ and RI. The definition of resiliency is mathematically expressed as,

$$E^{3.6}_{s}[dSC_m(T_a, RI, x_m)] = \zeta,$$

where $\zeta > 0$ is a constant value; and $m$ is the label of the voxel over which this equation is satisfied. Based on the definition of performance in Section 2.5.2, this equation expresses the finding that, under the environmental changes encoded in $x_m$, the performance of $T_a$ is better than that of RI by the degree $\zeta$ for solving the problem from $\mathcal{O}^2$ that corresponds to the treatment $x_m$, where this performance is measured as the ARP$^{oBS}$.

The resiliency of $T_a$ can be determined by finding the root $x_m$ of Equation 9.2. Let us
begin the search for this root by applying Equation 9.2 to Equation 8.30 to obtain,

$$\zeta = \hat{\alpha}_{a,b,m} + \sum_{i=1}^{N_f} \hat{\beta}_{i} a_{i,m} + \sum_{i=1}^{N_f} \sum_{j>i} \hat{\gamma}_{i,j} y_{j,m} + \sum_{i=1}^{N_f} \hat{\omega}_{i} y_{i,m}^2, \quad (9.3)$$

where, based on Equation 8.30, index $b$ corresponds to the fixed technique $T_b = RI$. By the fixed correspondence of index $b$, it will be dropped from the equation from here onwards. Equation 9.3 may have several roots (i.e. several $x_m$s) in several voxels. The root with the least magnitude squared is the one selected as input to Equation 9.1 to determine the resiliency. As the components $(y_{j,m}s$ in Equation 8.31) of this root are factors that denote environmental changes then the magnitude squared of this root corresponds to the least amount of environmental change at which the performance of $T_a$ is better than that of RI by the degree $\zeta$. Thus, the condition for the selection of the root is implemented as the minimisation of $R(x_m)$,

$$\min_{x_m} R(x_m). \quad (9.4)$$

where $R(x_m)$ is the magnitude square of $x_m$, based on Equation 9.1.

The popular method called Lagragian Optimization [91] is applied to obtain a definite solution to the optimisation problem where $R(x_m)$ is the function to be optimised/minimised; and,

$$g(x_m) = \zeta - E^{3:6}[dSC_m(T_a, RI, x_m)] = 0 \quad (9.5)$$

is the constraint. In Lagragian Optimisation, a constant called Lagragian Multiplier is determined. It is denoted as $\lambda^{a,m}$ and satisfies,

$$\nabla (R(x_m) + \lambda^{a,m} g(x_m)) = 0, \quad (9.6)$$

where $0$ is a zero vector and and,

$$\nabla = \left[ \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_{N_f}} \right]. \quad (9.7)$$
Using Equations 8.30, 9.1 and 9.5 we obtain the root,

\[ x^* (\lambda^{a,m}) = \lambda^{a,m} [2I - \lambda^{a,m} \Gamma^{a,m}]^{-1} \beta^{a,m}, \]  

(9.8)

where \( I \) is the identity matrix,

\[
\Gamma^{a,m} = \begin{bmatrix}
2\hat{\omega}_{1}^{a,m} & \hat{\gamma}_{1,2}^{a,m} & \cdots & \hat{\gamma}_{1,k}^{a,m} \\
\hat{\gamma}_{1,2}^{a,m} & 2\hat{\omega}_{2}^{a,m} & \cdots & \hat{\gamma}_{2,k}^{a,m} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\gamma}_{1,k}^{a,m} & \cdots & \hat{\gamma}_{k-1,k}^{a,m} & 2\hat{\omega}_{k}^{a,m}
\end{bmatrix}
\]

(9.9)

and the column vector,

\[
\beta^{a,m} = \begin{bmatrix}
\hat{\beta}_{1}^{a,m} \\
\hat{\beta}_{2}^{a,m} \\
\vdots \\
\hat{\beta}_{k}^{a,m}
\end{bmatrix}
\]

(9.10)

where \( \hat{\omega}_{i}^{a,m}, \hat{\gamma}_{i,j}^{a,m}, \) and \( \hat{\beta}_{i}^{a,m} \) are equal to \( \hat{\omega}_{i}^{a,b,m}, \hat{\gamma}_{i,j}^{a,b,m}, \) and \( \hat{\beta}_{i}^{a,b,m} \) found in Equation 8.30 respectively; and \( 1 \leq i, j \leq N_f \). Note that the root \( x^* \) in Equation 9.8 is a function of Lagrangian Multiplier \( \lambda^{a,m} \). Substituting Equation 9.8 to Equation 9.5 yields,

\[
g (\lambda^{a,m}) = \zeta - E_{x}^{f:6} [dSC_{m}(T_{a}, RI, x^* (\lambda^{a,m}))] = 0.
\]

(9.11)

Equation 9.11 may have several roots. Let,

\[
R^{a,m} = \left\{ \lambda_{1}^{a,m}, \lambda_{2}^{a,m}, \ldots, \lambda_{N_{a,m}(m)}^{a,m} \right\}
\]

(9.12)

be a set comprised of the roots of Equation 9.11 numbering \( N_{a,m}(m) \) which is a function of voxel label \( m \). For a given \( \lambda_{k}^{a,m} \in R^{a,m} \), the necessary conditions for its corresponding root \( x^* (\lambda_{k}^{a,m}) \) (in Equation 9.8) to be a possible solution to the optimisation problem are:

1. \( \lambda_{k}^{a,m} > 0 \) [91]

2. \( x^* (\lambda_{k}^{a,m}) \) must satisfy Equation 9.6 [91]

3. \( x^* (\lambda_{k}^{a,m}) \) must be found inside the voxel \( m \).
4. Using the notations in Equation 8.16 and expression 8.15, the $x_{3 \times 3 \times 8}$, $x_{3 \times 4 \times 8}$, $x_{3 \times 5 \times 8}$ and $x_{3 \times 6 \times 8}$ components of the solution $\mathbf{x}^* (\lambda^{a,m}_k)$ must not simultaneously be zero; components that denote the number of new tasks at the third to the sixth SOSA. This prohibition conforms to the restriction emphasised in Section 8.3.2 not to consider irrelevant treatments. Among all the solutions (that correspond to various $\lambda^{a,m}_k$s) which satisfy the conditions, the solution $\mathbf{x}^* (\lambda^{a,m}_k(m))$ (dependent on voxel label $m$) which has the least magnitude is the only solution considered for further analysis. Thus, each voxel can have at most one considered solution. And among the considered solutions in all voxels, the solution $\mathbf{x}^* (\lambda^{a,m}_k(m))$ which has the least magnitude is considered as the solution to the optimisation problem. Note that Equation 9.6 can have no root that satisfies the conditions for a given $\zeta$ in Equation 9.5.

9.2 Resiliency

This section explores the results of applying the procedures laid out in the last section to determine the resiliency of each technique from $\mathcal{U}$ (defined through Table 5.1). These results are presented in Table 9.1. The first column of this table contains the techniques from $\mathcal{U}$. The threshold $\zeta$ in Equation 9.2 is at the second column. The components (factor values) of the solutions/treatments (e.g. $(1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$) to the optimisation problems defined by the relationship 9.4 and Equation 9.5 are found under the column heading $x_i$, where $1 \leq i \leq 12$. These $x_i$-labelled columns are grouped according to the SOSA – indicated at the topmost row – to which they correspond, based on expression 8.15. Using the solution to the optimisation problem, the resiliency (e.g. 2.0) of a given technique (e.g. CBAM) is determined through Equation 9.1 and found under the column heading $R$. Note that a given technique at the first column has several pairs of thresholds at the second column and at the same row as this technique. The resiliency of this technique is determined for each of these thresholds. The average of the determined
resiliencies (e.g. 13.429) is found under the column heading $E[R]$. The set of information in the same row as that of a technique name is referred to as data group. In each data group, the value at the row labelled $E[x_i]$ (e.g. $E[x_1] = 1.6$) and under the column $x_i$ is the average of the $i^{th}$ component of the solutions in the data group. The value under the column heading $E[dT]$ is the average (e.g. 0.964) of $E[x_i]$s over the factors $x_1$, $x_4$, $x_7$ and $x_{10}$, i.e. factors that represent the number of new tasks based on expression 8.15. The value under the column heading $E[dR_1]$ ($E[dR_2]$) is the average of $E[x_i]$s over factors that represent the number of newly broken resources of type $R_1$ ($R_2$).

Table 9.1: Resiliency of techniques at various thresholds

<table>
<thead>
<tr>
<th>Technique</th>
<th>$\zeta$</th>
<th>$E[R]$</th>
<th>$E[dT]$</th>
<th>$E[dR_1]$</th>
<th>$E[dR_2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBAM</td>
<td>0.175</td>
<td>3.1</td>
<td>1.6</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>1.2</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.325</td>
<td>2.0</td>
<td>0.6</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.375</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.425</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.775</td>
<td>3.1</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.825</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>3.1</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.825</td>
<td>3.1</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>2.1</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.825</td>
<td>2.1</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.775</td>
<td>2.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>MedianBAR</td>
<td>0.775</td>
<td>2.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.825</td>
<td>2.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.775</td>
<td>3.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>McBAS</td>
<td>0.775</td>
<td>3.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.825</td>
<td>3.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

As pointed out in Section 9.1, for a given technique and a given threshold, the solution to the optimisation problem defined by the relationships 9.4 and Equation 9.5 may not exist. With CBAM as the given technique, solutions to the optimisation problem exist at several thresholds. However, only the solutions at selected thresholds $\zeta$ in the range $0.175 \leq \zeta \leq 0.425$ are presented in Table 9.1. In any map-based technique (defined in
Section 6.3 as McBA, McBAR, McBAS or MedianBAR), the solutions to the optimisation problem are found to exist at two selected thresholds in a range that differs from that of other map-based techniques. These two selected thresholds are 0.775 and 0.825 and are common across the different ranges that correspond to all of the map-based techniques. This commonality is devised to facilitate the comparison of resiliencies of the map-based techniques. For each technique from \( \mathcal{U} \), no solution to the optimisation problem is found to exist at several selected thresholds outside the range that corresponds to this technique. Thus, the authors believe that solutions at the thresholds outside this range are unlikely to exist.

Consider the data group in Table 9.1 at the same row as CBAM. The second to the bottom row of this group presents a resiliency of 2.0 and a threshold of 0.425. Based on the definition of resiliency, this data implies that changes in the MOE of at least 2.0 units will cause a deterioration of the performance of CBAM to 0.425 above that of RI. This MOE is the one in which the problem from \( O^2 \) is set, the problem that corresponds to the treatment (at the second to the bottom row of this data group) which encodes the changes. Note that in the other rows in the data group, except for the bottom row, if the degree of changes is greater than 2.0 units the performance of CBAM is still superior to that of RI but this superiority is less than 0.425. The average of the resiliencies in the data group is 13.429. Not tabulated, the average of the thresholds in the data group is 0.3214. The data group also demonstrates that a 0.964 average \( E[dT] \) number of new tasks, a 0.4 average \( E[R_1] \) number of newly broken resources of type \( R_1 \) and a 0.4 average \( E[R_2] \) number of newly broken resources of type \( R_2 \) in the MOE cause the deterioration of the average performance of CBAM to 0.3214 above that of RI; the average is over the thresholds in the data group.

Based on Table 9.1 and among the map-based techniques, McBAR has the highest average resiliency over the domain of selected thresholds, 0.775 and 0.825, which averages to 0.8. In other words, on average over this domain, McBAR can withstand the largest degree of changes in the MOE before its performance will deteriorate to 0.8 above that
of RI. Further, McBAR can withstand the highest average $E[dT]$ increase in number of tasks, the highest average $E[R_1]$ number of newly broken resources of type $R_1$, and the highest average $E[R_2]$ number of newly broken resources of type $R_2$ before its average performance will deteriorate to 0.8 above that of RI. The averages $E[dT]$, $E[R_1]$ and $E[R_2]$ are over the domain of selected thresholds and are 1.25, 1.25 and 2.6 respectively.

MedianBAR can also withstand the highest average $E[dT]$ increase in the number of tasks; and McBA can also withstand the highest average $E[R_1]$ number of newly broken resources of type $R_1$ before their performances will deteriorate in the manner just described. The averages $E[dT]$ and $E[R_1]$ are both 1.25. The techniques arranged in descending order of resiliency are: McBAR, McBA, MedianBAR and McBAS.

Each data group in Table 9.1 expresses the finding that the lesser the threshold in this group, the larger the resiliency that corresponds to this threshold. In the data group in the same row as McBAR, the threshold of 0.775 corresponds to the resiliency of 76. Based on the expression, if the resiliency of McBAR is determined at each of the thresholds (all less than 0.775) in the data group in the same row as CBAM it is expected to be greater than 76. Thus the average of these expected resiliencies could be greater than the average (13.429) of the resiliencies in the data group in the same row as CBAM. Therefore, on the average, McBAR is expected to be more resilient than CBAM. This conclusion is appropriate since the expected resiliencies correspond to the thresholds that are identical to those in the data group in the same row as CBAM.

The expected resiliencies of McBAR correspond to the non-existent solutions to the optimisation problems (defined by the relationship 9.4 and Equation 9.5) with thresholds in the same row as CBAM. This could be explained as follows: based on the expression considered in the last paragraph, a solution $s$ to the optimisation problem with given small threshold (e.g. 0.175) could yield a large resiliency (e.g. 731) of McBAR. Further, based on Equation 9.1, $s$ can have component factors of large values (e.g. $x_1 = 8$). Thus, based on Section 9.1, $s$ can be determined using a final dynamical sub-model (described in Section 8.3.6) valid in a voxel that contains this solution (treatment based on Section
9.3 Conclusions on Resiliency

The research performed above proves McBAR to be the most resilient – among all the techniques from $U \subset T$ – under changes in the MOEs in which the problems from $O^2$ are set. Further, the research showed McBAR and other mapped-based techniques (e.g. McBA, McBAR, McBAS and MedianBAR) from $U$ to be more resilient than CBAM. Based on the results presented in Section 6.2, the performance of CBAM is manifested through the limited method to be inferior to each of those of the mapped-based techniques and superior to other non-mapped-based techniques from $T$. Thus we confidently claim that all of the mapped-based techniques are more resilient than all the other techniques from $T$. Considering that McBAR is more resilient than any other mapped-based techniques, we claim that McBAR is the most resilient among all techniques from $T$. We therefore achieved the third goal of the thesis in this chapter.

The composite models utilised to determine the resiliencies of the techniques from $U$ are accurate only – as presented in Section 8.3.2 – at small values of their factors which are environmental-type parameters. A future direction of the above research would be to investigate the resiliencies of the techniques using composite models accurate at large values of their factors.

9.4 Intelligence of Techniques

Let us now investigate the intelligence of the techniques from $T$ as defined in Section 2.10.2. For this purpose:
1. The Kolmogorov complexity $K(\rho)$ in Equation 2.30 is redefined as the number of CPU cycles in system $S$ spent by a technique (viewed as an agent) $\tau$ from $T$ to solve a sub-problem $\rho$ (e.g. $p^2_3$) from a set $P_x$ of sub-problems. Note that, in relation to Reinforcement Learning, the solution process is considered as a series of actions/operations by $\tau$, based on the terminology in Section 2.10.2.

2. The reward for the search of the obtained solution is measured as the hypervolume of the solutions. The reference point (defined in Section 2.5.1) used to compute the reward/hypervolume is the maximum objective vector of all solutions to all simulations of all sub-problems of all problems from $\mathcal{L}^2$.

3. The summation in Equation 2.30 is made to take into account all sub-problems from $P_x$.

4. The Kolmogorov complexity and the reward are denoted as a function of the simulation index $s$ to account for the simulations (explained in Section 4.4) of these sub-problems.

5. The average $\mathbf{E}_s[\bullet]$ of the only summation term in Equation 2.30 is taken over the simulations.

Consequently, the intelligence of the technique $\tau$ in solving all sub-problems from $P_x$ is defined as,

$$\Psi(\tau, x) = \frac{1}{|P_x|} \sum_{\rho \in P_x} \mathbf{E}_s \left[ 2^{-\alpha K(\tau, \rho, s)} R^\tau_{\rho, s} \right]$$  \hspace{1cm} (9.13)

where its variation is with respect to the parameters or categories $x$ of the sub-problems from $P_x$; and $\alpha$ is a scaling factor of the Kolmogorov complexity and set equal to $10^{-10}$ to cope with numerical limitations of the computing machine in system $S$. The additional parameter $\tau$ in the Kolmogorov complexity $K(\tau, \rho, s)$ indicates which technique corresponds to this complexity.

The subscript $x$ of the set $P_x$ is dropped if it is composed of all sub-problems of all problems from $\mathcal{L}^2$. Its subscript is $\delta = d$ when it is composed of all sub-problems $\rho^2_{i,s}$.
of some problems from $\mathcal{L}^2$, where $i$ is the SOSA; and each of these problems has task duration changes that abide by Equation A.9 with the given value $d$ of $\delta$. The set $P_{\delta=d}$ is used to examine the intelligence variation of a technique from $\mathcal{T}$ under the different values of $\delta$. The subscript of $P_x$ is $\gamma = c$ when it is composed of some sub-problems $\rho_{i,s}^2$ of all problems from $\mathcal{L}^2$, where each of these sub-problems is set in the $i^{th}$ snapshot taken immediately after a change of type $c$ in Table 4.2. The set $P_{\gamma=c}$ is used to examine the intelligence variation of a technique from $\mathcal{T}$ under the different change types $c$.

9.5 Measured Intelligence

The intelligence of each technique from $\mathcal{T}$ in solving all sub-problems from each of the sets $P_{\delta=3.0}$, $P_{\delta=6.0}$ and $P$ is found, respectively, in the second to the fourth row of Table 9.2. The fourth row reveals McBAR as being the most intelligent amongst all techniques from $\mathcal{T}$ in solving any problem from $\mathcal{L}^2$. The second and third rows show that the last result is true, independent of the two values of $\delta$, 3.0 and 6.0. The techniques arranged in descending order of intelligence listed in Table 9.2 are: McBAR, McBAS, MedianBAR, McBA, CBAM, NDLPOP, GIBAR, RI and EDA/\mathcal{P}^2. This order is closely related to that of the computing time illustrated in Figure 6.2 and to the performance of the techniques described in Section 6.2. Table 9.2 shows McBAR and McBAS, which apply a statistical mean to determine centroids as explained in Section 5.1, to be more intelligent than MedianBAR which uses the statistical median instead of the mean. This is despite that, based on Table 6.1, the performance of MedianBAR is as good as that of McBAR and better than that of McBAS for solving sub-problems from $\mathcal{L}^2$. However, based on Equation 9.13, the longer time needed to compute the median rather than the mean could cause MedianBAR to be inferiority in intelligence than either McBAR or McBAS. Based on Equation 9.13, the chosen value of the scaling factor could also influence the inferiority of the intelligence of MedianBAR.

The intelligence of each technique from $\mathcal{T}$ in solving sub-problems from $P_{\gamma=0}$, $P_{\gamma=1}$. 
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9.5 Measured Intelligence

Table 9.2: Average Universal Intelligence with respect to $\delta$

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
<th>McBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>20,210</td>
<td>17,904</td>
<td>16,649</td>
<td>14,791</td>
</tr>
<tr>
<td>6.0</td>
<td>19,817</td>
<td>17,919</td>
<td>16,505</td>
<td>14,406</td>
</tr>
<tr>
<td>Average</td>
<td>20,013</td>
<td>17,912</td>
<td>16,577</td>
<td>14,599</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>GIBAR</th>
<th>RI</th>
<th>EDA/$g^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>12,284</td>
<td>11,844</td>
<td>10,624</td>
<td>10,476</td>
<td>9,101</td>
</tr>
<tr>
<td>6.0</td>
<td>11,979</td>
<td>11,439</td>
<td>10,205</td>
<td>10,076</td>
<td>8,760</td>
</tr>
<tr>
<td>Average</td>
<td>12,131</td>
<td>11,641</td>
<td>10,414</td>
<td>10,276</td>
<td>8,930</td>
</tr>
</tbody>
</table>

..., $P_{\gamma = 6}$ is found from the second to the eighth row of Table 9.3 respectively. All of these rows show McBAR to be the most intelligent technique amongst all techniques from $\mathcal{T}$ independent of the type $\gamma$ of change – listed in Table 4.2 – that occurs in the MOE in which the sub-problems are set. The techniques arranged in descending order of intelligence listed in Table 9.3 are similar to those found in the last paragraph.

Table 9.3: Average Universal Intelligence with respect to change type

<table>
<thead>
<tr>
<th>Change Type</th>
<th>McBAR</th>
<th>McBAS</th>
<th>MedianBAR</th>
<th>McBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>30,117</td>
<td>27,377</td>
<td>25,439</td>
<td>22,693</td>
</tr>
<tr>
<td>1</td>
<td>12,462</td>
<td>10,666</td>
<td>9,777</td>
<td>8,448</td>
</tr>
<tr>
<td>2</td>
<td>15,334</td>
<td>13,192</td>
<td>12,360</td>
<td>9,762</td>
</tr>
<tr>
<td>3</td>
<td>4,706</td>
<td>3,920</td>
<td>3,484</td>
<td>2,931</td>
</tr>
<tr>
<td>4</td>
<td>12,011</td>
<td>10,149</td>
<td>9,248</td>
<td>8,076</td>
</tr>
<tr>
<td>5</td>
<td>5,406</td>
<td>4,518</td>
<td>3,950</td>
<td>3,778</td>
</tr>
<tr>
<td>6</td>
<td>9,542</td>
<td>8,231</td>
<td>7,469</td>
<td>5,932</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change Type</th>
<th>CBAM</th>
<th>NDLPOP</th>
<th>GIBAR</th>
<th>RI</th>
<th>EDA/$g^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>19,262</td>
<td>18,477</td>
<td>16,423</td>
<td>16,198</td>
<td>14,354</td>
</tr>
<tr>
<td>1</td>
<td>6,613</td>
<td>5,452</td>
<td>5,374</td>
<td>6,041</td>
<td>4,764</td>
</tr>
<tr>
<td>2</td>
<td>7,564</td>
<td>7,179</td>
<td>6,326</td>
<td>7,637</td>
<td>5,672</td>
</tr>
<tr>
<td>3</td>
<td>2,073</td>
<td>2,365</td>
<td>1,733</td>
<td>2,118</td>
<td>1,363</td>
</tr>
<tr>
<td>4</td>
<td>6,394</td>
<td>6,848</td>
<td>5,304</td>
<td>5,735</td>
<td>4,318</td>
</tr>
<tr>
<td>5</td>
<td>2,795</td>
<td>2,736</td>
<td>2,325</td>
<td>2,559</td>
<td>1,694</td>
</tr>
<tr>
<td>6</td>
<td>4,561</td>
<td>4,253</td>
<td>3,714</td>
<td>3,696</td>
<td>3,227</td>
</tr>
</tbody>
</table>

All of these results established McBAR to be the most intelligent technique amongst all of the techniques from $\mathcal{T}$ despite utilising a simple mapping function $\mathcal{F}$ to fundamentally alleviate the performance of GIBAR.
9.6 Conclusions on Technique’s Intelligence

The research conducted for Sections 9.4 and 9.5 proves McBAR to be the most intelligent among the techniques from \( T \) in solving the problems from \( L^2 \). As explained in Section 1.4.5, this intelligence defines the efficiency of the techniques in solving the problems. Thus, McBAR is the most efficient among the techniques. Thereby, the fifth goal of the thesis is achieved in this chapter.

The last conclusion is true at any of the two values of \( \delta \) used above as the parameter of Equation A.9 that models changes in task durations of the problems from \( L^2 \); at any type of simultaneous changes in the MOEs in which the problems are set, types that are listed in Table 4.2; and at any form of PNT that constrained the problems.

The problems from \( L^2 \) are the ones utilised to determine the intelligence of the techniques from \( T \). A future direction for the research will be to investigate such intelligence for solving problems from \( Q^2 \) whereby this intelligence is being modelled in a manner explained in Chapter 8.
The research exhibited in this thesis has tackled the demand for an effective and efficient algorithm to solve many problems from $M$ that is a set of multi-objective dynamic resource-constrained project scheduling (RCPS) problems, each with time-varying number of tasks. The thesis concludes by recalling the hypothesis and the thesis goals in Section 10.1; the processes used and the results revealed in attaining these goals in Section 10.2A; and the summary of the deficiencies of the processes and some future objectives of the research in Section 10.3.

10.1 Recalled Hypothesis and Goals

As stated in the Chapter 1, it was hypothesised that “the evolutionary and memory-based algorithm referred to as Mapping of Task IDs for Centroid-Based Adaptation with Random Immigrant (McBAR) is an effective and efficient technique to solve several problems from $M$”. This hypothesis was supported by the achievement of the five following thesis’ goals:

1. To demonstrate the effectiveness of McBAR for solving problems from $\mathcal{L}^2 \cup \mathcal{O}^2 \subset M$, with each having two conflicting objectives to minimise – cost and duration of schedules.

2. To legitimise the sub-algorithms of McBAR.

3. To manifest the core algorithm of McBAR as being significant even when applied
to solve problems from $\mathcal{L}^3 \subset \mathcal{M}$, with each having three objectives to minimise – the last two problem objectives and the objective to minimise the probability of a schedule to become infeasible due to the dynamics of the environment in which this schedule is executed.

4. To exhibit the limitation of McBAR in solving some significant problems from $\mathcal{O}^2 \subset \mathcal{M}$.

5. To present the efficiency of McBAR in solving problems from $\mathcal{L}^2 \subset \mathcal{M}$.

### 10.2 Summary of Methodology and Results

A summary of the research procedures and results that led to the achievement of the thesis’ goals is now presented. The first goal was achieved initially by undertaking research on the deficiencies of the current techniques in the literature applied to solve scheduling problems, such as the technique referred to as Centroid Based-Adaptation with Random Immigrant (CBAR). CBAR was applied in our previous work [40] to solve multi-objective dynamic RCPS problems with a fixed number of tasks. We found CBAR to be inapplicable to solve any problem from $\mathcal{M}$, i.e. a problem with time-varying number of tasks. This inapplicability was remedied by innovating CBAR. However, despite the remedy, the performance (solution searching ability) of the innovated CBAR for solving problems from $\mathcal{M}$ started to degrade when new tasks appeared, tasks which were absent before any change occurred in the environments in which the problems were set. This degradation was neutralised by the several designed algorithms added to CBAR; thereby CBAR was renamed McBAR.

The second step for achieving the first thesis’ goal was the creation of several dynamic environments in which the performance of McBAR – for solving the dynamic problems from $\mathcal{L}^2 \cup \mathcal{L}^3 \cup \mathcal{O}^2 \subset \mathcal{M}$ set in these environments – was manifested. Each of the dynamic environments was regarded as a sequence of static environments, each being a snapshot of the dynamic environment taken right after each change to this dynamic
Each of the dynamic problems was regarded as a sequence of sub-problems set in the similarly ordered snapshots of the dynamic environment in which it was set.

The third step in achieving the first thesis’ goal was as follows. The effectiveness of McBAR was demonstrated in two ways – the limited and the general methods. In the limited method, each technique from $\mathcal{T}$ (a set of techniques investigated in the thesis) was applied to solve sub-problems of dynamic problems from $\mathcal{L}^2 \subset \mathcal{M}$, each dynamic problem being set in a dynamic environment that had a small or large degree of change. This application showed that, among all the techniques from $\mathcal{T}$, McBAR has generally the best performance for solving such sub-problems, i.e. it is effective. The performance of McBAR was found to be best for solving the sub-problems set in snapshots taken right after the first occurrence of new tasks in the dynamic environments.

In the general method, McBAR was applied to solve dynamic problems whose parametric values and/or categorical types were designed using Design of Experiment [141]. The obtained solutions were utilised to build an empirical model, following Response Surface Methodology [141]. Such a model predicts the performance of McBAR when McBAR solves the sub-problems of dynamic problems from $\mathcal{O}^2 \subset \mathcal{M}$, where these dynamic problems are set in dynamic environments with a smaller degrees of changes than those in the dynamic environments in which the dynamic problems from $\mathcal{L}^2$ are set. A similar procedure was applied to build an empirical performance model of some techniques from $\mathcal{T}$ other than McBAR. Through all these empirical models, McBAR was manifested to perform best for solving dynamic problems from $\mathcal{O}^2$.

The second thesis’ goal was attained by extending the core algorithm of McBAR to solve problems from $\mathcal{L}^3 \subset \mathcal{M}$. The generated solutions/schedules proved, despite the extension, the effectiveness of the core algorithm based on their properties such as financial worth, execution costs and durations.

The third thesis’ goal was achieved firstly by the development of an equation that models the resiliency of some techniques from $\mathcal{T}$. Here resiliency is a measure of the limitation of the techniques. It is defined as the degree of change in an environment.
whereby the performance of a technique from $T$ will deteriorate to a given level above the performance of a benchmark technique for solving the same problems. The performance is for solving problems from $O^2$ set in the environment. Secondly, Lagrange Optimisation [91] was applied to the above-mentioned empirical models to determine the resiliency of some techniques from $T$, whereby McBAR was found to be the most resilient.

The fourth thesis’ goal was attained by the independent application of the limited and the general methods. In the application of the limited method, each technique from $T$ was applied to solve problems from $L^2$. The generated solutions were utilised to support the legitimacy of the sub-algorithms of McBAR. Indeed, several sub-algorithms of McBAR were found to be legitimate. In the application of the general method, the above-declared empirical models were successfully used to prove the legitimacy of the sub-algorithms over the problems from $O^2$.

The fifth thesis’ goal was realised firstly by defining the efficiency of each technique from $T$ through a researched measure of algorithm intelligence. Second, this measure was applied to the solutions obtained by each technique for solving problems from $L^2$. The research had proven McBAR to be the most intelligent (i.e. most efficient) technique among all the techniques from $T$.

A conclusion, covered in and related to the thesis but beyond the original objectives above, points to the mapping function $F$ as being the possible root cause of the superiority of techniques considered in this thesis whose core algorithm includes this function, the superiority for solving several dynamic and complex problems from $M$. As explained in Section 5.5, this function maps an ID of a given task to a value close to already mapped IDs of tasks with task precedence order (explained in Section 5.5) equal to that of the given task, where task precedence order is the maximum number of task-representing nodes traversed from a considered task to the start of a precedence network of tasks. The function is an identity for the first ID it mapped. Further, the IDs in genes of a genotype are sequentially mapped by the function from the ID in the first to the last gene of the genotype. As explained in Section 5.4, the effect of this function is to transform
the search space associated to a past problem from $\mathcal{M}$ in order to reduce the number of clusters in this search space, clusters of the genotypes of non-dominated solutions to the problem. The representative of the clusters, after being reduced in number, was explained in Section 5.4 as possibly being beneficial in determining solutions to a current problem from $\mathcal{M}$ that is closely related to the past problem. The characteristics of this representative are influenced by the mapping function, such that this function can possibly be the root cause of the referred superiority. Sections 6.3 and 8.5 prove that the function as a legitimate sub-algorithm of McBAR and that the techniques which contain this function perform (performance for solving several problems from $\mathcal{M}$) better than those considered in this thesis that did not.

In conclusion, our hypothesis was successfully supported, in that the effectiveness and efficiency of McBAR for solving many problems from $\mathcal{M}$ was established.

### 10.3 Future Work

The future direction for research arising from this thesis is to extend the above-emphasised superiority of McBAR in effectiveness (for solving problems from $\mathcal{L}^2$ and $\mathcal{O}^2$), efficiency (for solving problems from $\mathcal{L}^2$) and resiliency (for solving problems from $\mathcal{O}^2$) over all problems from $\mathcal{M}$; over various EA approaches, such as Genetic Algorithm, Differential Evolution, and Augmented Simulated Annealing; and over diverse MOEAs such as, SPEA2 [238], PDE [2], and VEGA [179]. McBAR needs to be proven as effective for solving problems from $\mathcal{M}$ with four conflicting objectives – the three above-noted objectives and the objective to minimise the difference between the starting times of the same unfinished task in two schedules which are solutions to sub-problems set in the current and last snapshots. The last objective is important in order to minimise rescheduling tasks due to changes in the environment where the schedules are implemented. The effectiveness (for solving problems from $\mathcal{L}^3$) of McBAR’s core algorithm and the legitimacy (manifested in solving problems from $\mathcal{L}^2$ and $\mathcal{O}^2$) of McBAR’s component need to
be investigated over four or more conflicting objectives as well. It is hoped that future researches will be directed toward the areas suggested.
NOTE: Statements of authorship appear in the print copy of the thesis held in the University of Adelaide Library.
A.1 Mathematical Formulation of the Static Sub-Problems from $\Gamma_i$

The partially described sub-problems of problems from $L^2 \cup L^3$ and $O^2$ in Sections 4.2 and 4.3, respectively, will now formally be defined. Note that the sub-problems are elements of $\Gamma_i$, where index $i$ is the SOSA of MOEs in which the problems are set; and has the range, $0 \leq i \leq L$, with given $L$.

1. Inputs:

(a) A set $T$ of non-pre-emptive tasks:

$$T = \{T_0, T_1, T_2, ..., T_N, T_{N+1}\}, \quad (A.1)$$

where $T_0$ and $T_{N+1}$ are not tasks but, respectively, central base and ending locations; and $N$ as the total number of executable tasks. In the foregoing discussion, tasks refer to executable tasks only, except when explicitly stated. Each task $T_i$ will have:

i. A duration $d_i$.

ii. A vector $R_i = \{r_{i,j}\}$ of required resources by $T_i$: $R_i = \{r_{i,j}\}$ with $i = 1, ..., N_{rt}$; $N_{rt}$ is the number of resource types; $j = 1, ..., N_{it}$; $N_{it}$ is the number of items per type; and $r_{i,j}$ is the $j^{th}$ item of resource $R_i$.

(b) A PNT $N_{tw}$ is expressed as,

$$N_{tw} = (T, A_{rc}), \quad (A.2)$$
where $A_{rc}$ is a set of directed arcs. $Pred(j)$ defines a set of direct predecessors, while $Succ(j)$ is the set of direct successors of the task $j$. Each task $T_i \in T$ has a vector $S_i = \{s_{i,j}\}$ where,

$$
\begin{align*}
\begin{cases} 
  1 & \text{task } j \text{ succeeds } i \\
  0 & \text{otherwise.}
\end{cases}
\end{align*}
$$

(A.3)

(c) A matrix of operational costs $C = \{c_{i,j,k}\}$, $i = 0, \ldots, N$; $j = 0, \ldots, N$, and $k = 1, \ldots, N_{rt}$. Here $c_{i,j,k}$ is the cost of moving resource type $k$ from task $i$ to task $j$. $c_{i,0,k} = 0 \ \forall \ i, k$, i.e., no cost is imposed on the return of items to base (the starting point $T_0$).

(d) The current location of $R_i$’s $j^{th}$ items at time $t$ is denoted as $l_{i,j,t}^c$. Their collection is denoted by $L_{i,t}^c = \{l_{i,j,t}^c\}, j = 0, \ldots, N_t$. $j = 0$ means the item is at the central base ($T_0$).

(e) The previous location of $R_i$’s $j^{th}$ items at time $t$ is denoted as $l_{i,j,t}^p$. Their collection is denoted by $L_{i,t}^p = \{l_{i,j,t}^p\}, j = 0$ means the item was at the central base ($T_0$).

(f) The state of $R_i$’s $j^{th}$ items being moved or not at time $t$ is denoted as $m_{i,j,t}^v$. Their collection is denoted by $M_{i,t}^v = \{m_{i,j,t}^v\}$:

$$
\begin{align*}
\begin{cases} 
  1 & l_{i,j,t}^c \neq l_{i,j,t}^p \\
  0 & \text{otherwise.}
\end{cases}
\end{align*}
$$

(A.4)

2. Constraints:

(a) Time constraint: If task $i$ is a predecessor of task $j$, then it needs to be completed before starting task $j$,

$$
st_i + d_i \leq st_j,
$$

(A.5)

$\forall \ j$, and $\forall \ i \in Prec(j)$
(b) Resource constraint: the amount of being-used resources cannot exceed the total amount,
\[ r_{i,t} \leq R_i, \quad (A.6) \]
\[ \forall i \text{ and } \forall t, \] where \( r_{i,t} \) is the total number of being-used items of resource type \( R_i \) at time \( t \).

3. **Objective functions:**

(a) Makespan (\( f_{ms} \)) is the time needed to execute an entire schedule, i.e., equal to the end time of the last task to be accomplished,
\[ f_{ms} = st_l + d_l, \quad (A.7) \]
where \( st_l \) and \( d_l \) are the starting time and the duration of the last task respectively.

(b) Cost of resource operations (\( f_{cs} \)): cost of moving resources between locations of tasks,
\[ f_{cs} = \sum_{t=1\rightarrow T_{\text{max}}} \sum_{j=1\rightarrow N_{rt}} \sum_{k=1\rightarrow N_{it}} m_{jkt}^{ji} \times c_{ijkt}^{jkt} \quad (A.8) \]

(c) Probability of a schedule to fail due to resource constraint violation defined in Equation 2.19. This probability is determined through a MCS that utilises Equation 2.18. Note that this objective is only minimised to determine solutions to sub-problems of problems from \( \mathcal{L}^3 \).

4. **Outputs:** The products in determining solutions to the sub-problem from \( \mathcal{M} \) are:

(a) A vector of start time \( st = \{st_i\} \), with \( i = 1, ..., N \) and \( st_i \) as the starting time of task \( T_i \)

(b) The genotype of task IDs is defined in Equation 4.1.

(c) The solution to any of the sub-problems is a schedule defined in Equation 4.2.
A.2 Mathematical Formulation of the Dynamic Problems from M

Changes in problem factors, due to environmental dynamics, occur at times denoted as $\tau$.

1. **Duration**: The dynamic duration of a task $T_i$ is defined as,

$$d'_i(\tau) = N_m(d_i, \delta) + \delta,$$

where $d_i$ is the pre-defined duration of task with ID $i$; $N_m$ is a normal distribution; and $\delta$ is the standard deviation. Note that this equation is also used to generate different task duration across simulations of any sub-problem of any problem from $M$. Constraint expression A.5 is rewritten as follows,

$$st_i + d'_i(\tau) \leq st_j.$$  \hfill (A.10)

2. **Availability of resources**: The availability status of a resource is,

$$A_{i,j,\tau} = A_v(\tau) \ast l_{i,j,\tau}^c,$$

where $A_v(\tau)$ takes a value of one, zero, or negative one that correspond to resource being available, broken or unavailable but at the location $l_{i,j,\tau}^c$.

3. **Number of Tasks**: Each problem from $M$ only has an increase in the total number of tasks as explained in Section 4.1.1. The function representing this increase is,

$$N_{t_w}^c = \Gamma_{\text{task}}(T^p, A^p_{rc}, N^p, N^c),$$

where $T^{sp}$, $A^p_{rc}$, and $N^p$ are the sets of tasks and arcs, and the total number of tasks from the previous change respectively. Further, $N_{t_w}^c$ and $N^c$ are the new PNT and
the current total number of tasks respectively.

4. **Parameters after a change**: Change is applied to the indices of tasks $I = \langle I_1, I_2, ..., I_{N^c} \rangle$ after any type of change. However, change is applied to the PNT $N_{tw}^c$ of Equation A.12 and the structures of $l_{i,t}^c$, $l_{i,t}^p$, and $m_{i,t}^p$ (defined in Items 1d to 1f respectively) only when there is a change in the total number of tasks.
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