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Abstract As chip multiprocessors accommodate a growing number of cores, they demand interconnection networks that simultaneously provide low latency, high bandwidth, and low power. Our goal is to provide a comprehensive study of the interactions between the interconnection network and the memory hierarchy to enable a better co-design of both components. We explore the implications of the interconnect choice on overall performance by comparing the behaviour of three topologies (mesh, torus, and ring) and their concentrated versions. Simply choosing the concentrated mesh over the ring improves performance by over 40% in a 64-core chip.

The key strength of this work is the holistic analysis of the network-on-chip and the memory hierarchy. Experiments are carried out with a full-system simulator that carefully models the processors (single and multithreaded), memory hierarchy, and interconnection network, and executes realistic parallel and multiprogrammed workloads. We corroborate conclusions from several previous works: network diameter is critical, the concentrated mesh offers the best area-energy-delay trade-off, and traffic is very light and highly unbalanced. We also provide interesting insights about application-specific features that are hidden when studying only average results. We include a fairness analysis for multiprogrammed applications, and refute the idea of the memory controller placement greatly affecting performance.
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1 Introduction

Nowadays, a single chip may contain multiple processors and a significant amount of memory. A popular trend consists of interconnecting several nodes, each of them with a core and one or more levels of private and/or shared cache memories. Nodes communicate through an interconnection network that allows them to exchange coherence messages and cache blocks, and has a major impact on overall performance, energy consumption, and area. We focus on general purpose CMPs, where both high-performance and low-power are required in equal shares.

Only a few works study the interconnect by modelling in detail the processors, memory hierarchy, and interconnection network. However, those analysis are often performed with synthetic traffic or...
application traces that do not entirely capture the behaviour of a real execution [10,25,30,6]. This work simulates both parallel and multiprogrammed workloads with real applications, carefully modelling all the components above-mentioned. This allows us to study the effect of the interconnection network configuration on the whole system and the real interactions between the memory subsystem and the interconnect. We revisit the comparison of several topologies with our detailed simulation framework to update the results, validate or refute previous conclusions, and complete them with further analysis. We present an analysis of three topologies with varying degrees of complexity, performance, power, and area: mesh, torus, and ring. We model CMPs with 16 and 64 single-threaded cores, including a configuration with 16 4-threaded cores, and explore the effect of modifying the location and number of memory controllers. Our goal is to draw meaningful conclusions on the studied network configurations and study the details, pointing out the best choice from an integrated performance, area, and energy standpoint.

The rest of this document is organized as follows: Section 2 presents the related work; Section 3 describes the CMP architecture and the interconnection network configuration; Section 4 introduces the methodology followed in this work; Section 5 describes the qualitative analysis of the topologies; Section 6 explains our simulation results, and Section 7 concludes the paper.

2 Related work

Several publications have highlighted the impact of the network on performance, energy, and chip area. However, only a few papers focus on the comparison of interconnection network configurations. Balfour and Dally present an analysis of how different topologies affect performance, area, and energy efficiency [6]. However, they do not model the memory subsystem, only use synthetic traffic patterns, and do not consider simple topologies like the ring. Gilabert et al. focus on physical synthesis of several networks, but do not simulate real applications or systems larger than 16 cores [16]. Villanueva et al. highlight the importance of a comprehensive simulation framework and present results of the execution of real parallel applications and its close relationship with cache behaviour [41]. Sanchez et al. explore the implications of interconnection network design for CMPs [36]. We complement their results including a simple topology (ring), multiprogrammed workloads, traffic distribution analysis, the effect of memory controller placement, and the influence of the network topology on fairness.

Many papers propose alternatives to conventional router architectures, topologies, and flow control methods on isolation. However, they do not consider the impact on the overall system and back up the results with network-only simulations of synthetic traffic and traces. Carara et al. revisit circuit-switching which, as opposed to packet-switching, allows to reduce buffer size, and guarantees throughput and latency [10]; Walter et al. try to avoid hotspots on systems on chip by implementing a distributed access regulation technique that fairly allocates resources for certain modules [42]; Mishra et al. propose an heterogeneous on-chip interconnect that allocates more resources for routers suffering higher traffic but they only get good results with a mesh topology [33]; Koibuchi et al. detect that adding random links to a ring topology results in big performance gains, although they only experiment with a network simulator [25]. All these studies either do not model the whole system, do not include a significant variety of real workloads, or do not experiment with different topologies. Also, most of them only include network-related metrics and fail to report on overall performance, or elaborate conclusions based on IPC (instructions per cycle), which has been reported to be unsuitable for parallel applications [47].

Another approach consists on designing the network considering the behaviour of the memory subsystem and the coherence protocol. Yoon et al. propose an architecture with parallel physical networks with narrower links and smaller routers that eliminates virtual channels [45]. Seiculescu et al. propose to use two dedicated networks: one for requests and one for replies [37]. Lodde et al. introduce a smaller network for invalidation messages, but only test their design with memory access traces [30]. Agarwal et al. propose embedding small in-network coherence filters inside on-chip routers to dynamically track sharing patterns and eliminate broadcast messages [5]. These studies try to improve the performance of the most commonly used networks, but do not venture with less conventional topologies. Also, they only experiment with a maximum of 16 cores. Krishna et al. propose a system
to improve the frequent 1-to-many and many-to-1 communication patterns by forking and aggregating packets to avoid the increment in traffic as the number of nodes increases [26]. Bezerra et al. try to reduce traffic by statically mapping memory blocks to physical locations on the chip that are close to cores that access them [8]. The last two proposals are only evaluated with a typical mesh topology.

3 CMP Architecture Framework

This section presents the modelled CMP architecture and a detailed description of all the interconnection network configurations.

3.1 General System Architecture

Our study focuses on homogeneous CMPs. The system is composed of several tiles connected by an interconnection network. Each tile has a core with a private first level cache (L1) split into data and instructions and a bank of the shared second level cache (L2), both connected to the router. In the initial setting, four tiles in the edges of the chip also include a memory controller. Figure 1 depicts the block diagram of the chip and a tile with memory controller. It also includes the connections between the elements in the tile and the router. Table 1 summarizes the key parameters of the system. To model the architecture we based our design on other systems with similar characteristics, both from academia [46,37,7] and industry (Tilera’s TILEPro64 [40], Intel Xeon Phi [20], and Intel 48-core processor [19]). To size our L2 cache (which is our last level cache) we have taken a configuration very frequently used in academia [1,2,22] that is also a nice compromise among the sizes of shared last level caches in high and low-end commercial platforms. For example, the AMD Opteron processor has a shared L3 cache of 6 MB for 6 cores [11]; IBM Power8 has 8 to 12 cores with 8 threads per core, and includes an L3 cache with 64 to 96 MB, as well as an L4 cache with 32 to 64 MB [18]; Intel Xeon D has 1.5 MB per core [24]; Sparc M7 has 32 cores and 64 MB of shared L3 cache [34].

An interesting design trend for CMPs is to integrate a large number of nodes by using simple cores. That is why we are modelling systems with 16 and 64 Ultrasparc III Plus single-thread in-order cores. However, we also consider the effect of multithreading by simulating a configuration with 16 cores with 4 threads each.

We use a directory-based MESI coherence protocol. All the traffic that traverses the interconnection network is a direct consequence of the memory activity, either to move cache lines (instructions or data) among tiles or for coherence management. Therefore, it is important to model the caches realistically, even though our main interest lies in the interconnect [28,36].
Table 1: Main characteristics of the CMP.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores</td>
<td>16 single and multithreaded cores, and 64 single-threaded cores, Ultrasparc III Plus, in order, 1 instruction/cycle and thread, 2GHz frequency</td>
</tr>
<tr>
<td>Coherence protocol</td>
<td>Directory-based, MESI, directory distributed among L2 cache banks</td>
</tr>
<tr>
<td>Consistency model</td>
<td>Sequential</td>
</tr>
<tr>
<td>Private L1 cache</td>
<td>32KB data and instruction caches, 4-way set associative, 2-cycle hit access time, 64B line size, pseudo-LRU replacement policy</td>
</tr>
<tr>
<td>Shared L2 cache</td>
<td>Physically distributed, 1 bank/tile, 1MB per bank, 16-way set associative, 64B line size, Pseudo-LRU replacement policy, inclusive, interleaved by line address 7-cycle hit access time</td>
</tr>
<tr>
<td>Memory</td>
<td>4 memory controllers, distributed in the edges of the chip, (both for 16 and 64-core architectures), 160-cycle latency</td>
</tr>
</tbody>
</table>

Section 6.7 considers different number and location of memory controllers

Table 2: Main characteristics of the interconnection network.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Two virtual networks (requests and replies), 2 virtual channels (VCs) per virtual network</td>
</tr>
<tr>
<td>Routers</td>
<td>4-stage pipeline: routing and input buffering, VC alloc, switch alloc, and switch traversal Round-robin 2-phase VC/switch allocators 5-flit buffers per VC, they store an entire message (5-flits per buffer in the ring with higher bandwidth)</td>
</tr>
<tr>
<td>Links</td>
<td>16-byte flit size (link width), we also consider a higher bandwidth ring with 24B flit size, 1-cycle latency</td>
</tr>
</tbody>
</table>

3.2 Router Architecture

Since our focus is in network topology, we use the same balanced pipelined router in all configurations, except for some exceptions described later, that minimizes the effects of routing in performance. Flits go through four stages in the router: input buffering and routing, virtual channel (VC) allocation, switch allocation, and switch traversal [13] and move following X-Y routing with wormhole credit-based flow control. The network runs at 2 GHz, using the same clock frequency as the processors. Table 2 sums up the main parameters of our interconnection network and routers. We use two separate virtual networks to separate traffic classes in order to avoid protocol deadlock. In practice, this means that we will need at least as many virtual channels as virtual networks. In our case, we include 2 virtual channels per virtual network (a total of 4 virtual channels) to improve performance by reducing head-of-line blocking.

4 Methodology

This section describes the simulation environment and workloads used in this work.

4.1 Simulation Environment

We use Simics to perform full-system simulation with 16 (single and multi-threaded, the latter with 4 threads) and 64 (single-threaded) cores [31]. We include GEMS to model the memory subsystem [32], and GARNET for the interconnection network [4]. To get the timing, area, and energy expended by the network we use DSENT [39], a state-of-the-art circuit modelling tool (with 32 nm technology).
Table 3: Simulated workloads and execution methodology.

<table>
<thead>
<tr>
<th>Description</th>
<th>16 cores 1-thread</th>
<th>16 cores 4-threads</th>
<th>64 cores 1-thread</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parallel Workloads</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From PARSEC: blackscholes, bodytrack, canneal, dedup, ferret, fluidanimate, raytrace, svaptions, vips, and x264</td>
<td>16 threads</td>
<td>64 threads</td>
<td>64 threads</td>
</tr>
<tr>
<td>From SPLASH2: barnes, cholesky, fft, lu_cb, lu_ncb, ocean_cp, ocean_npc, radiosity, radix, raytrace, volrend, water_nsquared, and waterSpatial</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threads are automatically mapped to the cores by the operating system</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulate the whole parallel region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Multiprog. Workloads</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From SPEC CPU2006: perlbench, bzip2, gcc, mcf, sjeng, libquantum, bwaves, milc, zeussmp, dealII, soplex, GmresFDTD, lbm, wrl, and sphinx3</td>
<td>16 apps.</td>
<td>16 apps.</td>
<td>16 apps.</td>
</tr>
<tr>
<td>20 different mixes with the applications randomly distributed among the cores</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applications are bound to the cores to avoid migration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caches are warmed up for 200 million cycles and then, applications</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>are executed for 500 million cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2 Workloads

CMPs can execute parallel applications to reduce execution time, and multiprogrammed workloads (execution of independent programs on each core) to increase throughput. PARSEC is a benchmark suite composed of shared-memory parallel applications that focuses on emerging workloads and was designed to be representative of next-generation programs for chip-multiprocessors [9]. SPLASH2 is a mature benchmark suite that contains a variety of shared-memory, parallel, high performance computing, and graphics applications [44]. We use a selection of benchmarks from PARSEC and SPLASH2 with scaled inputs from PARSEC 3.0.

We have used SPEC CPU2006 to build multiprogrammed workloads in which each core runs a different application, so the only network traffic will come from cache misses and replacements [38]. We choose 16 applications with large working sets (according to [17]) to find potential bottlenecks in the interconnect.

Table 3 describes the workloads and their execution methodology for the different configurations under test. Table 4 shows the characterization of the workloads with respect to their behaviour in the memory subsystem. This helps us understand the amount of network traffic the applications generate. The most noticeable aspect is that the multiprogrammed workloads have a much lower L2 hit rate and need to access main memory more often.

Table 4: Characterization of the workloads with respect to their behaviour in the memory subsystem

<table>
<thead>
<tr>
<th>Parallel Applications</th>
<th>Multiprogrammed Workloads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16 cores 1-thread</td>
</tr>
<tr>
<td></td>
<td>16 cores 1-thread</td>
</tr>
<tr>
<td>LD/ST instructions</td>
<td>29.7%</td>
</tr>
<tr>
<td>L1D hit rate</td>
<td>93.1%</td>
</tr>
<tr>
<td>misses served by L2</td>
<td>91.8%</td>
</tr>
<tr>
<td>misses served by main memory</td>
<td>8.2%</td>
</tr>
</tbody>
</table>
5 Topologies for homogeneous CMPs: Qualitative Analysis

We compare today’s most mainstream topologies: mesh, torus, and ring. The 2D mesh is a widespread choice for large-scale CMPs due to its regularity. Tiles are organized in a regular grid with links pointing to all 4 cardinal directions: north, south, east, and west. A torus is a mesh with wraparound links to reduce the average number of hops between tiles, at the cost of longer links ($\sqrt{2}$ times larger than a mesh[13]), larger area, and high power consumption. While often longer links involve higher wiring latency [43], we kept constant the link latency for all topologies after verifying feasibility with DSENT [39].

Driven by the observed low network occupancy and commercial NoCs [20], instead of moving towards higher-performance topologies, we opt for more efficient options to fit the power budget, such as bidirectional rings, which require a smaller area but have a larger diameter. Each node has two links, one in each direction of the ring, as represented in Figure 1.

The torus and the ring have cycles in their topologies, which can lead to deadlocks. To avoid them, we implement a deadlock avoidance method by setting a dateline in each cycle where messages will be forced to use a specific virtual channel so that cycles are broken [13,14].

Table 5 summarizes the main characteristics of the three topologies. Note that the comparison encompasses topologies with different bisection bandwidth, so first, we tune each topology to obtain a realistic design point, and then, we explore the trade-offs between complexity (which results in more bandwidth, power, and area) and performance for all configurations.

The number of input and output ports of the router is a direct indicator of the complexity; the higher the number of ports, the higher the area and expended energy. If we divided the network in two equal parts, the bandwidth we would have between the two parts is what we call the bisection bandwidth. A lower bisection bandwidth indicates that communications in the network will be slower. A hop in the network is a link the message traverses when going from source to destination. When counting the total number of hops we also include the local links going from the cache to the router, and from the router to the cache, so the minimum hop count is two (which corresponds to the communication between an L1 and an L2 in the same node through the router of that node: first hop from source cache to router and second hop from router to destination cache). The number of hops gives us an idea of the time it will take a message to traverse the network. In the table, we distinguish the maximum distance (also called diameter) and the average distance. Besides, the length of the link will have an impact on the power consumed by the network, which is modelled in DSENT.

The simplicity of the ring topology allows us to test two improved designs. As opposed to the mesh and torus, which have 4 input and 4 output ports to the outside of the tile, the ring has only two of each. The number of ports has a direct effect on the amount of buffer space and the complexity of the switch allocator and crossbar. To make use of this idle space, we test a configuration in which we increase the link bandwidth keeping the router area slightly under that of the torus. This results in flits of 24 bytes, which will reduce the number of flits needed per message and, therefore, serialization latency (RING_FLIT24B). Following the same idea, we also include a ring configuration with reduced latency, where we merge the switch allocation and switch traversal stages, resulting in a 3-cycle router (RING_3CYCLE_R).

Connecting several tiles to the same router to build concentrated topologies is a popular choice to reduce the network diameter. This choice has been adopted by the new generation of the Intel Xeon Phi [21]. These designs reduce the amount of resources of the network but might introduce contention. We include concentrated versions of the topologies with a concentration factor of 4. To avoid increasing the router radix, we use external concentration with local routers, which allows us to maintain routers with a small area and high frequency with only a small performance degradation [27]. For the 16-core chips we implement a concentrated mesh (CMESH), as depicted in Figure 2. Memory controllers are connected directly to the global router. With only four global routers, the concentrated ring topology is equivalent to the CMESH; the concentrated torus would have additional links, but we omit the results because the higher bandwidth does not benefit performance and increases power and area. For 64 cores, we model the CMESH, CTORUS, and CRING. Tables 5 and 6 include the characteristics of the concentrated versions of the topologies.
Table 5: Qualitative comparison of the three topologies for a CMP system with N tiles (we assume that N will always be a perfect square). We include the basic and the concentrated versions of the topologies, with a concentration factor of c. The number of inputs/outputs does not consider tiles with a memory controller, where routers would have one more input and output, or the tiles in the edges of the mesh, where some ports would be left unused. For the concentrated topologies, indicated ports are for the global routers; local routers always have 6 ports. W is the link bandwidth and L is the link length. For the concentrated topologies, we indicate the length of the links that connect the global routers. Note that the local links have been considered in the hop count formulas. Therefore, to go from node 0 to node 1 we need 3 hops: one from cache 0 to router 0, one from router 0 to router 1, and one from router 1 to cache 1. In the average hop count, the +2 in the formulas corresponds to those local links. For the concentrated topologies, the average hop count is detailed in Table 6 due to its complexity.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Inputs/outputs</th>
<th>Bisection BW</th>
<th>Max. hops (diameter)</th>
<th>Avg. hops (Avg distance)</th>
<th>Link length</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D mesh</td>
<td>6/6</td>
<td>$2W \sqrt{N}$</td>
<td>$2\sqrt{N}$</td>
<td>$\sim 2/3\sqrt{N} + 2$</td>
<td>$L$</td>
</tr>
<tr>
<td>Torus</td>
<td>6/6</td>
<td>$8W \sqrt{N}$</td>
<td>$\sqrt{N} + 2$</td>
<td>$\sim 1/2\sqrt{N} + 2$</td>
<td>$L\sqrt{2}$</td>
</tr>
<tr>
<td>Ring</td>
<td>4/4</td>
<td>$4W$</td>
<td>$N/2 + 2$</td>
<td>$\sim N/4 + 2$</td>
<td>$L\sqrt{2}$</td>
</tr>
<tr>
<td>CMESH</td>
<td>6/6</td>
<td>$2W \sqrt{N/c}$</td>
<td>$2\sqrt{N/c} + 2$</td>
<td>$\sim N/4 + 2$</td>
<td>$2L$</td>
</tr>
<tr>
<td>CTORUS</td>
<td>6/6</td>
<td>$8W \sqrt{N/c}$</td>
<td>$\sqrt{N/c} + 2 + 2$</td>
<td>$\sim 2L\sqrt{2}$</td>
<td></td>
</tr>
<tr>
<td>CRING</td>
<td>4/4</td>
<td>$4W$</td>
<td>$(N/c)/2 + 2 + 2$</td>
<td>$\sim 2L$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2: Connection of the nodes to the routers within a four-node cluster (left) and organization of all local and global routers (right) for a concentrated mesh in a 16-core chip. LR and GR stand for local router and global router, respectively. The lines that connect routers represent always two links, one in each direction.

6 Topologies for Homogeneous CMPs: Quantitative Analysis

This section presents the main contributions of our analysis for 16 and 64-core architectures. We include both system-oriented metrics (performance, area, energy, and fairness) and network metrics (hop count, network latency, and traffic distribution). We conclude with an analysis of the impact of memory controller placement.

6.1 Performance

To compare the impact of the network configurations on performance, we analyse the number of processor cycles it takes for the parallel workloads to complete the parallel section; for the multiprogrammed
Table 6: Average hop count for the concentrated mesh, torus and ring topologies. N is the number of tiles and c is the concentration factor. The formula is divided into the inter and intracluster communications, indicating the probability of each one and the hops in the global network and inside the clusters. Note that the hops to access and leave the network are now 4 (compared with 2 for the non-concentrated topologies), because messages need to traverse the local routers.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Probability</th>
<th>Hops in global network</th>
<th>Hops in cluster</th>
<th>Probability</th>
<th>Hops in global network</th>
<th>Hops in cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMESH</td>
<td>$1 - \frac{c}{n}$</td>
<td>$\frac{2}{3}\sqrt{\frac{N}{c}}$</td>
<td>4</td>
<td>$\frac{c}{n}$</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td>CTORUS</td>
<td>$1 - \frac{c}{n}$</td>
<td>$\frac{1}{2}\sqrt{\frac{N}{c}}$</td>
<td>4</td>
<td>$\frac{c}{n}$</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td>CRING</td>
<td>$1 - \frac{c}{n}$</td>
<td>$\frac{N}{c}/4$</td>
<td>4</td>
<td>$\frac{c}{n}$</td>
<td>0</td>
<td>2.5</td>
</tr>
</tbody>
</table>

workloads, we check how many instructions get executed in 500 million cycles. Figure 3 represents the average execution time for the parallel applications and the average CPI (cycles per instruction) for the multiprogrammed workloads, both normalized to the mesh topology. In 16-core single-threaded architectures differences between topologies are small, with the ring with 3-cycle routers and the CMESH being very similar to the mesh, and the torus performing only slightly better. Differences are more pronounced in the multithreaded configurations because the network needs to support a higher load, and topologies with fewer resources are more congested. In 64-core chips, the performance of the ring topologies drops significantly while the concentrated topologies stay very close to the mesh and torus. The conclusions are the same for both parallel and multiprogrammed workloads, and they are along the same line as the most recent industry developments: for the second generation of the Xeon Phi multicore processor, Intel has replaced the ring with a concentrated 2D mesh [20,21].

Regarding the absolute CPI values for the multiprogrammed workloads, the CPI of each core in the mesh topology is 4.4 for 16 cores with 1 thread, 4.7 for 16 cores with 4 threads, and 6.1 for 64 cores. Even though the miss rate is small, the penalty of a cache miss greatly increases the CPI, with the highest portion of the miss latency coming from the network latency. Therefore, we can conclude that the impact of the NoC on performance is large.

In the following sections we analyse network-specific metrics and demonstrate how they influence the system performance. We show that the network is lightly loaded and that performance is a direct consequence of the number of hops it takes a message to go from source to destination.

6.2 Average Hop Count

The diameter of the network is critical and concentrated topologies offer faster communications even though messages have to share a smaller amount of routers and links. In Figure 4 we present candlestick charts for the hop count of all the configurations, which show the minimum and maximum values, and the three quartiles. The differences among the workloads are very small. The first thing we notice is that the hop count directly reflects the performance results, showing that this metric determines the performance. Both the median and the variability of the hop count are much larger for the ring topologies, especially with 64 cores, which is a clear indicator of where we experience more pronounced performance drops. Hop count for the three ring topologies is the same in all cases because the variations do not affect the topology. However, performance is different because for the ring with 24-byte flits, data messages are only three flits long instead of five, which reduces the serialization latency; for the ring with 3-cycle routers, every hop takes a smaller number of cycles.

The high impact of the hop count and, more generally, the network latency, is partly due to the simple in-order cores of our system. More complex cores capable of running instructions out-of-order and non-blocking caches would be able to hide some of the network latency by executing other instructions in parallel with the L2 or memory access. However, the pressure on the caches would
Fig. 3: Average execution time for the parallel applications and CPI (cycles per instruction) for the multiprogrammed workloads, normalized to the mesh, for 16 single and multithreaded cores and 64 single-threaded cores. In every case, the lower the bars, the better.

not increase enough to give relevance to network throughput, because it has been demonstrated that supporting only 2 in-flight misses is enough to eliminate most of the memory stall cycles [23].

Fig. 4: Average hop count for 16 single and multithreaded cores and 64 single-threaded cores. There are no differences between parallel and multiprogrammed workloads, so results are averaged together in all configurations. We present candlesticks, where we can see the minimum, maximum, median, lower quartile (Q1), and upper quartile (Q3) values. Note that scales are different. Hops to traverse the local links from and to the nodes are included in the count.
6.3 Network Latency

Network congestion can delay messages and have a large impact on system performance. Figure 5 represents the network latency split in base latency (cycles it would take packets to traverse the network without contention), blocking latency (extra time spent in the network due to contention), and queuing latency (time a message is waiting in the network interface before it can get a free virtual channel to enter the network). The latency for parallel and multiprogrammed workloads is very similar, with the multiprogrammed workloads having slightly higher blocking latency in some cases. That is because these workloads access main memory more often (as we will demonstrate in section 6.4), which creates a bottleneck in the nodes of the network close to the memory controllers.

We can clearly see that the blocking latency is a small percentage of the total latency in the single-threaded configurations: 14% for 16 cores and 16% for 64 cores. It significantly increases with multithreaded cores, reaching an average of 31%, because the higher traffic load creates some congestion, especially in networks with fewer resources (ring and concentrated mesh).

If we focus on the two optimized ring versions, we notice that one of them does not consistently have shorter latency than the other. The 3-cycle router version is normally better, with a shorter base latency. This is because all messages benefit from faster transmissions, while in the 24-byte flit version, only data messages, which need more than one flit, improve their latency. However, in the configurations with 4-threaded cores, the blocking latency is shorter for the ring with 24-byte flits. In those cases when there is more traffic in the network, a nice effect of having larger flits becomes relevant: messages with fewer flits can traverse the network in a more compact way, reducing the number of cycles in which they occupy several routers at a time, thus reducing the probability of conflicts with other messages. This improvement in the blocking latency results in shorter network latency for the 24-byte flit ring in the multithreaded configuration with multiprogrammed workloads.

As we already mentioned in the previous section, we can notice again that the network latency results correspond directly with the average hop count and the system performance (the shorter the latency, the better the performance), which demonstrates the huge impact the network has on the system. Nevertheless, the network is mostly lightly loaded, so although it may take long to traverse it, resources are idle most of the time. These results ratify the conclusions of Sanchez et al., which point out that the number of hops is the most critical parameter of the network [36].

6.4 Traffic Distribution

To analyse traffic distribution, we measure the number of injected flits per node. We notice that traffic is unevenly distributed in the interconnect, meaning that some resources will be used more often than others. In this section, we present results for canneal as a representative example of parallel applications, and a multiprogrammed mix. For a given application and number of cores, the distribution remains constant when we change the network topology, so we illustrate the results only for the mesh, torus, ring, and CMESH. Conclusions still hold for all applications and number of cores, so we focus on a 64-core chip.

Figure 6 depicts a heat map of injected flits per cycle for each node for canneal and a multiprogrammed mix executed on 64 cores. All the traffic is generated by the memory subsystem, so every action has a reaction (request-reply, invalidation-ack). Hence, the heat maps also indicate which nodes are receiving messages more often. The number of flits per cycle is smaller for the ring because a very similar amount of traffic gets injected in a much larger period of time. Nevertheless, the distribution of traffic is the same regardless of the topology: certain nodes inject more flits than others. In the parallel workloads such as canneal (Figures 6a to 6d), this is because a couple of L2 banks are being accessed more frequently than others, which depends on the physical distribution of the data touched by each application. The rest of the simulated parallel applications exhibit similar patterns, with 2 out of the 64 nodes injecting more than 40% of the traffic in many applications.

Figures 6e to 6h show results for one of the multiprogrammed mixes. In this case, we see four clear hotspots in the edges of the chip, where the memory controllers are located. The multiprogrammed workloads access main memory more often than parallel applications. Apart from that, the rest of
Evaluation all the results of this section, we notice that the network is lightly loaded, even around the most active nodes; furthermore, some parts of the network are idle most of the time. Considering all applications executed on single-threaded architectures, nodes in parallel and multiprogrammed workloads inject an average of 0.024 and 0.052 flits per cycle, respectively; for our 16 multi-threaded core configuration, they inject 0.11 and 0.23 flits per cycle on average. For comparison, Dally shows that the saturation throughput of an 8x8 mesh with four 1-flit virtual channels is around 0.5 and 0.6 [12], and that value would be even lighter with larger VCs. Since the network is lightly loaded, congestion delays are not a major contributor to network latency. Even on the multithreaded configurations where there is more traffic in the interconnect, we still see the same relative performance among the topologies, pointing out the paramount importance of the network diameter. This explains why the concentrated topologies reduce network distance without a significant increment on network contention.

Our results show that real workloads exhibit non-uniform traffic patterns across the network, even though this cannot be perceived when considering only average statistics. Instead of the fairly uniform traffic distributions seen with synthetic networking workloads, we observe hotspots in some locations.

Figure 5: Average network latency in number of cycles broken down into base, blocking, and queueing latency for 16 single and multithreaded cores and 64 single-threaded cores. Note that scales are different.

(a) Parallel applications

(b) Multiprogrammed workloads
Fig. 6: Injected flits per cycle and node for the canneal parallel application (top) and a multiprogrammed mix (bottom) executed in 64 cores.

Fig. 7: Link utilization in flits per cycle for the canneal parallel application (top) and the multiprogrammed mix (bottom) executed in 64 cores. Each line is the combination of two links, one in each direction. Injection and ejection links have been left out. In the torus, links that touch the edges of the chip represent the wraparound links. In the CMESH, lines that make up triangles are connections between the local and global routers of each cluster of cores.
This points out that synthetic traffic patterns should have hotspots in both flit injection and destination distribution in order to reflect the real traffic load imposed on the network by parallel and multiprogrammed workloads. They also show the potential of fine-grained network reconfiguration for real applications. For instance in the form of dynamic resource allocation or frequency/voltage scaling (DVFS), where some parts of network save power while others increase execution speed. Recent studies also confirm this potential: Lee et al. use DVFS for thermal management in 3D ICs, both in the cores and routers, but they do not consider parallel applications [29]; Haghbayan et al. also propose DVFS control to honour power and thermal constraints in a dark silicon context, but exclude the network from such control and consider a synthetic task generation model instead of real workloads [35]. Reconfiguration is beyond the scope of the paper but our data adds experimental evidence to its great interest.

6.5 Area, Energy, and Delay

When making design choices for future architectures we need to consider performance, power, and area. For parallel applications, we calculate Energy\_Network \times \text{Delay}_{Parallel Section} (ED); for multiprogrammed workloads, where we simulate a constant number of cycles, we use EPI*CPI (EPI=Energy\_Network Per Instruction, CPI=Cycles per Instruction). Figure 8 depicts network area (as reported by DSENT) versus ED or EPI*CPI normalized to the mesh. To display the variance across the parallel applications and the multiprogrammed mixes, we represent the results with candlesticks. Ideally, we would like our configuration to be in the bottom left corner of the graphs.

![Figure 8](image-url)  
**Fig. 8:** Area versus Energy*Delay for the parallel applications (top) and EPI*CPI for the multiprogrammed workload (bottom) for 16 single and multithreaded cores and 64 single-threaded cores, normalized to the mesh. The RING and RING\_3CYCLE\_R have the same area, but candlesticks have been slightly shifted on the horizontal axis for better visualization, both have an area of 1.0mm\(^2\) for 16 cores and 4.1mm\(^2\) for 64 cores.
For 16 single-threaded cores (plots 8a and 8d), the CMESH offers the lowest values for energy and delay, with a small area (only 8% bigger than the ring and 18% and 35% smaller than the mesh and torus, respectively). For 16 multi-threaded cores (plots 8b and 8e) and, especially for 64 cores (plots 8c and 8f), the ED and EPI*CPI increase substantially for the ring topologies with all workloads. The Delay contributor increases much more significantly with more cores due to the higher hop count. Therefore, networks with lower diameter perform better when integrating a larger number of cores. In this case, the CMESH still offers the best trade-offs. We also see that the variance across the multiprogrammed mixes is very small, pointing out that the way of distributing independent applications in the chip does not impact either performance or network energy. Our results show that over-dimensioning the network is not the best solution: a simple topology like the CRING is better than the torus from all standpoints. Even in the multithreaded architecture (plots 8b and 8e), where the network has a higher load, the CMESH still offers a better trade-off than the torus.

We also see that the deviation of the results varies among topologies and is bigger with 64 cores. It is proportional to the variation in network latency, which increases with the average distance of the network and hop latency. This is because the Delay component of the ED product suffers bigger increases in certain applications where the thread distribution generates disadvantageous traffic patterns for the ring topology.

6.6 Fairness

In a multiprogrammed environment, fairness determines if resources are evenly distributed among independent applications. A system is fair if all the multiprogrammed applications experience an equal slowdown compared to their performance when executed alone. Our interest lies in assessing whether the topology influences fairness. To numerically quantify fairness, we rely on the following formula:

\[ \text{fairness} = \frac{\min_i \left( \frac{CPI_{MT}}{CPI_{ST}} \right)}{\max_i \left( \frac{CPI_{MT}}{CPI_{ST}} \right)} \]

where CPI, ST, and MT refer to cycles per instruction, single thread, and multi-threaded execution, respectively [15]. The i index refers to the applications. The ideal value would be 1; the closer we are to it, the better fairness we have. To calculate the fairness, we take one of the mixes and simulate both the mix and each application running alone in chip, pinned to the same core in both cases.

Figure 9 shows the fairness for all the topologies on 16 single and multithreaded cores, and 64 single-threaded cores according to that formula. In order to evaluate if there are any outlier numbers that are negatively affecting the final results, we present in Figure 10 candlesticks with the ratio between the CPI of the applications executed along with the rest of applications (CPI-MT) and the CPI of the same application running alone in the chip (CPI-ST). In this case, fairer configurations will present short candlesticks, while unfair networks will have big and long candlesticks. The same conclusions can be extracted from both graphs. With lightly loaded networks, fairness is very similar across all topologies. It significantly decreases in two cases: for the multithreaded cores respect to the single-threaded configurations, and for the ring topologies respect to the others with 16 multithreaded cores. These reductions correspond to cases where the network supports a higher load. In those situations, there is more congestion on the network, and that has a higher impact on the applications that need to use it more often, while others with more hits on their first level cache remain undisturbed. In the multithreaded cores, we clearly notice a correlation between performance and fairness: the mesh, torus, and CMESH show the highest fairness because more efficient networks can successfully support more simultaneous communications without interferences.

6.7 Memory Controller Placement

In the previous sections, all configurations had four memory controllers located at the edges of the chip. It has been demonstrated that the location of the memory controllers impacts memory latency in
Analysis of Network-on-Chip Topologies for Cost-Efficient Chip Multiprocessors

Fig. 9: Fairness for the multiprogrammed workloads in chips with 16 single and multithreaded cores and 64 single-threaded cores. The higher the bars, the better.

Fig. 10: Fairness for the multiprogrammed workloads in chips with 16 single and multithreaded cores and 64 single-threaded cores, represented by the ratio of the CPI of the applications executed along with the rest of applications (CPI-MT) divided by the CPI of the same application running alone in the chip (CPI-ST). We present candlesticks, where we can see the minimum, maximum, median, lower quartile (Q1), and upper quartile (Q3).

Abts et al. state that memory controller placement is critical and that a good placement reduces contention, lowers network latency, and provides predictable performance [3]. Although they simulate a mesh topology [3], we have compared several options varying the number and placement of memory controllers to look for the best configuration in terms of performance. For the sake of brevity, this section focuses on multiprogrammed workloads because they exhibit higher main memory access rate. Also, we limit the design space to the mesh and CMESH topologies, because they are the ones that offer the best performance, energy, and area trade-offs (as we showed in section 6.5), and to the 64-core chip, where distances are longer and MC placement has a larger impact. Figure 11 shows the nodes of the chip where the memory controllers are located for the mesh and the CMESH topologies. We test 9 configurations for the mesh, with 4, 8, and 16 memory controllers; for the CMESH we test 5 configurations with 4, 8, and 16 controllers. In the CMESH, the MCs are connected directly to the global routers (see Section 6), so we divide the chip in only 16 squares, which represent clusters of 4 cores each.

We calculate the average performance of the multiprogrammed workloads with all the memory controller configurations, and see that variations in performance are so small (always smaller than 0.03%) that both the number and placement of memory controllers seem to be a secondary issue. This is because benchmarks do not miss in the L2 very often, even for the multiprogrammed workloads, which is where we detected the largest amount of traffic to memory. Increasing the number of memory controllers does not have a significant impact on performance either.
different workloads than we do and with smaller caches, we have compared the amount of traffic to memory they have to what we see in our simulations. We have determined that our multiprogrammed workloads access main memory more often than their applications, increasing the effect of memory controller placement on overall performance. It is true that some memory controller placements reduce network latency, but we go a step further and guarantee that the impact on system performance is negligible for such light traffic to memory.

Our main objective was to determine if the memory controller placement is relevant for this kind of general purpose CMPs with these applications, which represent reasonable workloads. However, it is also interesting to determine if the memory controllers could significantly affect performance on a scenario with more traffic to memory. In order to analyse this, we repeat the experiments with different system parameters: reduced L2 cache size to increase the traffic to memory (down to 128 KB per core from the original 1 MB per core), and faster memory access to increase the impact of the network latency reduction (50 cycles instead of the baseline 150). These new simulations increase the traffic to memory by 50%, but the effect of the memory controller placement is still small. In average, the difference in performance with respect to the baseline is 0.6%, which is much more than what we were seeing before, but still very small. Therefore, we conclude that the memory controller placement does not have a relevant impact on performance in our general purpose CMP, even with system parameters that enlarge the impact of the network on memory access time. In any case, our results do not rule out the importance of this issue in specific situations, such as streaming memory applications or systems with even smaller caches.

7 Conclusions

Considering the interconnection network and the cache hierarchy simultaneously helps identify improvement opportunities in the design of CMPs. Both elements have a significant influence on system performance, area, and power consumption. We have modelled in detail the processors, memory hi-
erarchy, and network using full-system simulation and executing both parallel and multiprogrammed workloads. We have performed a qualitative and quantitative analysis of three network topologies: mesh, torus, and ring, including two additional ring configurations (one with more bandwidth and one with 3-cycle routers) and concentrated networks for CMPs with 16 single and multithreaded cores and 64 single-threaded cores.

Our results show that performance is highly affected by the choice of the interconnect, especially in 64-core systems, where the ring performance drops by 72% with respect to the CMESH for parallel workloads. The ring topologies perform worse due to the increased hop count, which translates into higher network latency. In average, compared with the CMESH, the ring suffers from a 34% network latency increase in the single-threaded 16-core chip, 60% in the multi-threaded 16-core chip, and 136% in the 64-core chip. The CMESH topology offers the best performance with low energy consumption (17% less than the torus for 64 cores) and area (30% smaller than the torus for 64 cores) for all workloads considered and both 16 and 64-core chips, even with multithreaded cores, which generate a heavier traffic load.

We have reported that in real applications traffic is very light and not uniformly distributed, pointing out the potential of heterogeneity, either in the form of dynamic resource allocation or frequency/voltage scaling. For parallel applications, both the injection rate and the message destinations are more variable than those we see with synthetic traffic patterns, with only 2 nodes injecting an average of 33% of the traffic in the 64-core chips; for multiprogrammed workloads, traffic is random with hotspots at the memory controllers, which inject 25% of the traffic.

For multiprogrammed workloads, we have concluded that that contention in the network causes fairness to drop, especially for networks with lower performance. For example, the mesh has 26% lower fairness with 16 single-threaded cores than with 16 multithreaded cores; focusing only on the multithreaded cores, the ring has 28% lower fairness than the mesh. We have also determined that the placement and the number of memory controllers has a negligible effect on system performance with realistic applications, because they have limited memory access.
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